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“Then which of the favours of your Lord will ye deny?.”
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Abstract
Modern technology needs and advancements have introduced various new
concepts such as Internet-of-Things, electric automotive, and Artificial intelligence.
The crux and dependency of all these technologies are connectivity and efficient
computing. Both of these parameters translate into fast signal processing which is
analogous to the speed of a transistor. Furthermore, with increased human and
machine interaction, more and more sensor technologies are integrated within the
computing process. This implies an increased activity in the electronics domain of
analog and RF design and performance. For such high frequency and high-power
applications, III-V semiconductors have widely been used. However, due to
aggressive scaling and development of various device concepts, Silicon devices
have emerged as a cost-effective and good performance solution for such diverse
applications. As these silicon devices are pushed towards higher performance,
there is a continuous need to improve fabrication, power efficiency, variability, and
reliability. Often, a direct trade-off of higher performance is observed in the
reliability of semiconductor devices. Reliability characteristics and ensuring the
specified functionality over the entire device/circuit lifetime are driven through
various assumptions and acceleration-based methodologies. The
acceleration-based methodologies are the adequate time-saving solution for the
lifetime’s extrapolation but come with uncertainty in accuracy. Thus, the efforts to
improve the accuracy of reliability characterization methodologies run in parallel.
The work presented in this dissertation is also an effort to serve the purpose
mentioned above by exploring reliability effects in the high-frequency domain. This
study highlights two goals that can be achieved by incorporating high-frequency
characterization into the reliability characteristics. The first one is assessing
high-frequency performance throughout the device’s lifetime to facilitate an
accurate description of device/circuit functionality for high-frequency applications.
Secondly, to explore the potential of high-frequency characterization as the means
of scanning reliability effects within devices.

In this work, high-frequency transistors are used for performance and reliability
characterization. S-parameters are measured as a high-frequency device’s response
and mapped onto a small-signal model to analyze different components of a fully
depleted silicon-on-insulator MOSFET. The self-heating assessment is done for
various device geometries using the RF-conductance-based method. Thermal
resistance, which serves as an indicator of self-heating, is modeled as a function of
device layout parameters. The internal device temperatures are computed as a
prerequisite for investigating temperature-dependent degradation mechanisms
based on the thermal resistance model. The studied devices are then subjected to
two important DC stress patterns, i.e., Bias temperature instability stress and hot
carrier stress. The hot carrier stress, which inherently suffers from the self-heating
effect, resulted in the transistor’s geometry-dependent magnitudes of hot carrier
degradation. It is shown that the incorporation of the thermal resistance model is
mandatory for the investigation of hot carrier degradation. S-parameter
characterization is performed before and after stress to investigate the impact on
the high-frequency small-signal model components. It was found that for the bias
temperature instability stress, the changes in small-signal model components are
directly correlated with the threshold voltage shift and transconductance. The
property of direct translation of small-signal parameter degradation to DC
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parameter degradation is used to develop a new S-parameter-based bias
temperature instability characterization methodology. In the case of hot carrier
stress, most of the small-signal model components can be explained with the shift
in DC metrics except for the gate-related small-signal capacitances. The changes in
gate-related small-signal capacitances after hot carrier stress reveals a distinct
signature due to local change of flat-band voltage. The measured effects of
gate-related small-signal capacitances post-stress are validated through transient
physics-based simulations in Sentaurus TCAD. Based on measured and simulated
responses of small-signal capacitances and resistances, an empirical-based
deconvolution technique is demonstrated to distinguish the individual
contribution of hot carrier and bias temperature instability stress.
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Chapter 1

Introduction

Recently, with the rapid advancement in wireless technologies, there has been
growing interest in nano-scale devices’ performance and reliability
characterization. Silicon devices have emerged uninterruptedly into the
high-frequency application domain due to their high performance, low cost, and
scalability. The demand for circuit performance and efficiency has been
conventionally served by aggressive scaling and increased packaging density.
These miniaturization trends address the performance needs but come at the cost of
short channel effects, increased leakage through dielectrics, and tighter reliability
constraints. Several strategies have been introduced to cope with the scaling
challenges, such as silicon on insulator (SOI) technologies, new materials like
high-k gate dielectrics, strain engineering, and novel device concepts and
architectures such as fully-depleted silicon on insulator (FDSOI) technologies.
FDSOI with thin buried-oxide (BOX) offers low substrate parasitics, good
electrostatic control of short channel effects, and variable threshold voltage tuning
functionality, enabling high-performance analog and radio frequency (RF)
applications [1]–[4]. With the wide recognition and applications of the FDSOI
technology, these devices’ reliability study plays a vital role in gaining a deeper
understanding and developing them further for future technology nodes. Physical
mechanisms governing the operation and reliability of ultra-scaled devices have
evolved and need closer attention. So far, the direct current (DC) reliability
methods extensively applied assuming quasi-static approximation, which requires
guard bands for most usage cases. However, as the technology reaches scaling
limits, the devices are pushed for higher performance resulting in tighter guard
bands.

Multi-finger and multi-cell devices are widely used for RF and analog
applications to achieve high power, reduce the physical size, lower gate resistance,
and improve device matching. A simple logic device’s reliability investigations
should be extended to accommodate multi-finger structures having different layout
variations addressing the needs of high-frequency and high power applications.
With the increasing interest in RF reliability, multi-finger devices are now
frequently used for reliability characterization, further narrowing the gap between
reliability models and real usage cases.

Thus along with the efforts of improving reliability and performance, it is also
becoming essential to characterize the aging of devices not only for conventional
DC operation but also in dynamic and high-frequency operation. Two of the
dominant degradation mechanisms in metal oxide semiconductor field effect
transistors (MOSFETs) are bias temperature instability (BTI) and hot-carrier
degradation (HCD). Scattering parameter (S-parameter) measurements serve as the
tool for assessing high-frequency response. Study of the degradation in terms of
S-parameter characterization enabled unveiling and monitoring the changes in
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high-frequency parameters, which were not visible under conventional DC
characterization methodology. The assessment of degradation effects under the
transistor’s dynamic and high-frequency operation is necessary for comprehensive
understanding and modeling small-signal behavior due to various stress modes.
S-parameter characterization has also eased the understanding of degradation
mechanisms and underlying physical perturbation effects due to various stress
conditions. It is worthwhile to explore the capabilities of S-parameters as a
characterization tool to complement reliability investigations.

The focus of this dissertation is broadly classified in two domains, i.e., to
diagnose the impact of key degradation mechanism on the small-signal behavior of
a MOSFET and to explore the potential of S-parameters as a reliability analysis tool.
It is worth mentioning that the presented experimental data is readily shown on an
arbitrary scale (a.u). It is often challenging to draw quantitative comparisons using
an arbitrary scale. However, for this study, arbitrary scales are chosen to ensure that
the qualitative/relative conclusions are not hampered and reflect the true nature of
the results. The content presented in this document is organized as follows: Beyond
this short introduction of the topic, Chapter 2 presents a brief introduction to the
fundamental concepts involved within the scope of this work. Starting from basic
scaling challenges to understand the operation of devices under investigation
followed by an account of various degradation mechanisms and reliability
concerns. Chapter 3 presents the methodology used to measure S-parameters and
extraction of small signal characteristics. In the subsequent chapter, these extracted
small-signal parameters are frequently discussed under the influence of different
stresses. Before analyzing of any stress impact, it is important to account for the
self-heating effects as the degradation mechanisms under investigation strongly
depend on the temperature. Chapter 4 presents the characterization scheme and
results of extracted thermal performance. Chapter 5 mainly discusses the impact of
BTI stress on small-signal performance and model components. In the same
chapter, a small signal parameter is identified, which then can be used to develop
an on-the-fly BTI characterization technique. The analysis of hot-carrier (HC) stress
on DC and small-signal parameters is discussed in Chapter 6. The correlation
between self-heating and the resultant impact on the degradation mechanism is
analyzed. Based on the observed unique degradation signature, a de-convolution
technique for HCD and BTI components of a degraded device is demonstrated in
Chapter 7. Finally, the conclusions and recommendations for future work are
summarized in Chapter 8.
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Chapter 2

Fundamentals

This chapter reviews the basic concepts related to this dissertation and the work
presented in the following chapters. The first section of this chapter starts with an
introduction of MOSFET scaling and a technological overview of the used FDSOI
transistors for characterization. The subsequent sections discuss various reliability
challenges of MOSFET, including degradation mechanisms in advanced
semiconductor devices and a focused account on the broad nature of reliability in
terms of RF.

2.1 MOSFETs Scaling Trends and Challenges

Since the invention of three-terminal active devices, semiconductor and transistor
technology have experienced tremendous evolution. The transition from very first
vacuum tubes into solid-state electronics happened almost over seven decades ago
with demonstration of point-contact transistor in 1947 by Bardeen and Brattain [5].
After the design improvement by Shockley [6], the bipolar junction transistor (BJT)
was in widespread usage in the 1950s. The concept of Field-Effect-Transistor was
patented by Edgar [7] in 1928, well before the BJT. However, Edgar could not
practically execute the idea of filed-effect due to surface states. The breakthrough in
surface passivation due to thermally grown silicon-dioxide by Atalla, Tannenbaum,
and Scheibner [8] in 1959, led to the demonstration of the first p-channel silicon
MOSFET in 1960 by M M. Atalla and Dawon Kahng [9]. Although the idea of a
field-effect transistor was envisioned at the time of vacuum tubes, it is not until the
1970s that MOSFETs were deployed largely in electronics. The slower speed and
relatively inferior performance compared to well-established competitor BJT refrain
the development of MOSFET until the quest for low energy footprint [9], [10]. The
emergence of the computer industry and integrated circuits embark MOSFET on
the journey of miniaturization and showcase its immense potential. In 1965,
Gordon E. Moore predicted that the density of components on a chip and
performance doubles each year [11], and later in 1975, he revisited the renowned
Moore’s Law by relaxing the timeline to 2 years [12], [13]. The term doubling
complexity inherits better performance, scaled-down feature size, complex
fabrication process, and reduced cost per transistor. In recent years with a
slow-down in scaling trends, Moore’s law demise or alive nature is often a point of
discussion among the scientific community [14]–[17].

The miniaturization journey progressed throughout the years at an ample pace;
however, the efforts, research, and hurdles cannot be underestimated. The
lithographic way of scaling down to small feature size benefited the semiconductor
technology in terms of performance, cost, and footprint until the early 2000s when
the technology node began to shrink beyond sub 100 nm. At such dimensions,
further scaling of gate length (lg) poses several challenges [18]–[21] which includes
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increased leakage currents through gate dielectrics, low carrier mobility due to high
doping level and interface effects, degradation of subthreshold swing (SS), drain
induced barrier lowering (DIBL) due to proximity of source and drain regions, and
increased reliability concerns [22]–[24] caused by high electric fields. New materials
and various device designs are deployed to counter these scaling and short channel
effects. As with the reduction of lg, the gate oxide thickness had to be reduced in
proportion, leading to tunneling currents through the gate dielectric. High-k
dielectric material with metal gate [25], [26] is introduced to gain better electrostatic
control of the channel and reduce gate leakage. For improving the carrier mobility,
strain engineering [27], [28], and device architectures enable low doped channel
region to be deployed. SOI technology shows a promising approach for better
electrostatic control, reduced substrate parasitics, and diminution of leakage
currents [29]–[32]. Other technological solutions include halo implants [22], [33],
shallow drain/source extensions [34], [35], beyond silicon channel materials
[36]–[39] and alternative device structures [40]–[43].

Another phenomenon in addition to the short channel effects is the variability of
MOSFET electrical characteristics, which is caused by the variation in the number
of dopants in the channel (also known as random dopant fluctuation (RDF)) [44],
[45]. On average, there exist approximately 100 dopant atoms in a channel of
MOSFET fabricated in 100 nm technology [46]. For advanced technology nodes,
this is translated to few dopant atoms per device. Due to the inherent nature of the
doping process, the resultant random placement of dopant atoms causes device to
device variability. With the scaling of gate length, RDF poses a considerable amount
of variability in threshold voltage (Vth) and on-state current, [45], [47] limiting the
scalability and needs the circuit design to tolerate the variability [48]–[50].

2.1.1 Silicon on Insulator Technology

The introduction of an insulator (BOX) layer in the substrate, which separates the
source and drain region from a bulk substrate, enables to overcome the barrier for
further scaling of advanced technology node. Due to the central bulk region’s
isolation, better electrostatic control of the channel and reduction of short channel
effects is achieved, thereby improving performance by increasing dynamic power
efficiency [31], [51]. For high-frequency applications, the reduction of junction
parasitic capacitances offers better RF characteristics. SOI technology also offers
execution of similar fabrication processes as used for the conventional bulk
technology while having an opportunity to reduce the number of fabrication steps
as separate n-well and p-well formation is not required [31].

In SOI technology, two basic parameters i.e., SOI thickness (tSi) and BOX
thickness (tBOX) serve as further knobs to influence the device characteristics. In
terms of SOI thickness, partially depleted silicon on insulator (PDSOI) and FDSOI
technologies were proposed having tSi larger and in the same order of magnitude
as the depletion region respectively. The doping concentration and tSi determines
the channel depletion region depth. Having a tSi small enough to form a partially
or fully depleted channel enables lowering of doping concentrations to improve
carrier mobility and RDF. In PDSOI devices, due to partially depleted region,
floating body effects and history effects are a few of concerns causing the
fluctuation of electrical characteristics [52]–[55]. FDSOI solves the shortcomings of
PDSOI floating body effects having tSi to cover the depleted region entirely
[56]–[59]. In addition to tSi, tBOX can be a further knob to control short channel
effects, substrate coupling, enhanced thermal dissipation, and the possibility of
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bottom-gate channel control. The respective structures can be classified into thick
BOX and ultra-thin BOX, as shown in Fig. 2.1. Devices fabricated with ultra-thin
BOX shows reduced short channel effects [20], [31], [59], [60] and potential for the
back gate biasing for effective control of channel and adaptive Vth for
application-specific requirements [1], [4], [42], [61].










 












 










 









  

FIGURE 2.1: Cross section of (a) PDSOI, (b) FDSOI with thick BOX, (c) FDSOI with ultra-thin
BOX MOSFET. In these structures tSi(a) >

(

tSi(b) = tSi(c)
)

and smallest tBOX in (c).

2.1.2 FDSOI Technology

In the 1980s, the advantages of FDSOI technology started to gain attention over
conventional bulk and PDSOI technology [62], [63]. With the progress of
semiconductor technology, the process is adopted and deployed to obtain precise
and ultra-scaled FDSOI technology nodes. Technologies such as FDSOI and
fin-field-effect transistor (FinFET) have become the basis of scaling nowadays.
FDSOI offers simple, cost-effective fabrication processes and uses almost 90% of
conventional bulk processing technology [64]. In literature different terminologies
are used to mention FDSOI devices and technologies based on their tSi and tBOX

such as; ultra-thin body (UTB) , ultra-thin body and BOX (UTBB) [65]–[67] (same as
UT2B [68], [69] and UTB2 [70], [71] ),ultra-thin BOX (UTBOX) [72], [73], ultra-thin
SOI (UTSOI) [74], [75], extremely-thin SOI (ETSOI) [76]–[78], and silicon on thin
BOX (SOTB) [47], [79]. Later on, with advancement in technology node generations,
FDSOI term with node size is generally mentioned [2], [3], [80]–[84]. The salient
features of the FDSOI transistors are as follows:

– Thin silicon layer: FDSOI MOSFET features thin SOI film in order of
approximately one-third of the gate length [85], [86] resulting in better
channel control evident from improved SS [87]. SS value is closer to the
theoretical minimum value of 60 mV/dec, translated into decrement in gate
leakage currents [88]. The depth of the source and drain region is also
reduced to the value of tSi, which helps to reduce the short channel effect,
especially DIBL [85], [86], [88], [89].

– Substrate isolation with oxide: BOX isolating the source/drain regions
eliminates the leakage currents to the substrate reducing the static power
consumption [90]. Thin SOI layer isolated with BOX beneath limits the depth
of source and drain region, reducing the parasitic junction capacitances [85].
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Reduction of parasitic capacitances benefits analog application where
parasitics are detrimental to the high-frequency characteristics. In digital logic
applications, reduced parasitic translates to switching with less energy
improving the dynamic power consumption [85]. In conventional bulk
technology, as neighboring devices are connected with a common substrate,
the latch-up effect can occur in specific conditions, which is destructive in
nature [91]. BOX isolation in FDSOI devices, along with shallow trench
isolation (STI), eliminates the latch-up effect.

– Undoped channel: Isolation of substrate with BOX and thin SOI opportune
eliminating doping obligation; thus getting rid of RDF. Better mobility and
lower scattering are achieved from the undoped channel [92]. Elimination of
RDF considerably reduces one of the key variability challenges in scaled
devices [76], [89], [93]. Reduced variability translates into less difference
between process corners (fast-fast and slow-slow). Very low gate-induced
drain leakage (GIDL) is attributed to the undoped channel region [76], [94].

– Vth flavors: FDSOI having thin BOX behaves almost like a double gate
MOSFET where the channel region can be biased from back-gate underneath
the BOX. An independent bias control of the back-gate can modulate the Vth

of the device. The option of modulated Vth makes it adaptable to the low
power and high-performance applications where higher Vth (reduced static
power consumption) and lower Vth are needed, respectively. The desired
flavor of Vth is obtained by doping the well underneath the BOX, acting as a
back-plane [1], [4]. A doped well underneath BOX acting as a ground plane
reduces the substrate coupling effects [95]. Further control of Vth is offered
through active biasing of the back-plane, which can dynamically vary the
device characteristics [3]. Depending on the polarity and doping
concentration of the underneath well, GlobalFoundries 22FDX® technology
offers super-low Vth (SLVT), low Vth (LVT), regular Vth (RVT), and high Vth

(HVT) device flavors [1], [3]. Schematic of different Vth flavor for N-type
metal-oxide-semiconductor field-effect transistor (n-MOSFET) and P-type
metal-oxide-semiconductor field-effect transistor (p-MOSFET) are shown in
Fig. 2.2.





 

    

    

 
























  

    

    

 


























   





FIGURE 2.2: Cross-section of device construction for different Vth flavor of FDSOI transistors
with conventional well and flip well configuration.
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The investigation and characterization reported in this dissertation are
performed on FDSOI MOSFETs. High-performance SLVT flavor devices are mainly
used. The details of test structure configuration are presented in Chapter 3.

2.2 Reliability of Semiconductor Devices

Reliability is a broad term to describe the specified functionality of a particular
device, product, process, or system in the resolution of time. In this sense, the
specific definition of reliability depends on which level it is being discussed.
However, central to the whole reliability domain is the device level reliability,
which can be scaled up to product or system level and serve as an indicator of
process-level implications. In reliability, a certain margin for the drift of device
characteristics is tolerated, and beyond that, device failure is considered. The time
to reach this margin is known as device lifetime. Depending on the failure
mechanism, a device may not exhibit complete failure and could still be operational
(with degraded specifications). However, as the circuit/system is designed to
tolerate a limited specification drift, it could result in circuit/system failure. The
standard for the device lifetime is based on performance and safety requirements
which are often attributed to the applications such as consumer electronics, mobile,
automotive, military, and space grade [96]–[100].

A good enough prediction of a product lifetime requires an accurate description
of reliability, scalable reliability models, and characterization methods that closely
fit actual usage conditions. Several tools, including statistical algorithms and
physical failure analysis, are readily used to examine and improve lifetime
calculations. Understanding the failure mechanism involved in the degradation of
a device is crucial for the extrapolation of a lifetime. The knowledge about these
degradation mechanisms is achieved through characterization methods. As the
actual device lifetime under normal operating conditions is in the range of several
years, it is unrealistic to characterize the reliability under those normal boundary
conditions. Usually, an accelerated degradation scheme is used in reliability
characterization methods which stress the device beyond normal use conditions.
The accelerated stress methods yield the degraded device parameters in reasonable
time scales. The data acquired by applying several stress conditions for various
boundary conditions can then be modeled to extrapolate the device characteristics
to the normal usage. Therefore, an appropriate selection of stress conditions is
essential to ensure that the device is experiencing a similar degradation mechanism
as it should under normal usage. Several characterization methods exist to assess
the device’s reliability and subject to continuous development in order to achieve
better precision and more in-depth information about various degradation
phenomena.

Aggressive scaling of the semiconductor technology driven by performance
factors comes with its reliability challenges. Following an ideal scaling trend to the
next generation (doubling transistor density) under constant electric field
assumption, the dynamic power reduces by 50%, gate delay is 30% decreased, and
voltage scales down by 30% [101], [102]. The resultant impact is the same power
density and dynamic power for the same die size. However, in reality, the supply
voltages have not scaled down in an ideal manner due to the following reasons: (i)
in order to achieve competitive frequency growth, the supply voltage is retained at
relatively higher values (ii) by reducing the supply voltage the ratio of threshold to
supply voltage increases leading to basic noise immunity issues in logic and static
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random access memory (SRAM) designs. Reducing threshold voltage by gate oxide
thickness scaling results in increased sub-threshold and gate current leakage. The
gate oxide scaling translates into increased static power consumption and
deteriorating gate oxide reliability, eventually leading to gate oxide breakdown
[103], [104]. Increased transistor density per chip also scaled down the interconnect
vias and lines cross-sectional area along with the introduction of metals with lower
resistivity. In very large-scale integration technologies with multiple routing metal
levels, this has resulted in electromigration reliability issues of interconnect
metallization [105]–[109].

2.3 RF Reliability

Lately, the term RF reliability has gained traction and has been discussed in
literature since the 1970s [110]–[117]. However, a concrete definition for such a
topic is still not clear. For the first time, it is attempted to discuss the terminology
itself and how different studies in literature consolidate with this term. The term RF
reliability has been used in different contexts and specifies different reliability
aspects. One thing common to all the studies is the inclusion of RF signals in either
stress patterns or device characteristics. For a better perspective, the topic of RF
reliability can be classified in two ways (i) based on stress sequence (ii) based on
characterization methodology. Any of these or both of these can be done in the RF
domain. From stress pattern perspective, the stress sequence can be DC, alternating
current (AC) (also known as low-frequency stress), RF small signal, and RF
large-signal stress. In terms of characterization, DC, RF small signal, and RF large
signal analysis can be performed. Besides this classification, another level of
complexity is added when circuits or systems are subject to testing instead of
standalone discrete devices. In those cases, it is essential to differentiate between
ruggedness tests and scalable reliability investigation. During the ruggedness test,
the circuits/system are operated in an accelerated stress fashion but within certain
constraints of operating conditions. Such probing aims to ascertain the long-term
operation under specified operating conditions. Conventionally, in the reliability
(DC and AC domain), it is often encouraged to build scalable reliability models
which can be applied or scaled up to the circuit/system level. The approach for
such reliability model development is associated with a better understanding of
underlying degradation mechanisms. To date, there are very few attempts to build
scalable reliability models applicable in the RF domain. In general practice, the
existing reliability models based on DC and AC experiments are deployed to the RF
domain using various simulation tools assuming quasi-static approximation.

The work done in this dissertation is an attempt in the direction of scalable RF
reliability models by gaining more in-depth knowledge of the impact of different
degradation mechanisms in RF small-signal performance. At the same time, RF
measurements are explored to gain more insights or complement the reliability
investigations. In the past, few studies demonstrated S-parameter measurements as
a tool for reliability assessment [118]–[122]. It is also evident from the growing
literature that the interest in RF reliability is increasing. The reasons for this rising
interest are due to (i) increase in deployment of RF devices in modern electronics,
predominantly due to advancements in communication technologies, internet of
things, conversion of fossil fuel-based technologies into electric based (ii) with such
broad application, the reliability constraints are getting tighter. The guard band
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methodology is limiting the exploitation of modern semiconductor technology to
its full potential.

2.4 MOSFET Degradation Mechanisms

Several degradation mechanisms exist in MOSFETs which can deteriorate their
electrical characteristics. The root cause for virtually all of them can be traced back
to the material’s atoms, and molecules shifted from their designated positions
under boundary conditions. Many of these degradation mechanisms are part of
device intrinsic reliability. They are responsible for perturbation mainly in gate
oxide and the channel region, namely: HCD, BTI, stress-induced leakage current
(SILC), and time-dependent dielectric breakdown (TDDB). The work done in this
dissertation is focused on the resultant effects of the former two and will be
discussed in the next section. Besides these degradation mechanisms whose origin
lies inside the intrinsic MOSFET, other degradation mechanisms such as
electromigration, stress migration, and electrostatic discharge are also detrimental
to the device reliability.

2.4.1 Hot Carrier Degradation

In broader terms, hot-carriers (HC) refer to the particles gaining high kinetic energy
due to the acceleration under an applied electric field. The interaction of these HC
with forbidden regions of a MOSFET result in the degradation of MOSFET’s
parameters such as Vth, drain current (Id), SS, transconductance (gm), and gate
current (Ig) leakage. The phenomenon of HCD is known for several decades [123],
and its physical origin has been studied extensively throughout the years [124],
[125]. Semiconductor scaling also benefited in terms of developing the
understanding of HCD physics [126]. Typically, HCD is linked to the generation of
interface traps/states [127], [128] and oxide traps charging/discharging [128]–[130].
These electrically active traps can then get charged and cause a drift of the device
parameters.

At the silicon and oxide interface, structural defects result in dangling bonds
that can capture a carrier and get charged. These dangling bonds acted as the
interface traps and passivated by incorporating hydrogen. These passive Si-H
bonds are prone to rupturing by the interaction of carriers during MOSFET
operation, resulting in electrically active dangling bonds. Being able to capture the
carrier, the existing and generated interface traps distort the device’s electrostatics.
The dissociation energy of Si-H bonds is reported in the literature to be above
1.5 eV [131], [132]. While considering the bond dissociation kinetics, two factors on
which this process can depend are the carrier’s energy and the activation energy of
bond dissociation. One of the earliest explanations of HCD originates from the
concept of "lucky-electron model" [133]. According to the lucky-electron model, an
electron needs to surmount a threshold potential barrier to trigger
impact-ionization. An electron gaining sufficient energy (surmounting Si/SiO2

potential barrier due to applied electric field) is redirected to Si/SiO2 interface by
phonon scattering end up breaking Si-H bond through impact ionization [133],
[134]. Such bond-breaking kinetics conventionally named "hot carrier injection
(HCI)". Later on, it was reported that the probability of interface trap generation
depends on the starting energy distribution of hot carriers instead of the electric
field [135], [136]. This led to the introduction of an empirical model by Rauch,
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FIGURE 2.3: Illustration [145] of localized HCD mechanism in a MOSFET due to hot electron
interaction with passivated Si-H bond and creation of interface traps. Resulted dangling
bonds act as traps for electrons/holes and locally disturb the device electrostatics.

Guarin, and LaRosa called the energy-driven paradigm [137]. The energy-driven
model demonstrated that the maximum electric field could not explain the HCD in
technology nodes beyond 180 nm, and the carrier energy distribution must be
introduced. The interface defect generation and impact ionization in this model is
given by the integral of carrier energy distribution function and reaction
cross-section [137], [138]. Recently, it is reported that the peak of the generated
density of interface states (Nit) is neither directly related to the maximum electric
field nor the average carrier density. Rather, an integral involving carrier energy
distribution function, reaction cross-section, and carrier velocity accounting for
primary and secondary generated carriers described the peak Nit [126]. Hess model
[139]–[141], energy-driven paradigm [137], [138], [142], Bravaix model [131], [143] ,
and carrier transport based model [144], [145] are some well known physics-based
HCD models.

Rewinding to the physical mechanism of HCD, it can be assumed that if only
HC with sufficient energy accelerated by high electric field can result in the
interface trap generation (as shown in Fig. 2.3), then scaling down of supply
voltage should suppress the HCD. In ultra-scaled devices with shorter gate lengths,
the supply voltage is even less than 1 V, where it is unlikely for a carrier to become
hot enough. However, HCD does not disappear with the technology scaling and is
still one of the key reliability aspects in ultra-scaled devices [139]. This is due to the
change of HCD kinetics and can be explained by the carrier exchange mechanism
within the carrier packet/ensemble through various types of scattering events. The
energy exchange through scattering forms a fraction of HC in the carrier ensemble,
causing bond dissociation. The bond dissociation involving a single collision is
known as the single-particle (SP) process. In addition to the SP, in an ultra-scaled

H

interface

dangling

bond

rupture

H

Si Si Si Si

H
heating heating rupture

H

scaling

FIGURE 2.4: Schematic [145] illustrating the evolution of bond dissociation mechanism
under HC stress from single-particle (SP) process to multi-particle (MP) process in ultra-
scaled devices. In the SP process, a carrier having enough energy to rupture the Si-H bond
can create an interface trap. In the MP process, several colder particles are bombarding and
eventually leading to multiple vibrational bond dissociations.
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modern device, the HCD is mainly governed by the multi-particle (MP) process in
which several cold carriers bombard the interface triggering multi-vibration
excitation of the bond, causing the bond rupturing, as illustrated in Fig. 2.4 [126].
Thus, even with low supply voltages of ultra-scaled technologies, the MP process
acts as a dominant HCD mechanism [145]. Along with interface traps, the
contribution of switching oxide traps in HCD is not extensively reported in the
literature. This is due to their nature of recovering after removing stress, as in the
case of BTI. However, the observed turn-around effect in HCD is explained by the
oxide states and will be discussed in Chapter 6. HCD is typically modeled as a
function of the gate to source voltage (Vgs), drain to source voltage (Vds), and
temperature (T). The evolution of the bond dissociation process explains the
change of HCD worst-case condition in short channel devices from Vgs ≈ Vds/2 to
Vgs=Vds. In a long channel device, the maximum substrate current, which serves as
an indicator of the impact ionization rate, occurs at mid-Vgs condition [146]. In
other words, the amount of HCD in long channel devices is proportional to the
average carrier energy [147], [148]. However, in the ultra-scaled devices, the carrier
flux instead of carrier energy governs the MP process, which is dominant at Vgs ≈

Vds [126], [149].
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FIGURE 2.5: Schematic representation of different scattering mechanisms in a MOSFET
[145]. EE and NA referred to electron-electron and electron-ionized impurity scattering,
respectively.

Temperature dependence of HCD is an important aspect, and with the
technology scaling, different dependence is observed for long channel and short
channel devices. With the increase of temperature, HCD in long channel devices
decreases [150], while for the short channel devices, it increases [149], [151]–[153].
Both temperature behaviors are associated with scattering events. As the carriers
are accelerated under the electric field in a MOSFET, different scattering events
occur. The rate of scattering events intensifies with the increase of temperature.
Fig. 2.5 depicts the electron-electron scattering, surface scattering, electron-phonon
scattering, electron scattering with ionized impurities, impact ionization, and
electron scattering with charged interface traps. In long channel devices where the
SP process is the dominant HCD mechanism, the scattering events decrease the
fraction of hot enough carriers, explaining the suppression of HCD at high
temperatures. On the other hand, electron-electron scattering is the dominant
mechanism [137], [142], [154], [155] that populates the carrier ensemble’s hot carrier
fraction in short channel devices. As scattering is proportional to temperature, the
MP process also scales with higher temperatures [145]. In ultra-scaled devices
having channel length comparable to the electron mean free path, the probability of
electron-electron scattering is more than other scattering events. However, the
contribution of other scattering mechanisms such as impact ionization and phonon
scattering cannot be ruled out [156]–[158].
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2.4.2 Bias Temperature Instability

The phenomenon of BTI is known for almost six decades. In the 1960s, Miura and
Matukura observed an increase of electron density under positive temperature
treatment of MOSFET’s gate and linked this behavior to the vacancies in the oxide
[159]. This instability phenomenon later got more interest when nitrogen was
introduced in the gate stack in scaled devices, leading to significant distortion of
device characteristics under gate stress [160], [161]. BTI, as its name suggests, is a
function of gate bias, temperature, and time. BTI in MOSFETs is typically
characterized under relatively higher gate bias (voltage acceleration) with no drain
bias at elevated temperatures (temperature acceleration). Depending on the bias
polarity, the stresses can be classified as negative bias temperature instability
(NBTI) and positive bias temperature instability (PBTI). Both NBTI and PBTI stress
can be applied to n-MOSFETs and p-MOSFETs, resulting in a respective behavioral
impact on device characteristics. Due to a more pronounced effect on device
performance, NBTI in p-MOSFET and PBTI in n-MOSFET are the subjects of
greater interest [162]–[164]. Typically impacted device parameters due to BTI stress
are Vth, Id, SS, and gm decrement related to effective mobility (µeff) degradation
[163], [165]. Oxide defects and interface defects are associated with the Vth shift and
mobility degradation, respectively. Oxide defects or bulk oxide traps can be
pre-existing oxide traps or newly generated traps. BTI constitutes a degradation
component that is instantly recovered as soon as the stress is removed. Another
degradation component, termed as permanent component (P), is also referred to as
quasi-permanent. However, it has been shown in the literature that under opposite
bias pulses and annealing temperatures, complete recovery and reverse recovery
effects can be observed [166]. An agreement on a precise definition of permanent
component and associated plateau level is yet to be reached [165], [166]. The
physical mechanisms governing the BTI degradation has still not yet reached
consensus in the scientific community. However, the two mainly discussed
perspectives are known as the Reaction-Diffusion model [167] and Defect-Centric
model [168], [169].

The reaction-diffusion model assumes the dissociation of the Si-H bond at the
interface by the channel holes (in the case of NBTI) under vertical electric field
stress. The resulting dangling bonds then act as an interface trap/state. The initial
dissociation of passivated bonds is termed a forward reaction. As the atomic H
concentration increases at the interface, a backward reaction occurs, which then
passivates the existing dangling bond. Within 1 s, an equilibrium is reached for the
forward and backward reaction. After this phase, a diffusion-limited regime starts
in which H2 diffuses away from the interface resulting in an increase of interface
traps that follows a power law. H2 is formed by the reaction of released H with
another hydrogen passivated defect at the interface at any of the following bulk or
interface: Si/SiO2, SiO2, SiO2/poly-Si, SiO2/high-k dielectric, or high-k dielectric
[165]. This reaction results in bulk defects in addition to interface defects. It is
observed that the interface trap generation is the dominant mechanism under
low-stress voltages and low temperatures. In contrast, oxide trap concentration
becomes significant at higher stress voltages and higher temperatures [167]. The
recovery effect in the reaction-diffusion model is associated with the passivation of
Si dangling bonds by H2 at the channel/oxide interface and interface of oxide with
other dielectric or poly-Si (internal interface). Longer recovery times are explained
by the reduction in the density of un-passivated bonds at the internal interface with
time [167], [170]. The longer recovery time is the main critique of the
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reaction-diffusion model. The recovery is governed by the back diffusion of
hydrogen and should occur in similar time frames as the stress time. Moreover, the
recovery and stress time should scale accordingly. In time-dependent defect
spectroscopy (TDDS), this should translate into a shift of Vth recovery steps to
longer relaxation times for longer stress times. On the contrary, this correlation has
not been observed, and emission times (relaxation time for the Vth recovery step) do
not relate to the stress times [171], [172]. In addition to that, the bond dissociation
energy of Si-H and energy barrier for Si passivation with H2 assumed in the
reaction-diffusion model is considerably lower compared to the literature values
[165]. On the other hand, the reaction-diffusion model holds basis due to consistent
time exponent (1/6) for the Vth shift associated with interface trap generation
among several devices [173] and average Vth shift behavior (typically in large area
devices) during the stress phase based on reaction-diffusion theory.

The defect-centric model or charge trapping mechanism attempts to explain the
experimental data of recovery behavior which were not aligned with the theory of
the reaction-diffusion model [163], [174], [175]. The de-trapping events observed
during recovery in TDDS for shorter time scales are attributed to the existence of
oxide traps because interface state passivation does not occur in such time scales.
The recovery effect accelerated by the application of bias also does not fit with the
bias independent recovery mechanism of passivation by H2 back diffusion [168].
Discrete recovery steps in ultra-scaled devices also contradict diffusion-limited
processes and are aligned with the emission of individual holes based on a
first-order reaction-rate process [176], [177]. The defect-centric model involves the
concept of charge trapping in the oxide defects supported by a multi-photon
emission process [178]. The most recent version of this model is the four-state
switching trap model having neutral, charged, and two meta-stable states. During
stress and recovery, the charge transfer reactions based on the physical chemistry
model describe the bias and temperature dependence [165]. Recent studies show
that the dominant contribution in NBTI degradation arises from hole trapping
[174], [176], [179]–[182].

In terms of BTI characterization, among other degraded parameters, typically,
the Vth of a MOSFET is tracked throughout the stress time. For an accurate
characterization, capturing the recoverable component (R) is very important and
challenging as the degradation is significantly relaxed just within few milliseconds
[23] (even happening in microseconds time scales [174], [183]). The improvements
in the characterization methods are ranked by the fast-tracking ability of R, the
shortest interruption of stress, or ideally having continuous stress. Having a precise
quantification of BTI effects is crucial for a better understanding of the degradation
mechanism and an accurate prediction of device lifetimes. Several characterization
schemes have been developed and improved in these terms [163], [184], [185], and
one such attempt is also a part of this dissertation using an alternate measurement
approach (i.e., RF measurements).

2.5 Self-heating

Self-heating or joule heating in semiconductor devices is commonly referred to as
heating of the lattice through scattering events. Under an applied electric field, the
carrier accelerates and encounters several scattering mechanisms, as shown in
Fig. 2.5. As a result of scattering, the loss of electron energy generates optical and
acoustic phonons. Optical phonons act as a stationary elements and do not
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contribute to heat transport. The heat transport is dominated by acoustic
phonons[186], [187]. Optical phonons are slow and decay into faster acoustic
phonons, which carry the heat away following the heat gradient. The time scales of
electron-phonon scattering and optical to acoustic phonon decay are in the order of
1/10 of picoseconds and picoseconds, respectively [188]. Depending on the rate of
electron-phonon scattering due to the current flow and rate of optical to acoustic
phonon decay, the electron transport can be affected due to the non-equilibrium
build-up of the optical mode density shown in Fig. 2.6.

High Electric Field

Hot Electrons

(Energy E)

Optical Phonons

Acoustic Phonons

 ~ 0.1 psτ
~ 0.1 psτ

τ  ~ 4 ps

E > 50 meV

E < 50 meV

FIGURE 2.6: Representation [189] of phonon generation along with time scales and energy
dependence in silicon. For carriers with energy > 50 meV, the dominant mechanism of
relaxation is scattering with optical phonon, leading to even more scattering events until
the optical to acoustic phonon decay [190]. The dotted line represents the transfer of energy
from phonon to electrons through parallel scattering events.

The scaling of semiconductor technology had greatly impacted the power
density and critical dimensions of the devices. The rate of generation of heat and
rate of transfer defines the amount of equivalent lattice heat. Along with the
thermal conductivities of the used materials within the device, the device design
also plays a crucial role in determining the amount of self-heating. Scaling trends
such as short channel lengths, thinner oxides, different dielectric materials, SOI
technologies, strained layers, and highly doped regions significantly impact
self-heating. In bulk silicon, the mean free path for electrons and phonons is in the
range of 5-10 nm and 200-300 nm, respectively [186], [191]. Modern ultra-scaled
devices are in a similar order of dimension of these mean free paths. At such scaled
dimensions, ballistic conditions dominate resulting in increased surface and
boundary scattering [192]. This leads to a local hot spot and much higher
temperatures as computed by the classical heat diffusion equation [193], [194]. The
thermal conductivity of SiO2 is two orders of magnitude lower than that of bulk
silicon [195]. Thermal conductivity of Si, SiO2, and HfO2 reduces dramatically in
nano-scaled dimensions [192], [195], [196]. The confine geometries imply a larger
surface to volume ratio having a strong boundary resistance impact. The thermal
conductivity of Ge is 60% lower as compared to that of Si. The introduction of Ge
dopants in the silicon to increase the channel mobility results in reduced thermal
conductivity. In SOI technologies, the oxide layer separating the heat source
(channel) from the substrate worsens heat dissipation. In FDSOI devices, having a
thicker BOX obstructs the heat dissipation while reducing the BOX thickness
compromises its thermal conductivity [197]. However, thinner BOX is shown to
have improved thermal characteristics [192]. Doping in semiconductors also
influences the thermal characteristics and is prone to enhance scattering, resulting
in poor thermal conductivity. In the literature several simulation and experimental
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studies are devoted to the investigation of the self-heating effect in FDSOI devices
[95], [192], [198]–[201]. For the characterization of self-heating effects in ultra-scaled
devices having thermal time constants in the range of few nanoseconds, RF
measurement is readily deployed because of the limited accuracy of pulsed
measurement techniques [202]–[205].

Self-heating affects the performance of a device due to increased temperature.
The temperature-dependent material parameters mainly impact device
characteristics. One such parameter which is often associated with self-heating is
µeff according to equation 2.1 [206]. Increased temperatures result in enhance
scattering, which degrades the carrier mobility. Mobility degradation in a MOSFET
is an interplay between four different scattering mechanisms, i.e., phonon
scattering, surface roughness scattering, bulk charge coulombic scattering, and
interface charge coulombic scattering [207].

µeff = µeff0

(

T

T0

)−k

(2.1)

where µeff0 is µeff at ambient temperature (T0), T is the average channel
temperature, and k is the mobility degradation factor. The most fundamental
property of a material is the energy bandgap (Eg) which is again dependent on
temperature. Vth is the device parameter that is directly affected by Eg, fermi
potential (φF), and depletion charge (Qdep) [208]. In the FDSOI device, Qdep

dependence on temperatures arises from Fermi potential, which is affected by
temperature-dependent intrinsic concentration. With the increase of temperature,
the intrinsic carrier concentration increases, causing the Fermi potential to decrease,
eventually reducing the Vth [208]. Another temperature-dependent property
governing the on current is the saturation velocity (vsat) [209] which is modeled in
BSIM4 device model as [210]:

vsat(T) = vsat0
(

1 − αvsat(T − T0)
)

(2.2)

where αvsat is the saturation velocity temperature coefficient. Due to increased
scattering at higher temperatures, vsat is degraded. Depending on the dominant
governing mechanism at different operating conditions, the device will experience
corresponding effects. In addition to device characteristics, self-heating can have
detrimental effects on device reliability. Many of the degradation mechanisms are
the function of temperature and usually get worse at higher temperatures. It is
important to note that MOSFETs have thermal characteristic frequency ( fth) above
which the device stop following the instantaneous voltage changes. In digital
applications, if the operating frequencies are above fth, heat is effectively low-pass
filtered, and self-heating does not remain a concern. However, in analog
applications with larger voltage swings, self-heating should be carefully
considered. Depending on the operating frequency range, an aggravated
self-heating effect can influence device analog/RF performance, especially at
frequencies < fth [211].
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Chapter 3

RF Characterization of
fully-depleted Silicon on Insulator
devices

Characterization is one of the first steps that enable the path to developing,
optimizing, and modeling transistor technologies. For the high-speed digital, RF,
and analog applications, the assessment of transistor performance and model
parameters at high frequencies is needed. Scaling, the introduction of new
materials, and novel device concepts enable the operating speeds of MOSFETs in
the range of hundreds of GHz [1], [2], [84], [212]–[216]. An accurate and reliable
characterization of such high-frequency devices under different operating
conditions is essential. This chapter presents the RF characterization flow,
equivalent small-signal model, and the extraction of those model parameters used
throughout the dissertation.

3.1 Scattering Parameters

A convenient way to understand and predict the behavior of an electrical device or
a circuit is to express its operation in terms of mathematical equations and
expressions. If these circuits or devices consist of linear components, they can be
described using linear equations involving current and voltages as independent
and dependent quantities. This approach can be used to define any device or
complex circuit by masking it as a black box with single or multiple input and
output ports. The black box is also referred to as a network with n number of ports.
The performance n-port linear network is primarily characterized by the
admittance parameters (Y-parameters) and impedance parameters (Z-parameters).
These parameters can be measured and described in terms of current (I) and
voltage (V) at the input and output ports. At higher frequencies, the accurate
measurement of I and V quantities becomes very difficult due to the probe
impedance itself and hard to achieve ideal open and short terminations. A
non-ideal termination can lead to oscillation or self-destruction in an active device
[217].

Consequently, to avoid these drawbacks and obtain accurate measurements at
high frequency, another set of parameters is used, known as scattering parameters.
S-parameters were first mentioned in 1920 [218], [219], and later on, applied for
solving microwave design problems in circuits [220]. S-parameters quantify the
reflection and propagation of RF energy through a multi-port network by
measuring incident, reflected, and transmitted power waves at 50 Ω termination.
The characteristic impedance (Zo) usually equals 50 Ω and is easier to realize as
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compared to an ideal open or short and a good compromise for non-ideal ground
and capacitive open. Zo = 50 Ω is historically selected as a reference due to the fact
that the coaxial cable exhibits minimum losses at such impedance [221, Chapter 3].
Unlike terminal voltages and currents, the magnitude of traveling waves does not
vary along a lossless transmission line and can be reliably measured by
measurement equipment located at some distance from the device. Obtained
S-parameters then can be converted into other parameters such as Y, Z, h (hybrid),
ABCD (chain), and T (chain transfer) as explained in [222], [223].
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b1 b2
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FIGURE 3.1: S-parameter definition of a two-port network showing incident (a1, a2) and
reflected (b1, b2) power waves (right). Signal flow graph of a two-port network (right).

S-parameters for the two-port network shown in Figure 3.1 are defined as:
(

b1

b2

)

=

(

S11 S12

S21 S22

)(

a1

a2

)

(3.1)

where a1 and a2 are the incident power at port 1 and port 2, while b1 and b2 are the
reflected power from port 1 and port 2. The S-matrix in expression (3.1) has four
coefficients for the two-port network, representing possible input and output paths.
Similarly, an n-port network contains n2 coefficients. The individual S-parameter
coefficients can be expressed as:
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Conventionally in S-parameter coefficients, the number followed by S represents
the port where the signal emerges and the second number where the signal is
entered. S-parameters are complex numbers containing information about the
magnitude and phase of the signal. The magnitude and phase of the incident
reflected and transmitted power waves are measured at one port by terminating the
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other port with perfect Zo load. Terminating a port with Zo ensures that there is no
power fed from that port, and at a given time, only one source is active. However,
when the device or fixture is connected for the measurement, the termination is not
always a perfect load in practical applications. This impedance mismatch
influences the accuracy of the S-parameters measurement, and in order to correct
the impedance mismatch, the two-port calibration is required. The magnitude (1, 0,
-1) of reflection coefficients S11 and S22 corresponds to the impedance of ∞ Ω (all
power reflected), 50 Ω (perfect match, no reflection), and 0 Ω (all power inverted
and reflected) respectively. S12 and S21 representing the reverse and forward
transmission coefficients, can have positive or negative magnitude. The negative
magnitude of the transmission coefficients is attributed to the phase inversion. The
magnitude of 0 represents no signal transmission, 0≤x≤+1 means damping of the
input signal, +1 represents the transmission of a signal without amplification, or
damping x≥+1 represents amplification of the input signal. To comprehend the
two-port network in terms of voltage and current waves, the normalized waves can
be expressed as the function of incident current (It), reflected current (Ir) or incident
voltage (Vt), and reflected voltage (Vr). For example, in the two-port network
shown in Fig. 3.1 with values of i and j as 1 and 2, the normalized power waves are
defined as

ai =
1
2
(

Vi,t√
Zo

+ Ii,t
√

Zo), (3.2)

bi =
1
2
(

Vj,r√
Zo

− Ij,r
√

Zo). (3.3)

In this work, the studied transistors are configured in a two-port network.
Measured S-parameters of such a two-port network can describe the behavior of
various individual components of the studied transistor, which then are used to
understand and analyze its performance.

3.2 S-parameters Measurement Flow

The S-parameter measurement is performed using a vector network analyzer
(VNA). VNA is an instrument that has deployed the network analysis technique to
characterize linear devices in the frequency domain since the late 1950s. From the
very first simple and manually operated test setups, VNA has developed to be
highly sophisticated and automated measurement systems extending the
measurement frequency up to THz [224]–[228].

The basic measurement principle of the VNA is that it measures the magnitude
and phase of the incident, transmitted, and reflected wave quantities. While
measuring S-parameters, the power of the applied incident signal is low enough
(small-signal) to ensure the linear response of the device under test (DUT). The
incident signal is generated by a high-frequency signal generator, also known as an
RF synthesizer, and fed into the DUT alternatively through port 1 and port 2. The
reflected and transmitted signal through the DUT is then measured by the receiver
on both ports. Directional couplers are deployed to detect the incident and reflected
signal at the same port. The received signals are then down-converted to an
intermediate frequency (IF) for further processing in the VNA. A schematic
representation of the S-parameters measurement test setup is shown in Fig. 3.2. A
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constant voltage is applied via the source measure unit (SMU) to set an operating
point of the DUT. Both DC bias and high-frequency small-signal are fed into the
bias-tee, which outputs an RF signal overlapping on a constant DC bias voltage.
The bias-tee consists of an inductor (for DC) and a capacitor(for high frequency) to
protect against feeding the signals of VNA and SMU into each other. The DUT
shown in Fig. 3.2 is configured in a ground-signal-ground (GSG) pad layout, which
prevents resonance loops with symmetrical grounds [229] and enables higher
bandwidth [230]. The most commonly used VNA measurement settings in this
work are frequency ( f ) = 10 MHz to 50 GHz (depending on the type of analysis),
input power (Pin) = -25 dBm, and IF filter bandwidth = 100 Hz. For small-signal
measurements, the magnitude of input power is chosen as such that the device
response remains linear. Measurement of S-parameters at higher frequencies is
susceptible to the signal perturbation introduced by setup fixtures and
interconnects. To obtain an accurate measurement of the DUT, these parasitic
elements must be measured and eliminated. Hence, the first step of the
measurement flow is to calibrate the VNA to account for the external test fixtures.
The calibration step is then followed by a de-embedding procedure in which the
contact pad and interconnect parasitic elements of the wafer are measured and
removed.
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FIGURE 3.2: RF characterization test setup used for measuring S-parameters of a two-port
network at the wafer level.
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3.2.1 Calibration

Calibration is performed before the measurement of the DUT to remove systematic
errors introduced by the accessories and fixtures attached with the VNA.
Commonly used fixtures for the on-wafer measurement are coaxial cables, coaxial
adapter, and RF probes (Fig. 3.2). Initially, before calibration, the measurement
boundary, also known as the reference plane, is set at the ports of the VNA. The
calibration procedure shifts the reference plane to the probe needles. After
connecting all the required fixtures, the S-parameters of the known calibration
standards are measured to compute the error terms. The calibration standards are
provided in the form of a calibration substrate, which contains open, short,
through, line, and load structures of known impedance. The most commonly used
calibration standards are shown in Fig. 3.3. Various calibration algorithms, such as
short-open-load-through (SOLT), line-reflect-reflect-match (LRRM), and
through-reflect-line (TRL), etc., are used depending on the measurement frequency,
required accuracy, and availability of calibration standards. These calibration
algorithms compute error terms to form an error model, which is then applied to
the VNA for error correction. The number of error terms or error coefficients
included in the error models depends on the number of used ports, measurement
accuracy, and hardware topology of the VNA [231]. In this work, the LRRM
calibration algorithm is used. LRRM calibration algorithm was first developed in
1990 [232], having less sensitivity to the probe placement on calibration standards
and better tolerance for the specification of open and short structures compared to
SOLT [233].

Open Short Load (50 Ω) Through

FIGURE 3.3: Example of co-planar calibration standards layout on commercially available
calibration substrate. Exact specifications (impedance) of such calibration standards are
provided by vendors to be used in the calibration procedure.

3.2.2 De-embedding

A successful calibration brings the measurement reference plane to the tips of the
RF probes. The goal of the measurement is to obtain the S-parameters of the DUT
(i.e., a transistor), which is just a few micrometers in size and cannot be probed
directly. To connect the core transistor, there exist many levels of back-end-of-line
(BEOL) metallization and vias. The metal lines at different levels separated by the
dielectric material exhibit parasitic capacitance while the via and extended metal
lines introduce series resistance and inductance. These contact pads and
interconnects have a substantial amount of parasitic impedance at high frequencies,
which can even be several orders of magnitude larger than that of the device itself.
The surrounding parasitic impedance is removed from the total measurement to
obtain the device’s measurement through a de-embedding process. De-embedding
further moves the measurement reference plane to the boundaries of the actual
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device of interest. Special structures called de-embedding dummies having
identical BEOL stack as the DUT are fabricated. The open and short dummies,
along with their equivalent schematic, are shown in Fig. 3.4. S-parameters of both
dummies and DUT are measured by a calibrated VNA and converted into
respective Y- and Z-parameters. A two-step de-embedding process is then applied
in which parallel and series parasitic elements are removed using open and short
de-embedding dummies, respectively.

1ststep : YDUT−O = YDUT − Yopen; Yshort−O = Yshort − Yopen

2ndstep : ZDUT = ZDUT−O − Zshort−O

Depending on the measurement application, accuracy, and design of the DUT,
more complex de-embedding can also be applied, which requires more dummy
elements. However, for the analysis done in this work, the two-step de-embedding
is used having sufficient accuracy for the frequency range of interest.
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FIGURE 3.4: Representation of BEOL parasitic around the device by open and short
dummies with their equivalent schematic (right) for series (Z) and parallel (Y) parasitic
elements.

3.3 Small-Signal Model

The translation of functioning principle and to extract individual parameters of an
FDSOI MOSFET under high-frequency small-signal operation, a small-signal
equivalent circuit derived from [234] is shown in Fig. 3.5(a) is used. The equivalent
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FIGURE 3.5: (a) Small-signal model for an FDSOI MOSFET in common source configuration
including pad and interconnect parasitic impedances. Back-gate and substrate connection
are tied to the source. (b) Schematic representation of the drain/source series resistance
components in a FDSOI MOSFET.

circuit is configured in common source mode with the back gate and source tied
together. The de-embedded equivalent circuit can be divided into bias-dependent
and bias independent, i.e., intrinsic and extrinsic parts. The series resistances (i.e.,
source resistance (Rs) and drain resistance (Rd)) are usually considered extrinsic
components; however, the breakdown of these series components reveals the
presence of bias-dependent components as well (Fig. 3.5(b)). The series resistance at
the drain side, for example, comprised of contact resistance (Rco), raised
source/drain resistance (Rr,s/d), source/drain extension resistance (Re,s/d), and
accumulation resistance (Rac). The same scheme can also be applied on the source
side. Rac is a bias-dependent component as the gate charge can influence the
accumulation in the gate to source/drain overlap region [235]–[237]. Another
bias-dependent series resistance component due to doping gradient (i.e., spreading
resistance) is insignificant in FDSOI devices due to the formation of source/drain
regions by a dual in-situ doped epi process [1], [182], [235]. The total gate
capacitance (Cgg) includes mainly gate-source capacitance (Cgs), and gate-drain
capacitance (Cgd) distributed towards the source and drain regions, respectively,
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governed by the inversion layer formed over the channel. Cgs and Cgd also
comprise fringing and source/drain overlap capacitances.

3.3.1 Model Parameters Extraction

The small-signal model parameters shown in 3.5(a) are extracted using the S-matrix
measured under various bias conditions. The extrinsic elements can be extracted at
zero drain bias (cold-FET) condition, thereby reducing the varying effect of
bias-dependent intrinsic elements. Table 3.1 lists the expressions used for the
extraction of small-signal model parameters from S-parameter measurements.

TABLE 3.1: Summary of expressions used to extract of equivalent small-signal model
components from converted Y- and Z-parameters.

Small-signal component Expression

transconductance (gm) gm = Re[Y21]

output-conductance (gds) gds = Re[Y22]

gate-source capacitance (Cgs) +
gate-back-gate capacitance (Cgb)

Cgs + Cgb =
Im[Y11 + Y12]

w

gate-drain capacitance (Cgd) Cgd = − Im[Y12]

w

total gate capacitance (Cgg) Cgg =
Im[Y11]

w

drain-source capacitance (Csd) +
drain-back-gate capacitance (Cbd)

Csd + Cbd =
Im[Y22 + Y12]

w

gate resistance (Rg) Rg = Re[Z11 − Z12]

source resistance (Rs) Rs = Re[Z12]

drain resistance (Rd) Rd = Re[Z22 − Z12]

3.3.2 Transistor Figures of Merit

The parameters readily used for benchmarking the RF transistor performance are
transit-frequency ( ft) and maximum oscillation frequency ( fmax). ft is defined as the
frequency where the short circuit current gain is unity. In real case applications, the
output usually has a non-zero impedance which lowers the output current leading to
the reduction of ft. ft serves as the measure of the intrinsic speed of the transistor. ft

can be derived from an equivalent circuit shown in 3.5(a), where the gate to source
serves as an input terminal and drain to source serve as an output terminal. The
corresponding terminal voltages and currents are Vgs, Vds, Id, and source current (Is)

Id(w)

Ig(w)
=

(gm − jwCgd)Vgs(w)

jw(Cgs + Cgd)Vgs(w)
. (3.4)
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For jwCgd ≪ gm

Id(w)

Ig(w)
≈ gm

jw(Cgs + Cgd)
. (3.5)

When the current gain is unity at the transit frequency (wt)

1 =
gm

wt(Cgs + Cgd)
, (3.6)

ft =
gm

2π(Cgs + Cgd)
= |H21|. (3.7)

In the above equation, gm is proportional to Id, gate width (wg), and (1/lg), while
Cgs and Cgd are proportional to wg and lg. Hence, ft increases for higher supply
current, shorter lg, and is independent of wg. With the scaling of technology, short
channel effects and the impact of parasitic components cannot be ignored. At such
scaled dimensions, the parasitic components become a function of device perimeter
and layout. As a result, ft scaling deviates from ideal trends of 1/lg

2 and constant wg.
Md Arshad, Kilchytska, Emam, et al. [238] extracted ft as a function of capacitance
and resistance components of the equivalent circuit shown in 3.5(a)

ft ≈
gm

2πCgs

1
(1 + Cgd/Cgs) + (Rs + Rd)(Cgd/Cgs(gm + gds) + gds)

. (3.8)

The non-proportional reduction of gm, Cgs, and Cgd with wg result in ft being
affected for narrower wg [238]. Although ft is the most common figure of merit, it
does not reflect the voltage gain performance. Therefore, another widely used
metric for the assessment of power gain performance is fmax. fmax is defined as the
frequency where the maximum unilateral or Mason’s gain (U) is unity. U is the
device’s gain under conjugate matching of input/output impedances and
unilaterization through a feedback mechanism. The value of U can be extracted
from S-parameters as:

U =
|Y21 − Y12|2

4(Re[Y11]Re[Y22]− Re[Y12]Re[Y21])
. (3.9)

fmax is highly sensitive to parasitic losses in the device, most importantly Rg.
Depending on the layout of the device, fmax can be higher or lower than ft.
Traditionally for larger lg, fmax is higher compared to ft while for the shorter lg, fmax

decreases due to an increase in Rg [238]. The ratio of fmax/ ft serves as a metric to
evaluate the degree of layout optimization [239]. To achieve an optimum circuit
performance and compensate for the losses, fmax should be multiple times higher
than the system operating frequency. Depending on an application, for instance, in
amplifiers, the required values of fmax can be up to 10 times the operation
frequency [221, Chapter 5]. fmax in terms of small-signal model components is
expressed as [238]:

fmax ≈ gm

4πCgs

1

(1 + Cgd/Cgs)
√

gds(Rg + Rs) + 1/2(Cgd/Cgs)(Rsgm + Cgd/Cgs)
.

(3.10)
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3.4 Characterization Results

The measured S-parameters are generally converted into Y-parameters which are
more insightful in terms of understanding device physics (see Appendix A).
Several devices are measured on different dies of a wafer to obtain statistically
precise measurements, and median data is plotted for analysis. Using expressions
listed in Table 3.1, the small-signal model components are analyzed.
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FIGURE 3.6: Frequency dependence of the extracted gate, source, and drain series resistance
biased at |Vgs| = 0.8 V and Vds = 0 V for (a) p-MOSFET and (b) n-MOSFET respectively with
device dimension of lg = 18 nm, width per finger (wf) = 1 µm, and number of fingers
(n f ) = 16.
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FIGURE 3.7: Bias-dependent source and drain series resistance extracted at Vds = 0 V and
f = 50 GHz for (a) p-MOSFET and (b) n-MOSFET respectively with device dimension of
lg = 18 nm, wf = 1 µm, and n f = 16.

Fig. 3.6 shows the extracted values of series resistance components of the
small-signal model with respect to frequency in cold-fet condition and strong
inversion for both p-MOSFET and n-MOSFET. Under strong inversion, the channel
resistance is significantly smaller than the back-gate and substrate-related
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impedance [236]. Extracted values of Rg, Rs, and Rd remain stable over the entire
frequency range with a slight decrease in Rs and Rd at high frequencies. This slight
decrement is associated with the parallel of intrinsic capacitances and channel
resistance (Rch) [236], [240]. An average Rg of 22 Ω and 28 Ω is extracted for
p-MOSFET and n-MOSFET, respectively. In short channel devices, due to non-ideal
effects, the total resistance (Vds/Id) deviates from the conventional linear
dependency of drawn lg [237], [241]. The bias dependency of Rs and Rd, as
illustrated in Fig. 3.5(b), is depicted in extracted values of Rs and Rd in Fig. 3.7. The
series resistances are considerably reduced with the increment of |Vgs − Vth|.
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FIGURE 3.9: Drain-source bias dependency of small-signal model capacitances extracted
from S-parameters at f = 30 GHz and |Vgs| = 0.6 V (a) p-MOSFET and (b) n-MOSFET
respectively with device dimension of lg = 18 nm, wf = 1 µm, and n f = 16.
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The capacitance characteristics of a MOSFET are extensively studied and
modeled by the well-known Meyer model [242] and other charge-based models
[243]. The Meyer model assumes the reciprocity of intrinsic capacitances (Cij = Cji),
which is invalid in the case of real devices and has been addressed by charge-based
models ensuring the charge conservation [244], [245]. The intrinsic capacitance
between terminals of a MOSFET is defined as Cij = −∂Qi/∂Vj, where i and j can
be any terminal of a MOSFET [246, Chapter 8]. In figure 3.8, the frequency
dependence of capacitances is plotted for the cold-fet condition (Vds = 0V) in
inversion and saturation. At Vds = 0V, Cgg = 1

2 Cgs = 1
2 Cgd; however, a small

contribution of back-gate and substrate capacitance is included (as seen in
figure 3.8(a), 3.8(c), 3.9(a), and 3.9(b)) while extracting Cgs using 2-port
configuration with source tied together with back-gate and substrate. For both
n-MOSFET and p-MOSFET, the Cgd remains almost constant for all frequencies
while Cgs+Cgb shows slight frequency dependency. This minor increment in
Cgs+Cgb with the frequency is bias independent (Fig. 3.8) and can be associated
with the substrate effect. The drain bias dependence of the extracted capacitances is
shown in figure 3.9. Cgd is expressed as a change of gate charge (Qg) caused by
changing drain voltage (Vd) (∂Qg/∂Vd) while keeping other terminals at a constant
voltage. With the increase of drain bias at a fixed Vgs, the inversion layer charge will
shift towards the source, resulting in a drop of Cgd and an increase of Cgs. In
saturation, Cgd is almost equal to gate-drain overlap and fringing capacitance due
to the inability of ∂Vd to change Qg caused by pinch-off. In the linear region,
Csd+Cbd becomes negative due to the inverse effect of applied ∂Vd to the magnitude
of inversion layer charge. To show the variation with respect to the gate bias, the
extracted capacitances are plotted at fixed Vds in Fig. 3.10. With the increase of gate
bias as the device shifts from saturation to non-saturation (i.e., Vds < Vgs − Vth), the
corresponding increase in intrinsic Cgs and Cgd is observed. S-parameter enables
accurate characterization of such individual capacitances in a short channel device
at high frequencies (GHz), which cannot be easily achieved through conventional
capacitance-voltage (C-V) measurement schemes that require large C-V test
structures.
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Two of the important gain parameters of a MOSFET, i.e., gm and gds, derived
from the Y-parameters, are plotted in Fig. 3.11. gm extracted through RF
measurement shows comparable values at low Vgs and Vds with the one obtained
from the slope of the transfer characteristics. At high Vgs and Vds, self-heating
caused the lowering of DC extracted gm. S-parameter measurements performed at
high frequency do not suffer from dynamic self-heating.
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FIGURE 3.11: (a) Comparison of transconductance (gm) vs. Vgs extracted from S-parameter at
f = 30 GHz and DC measurements in linear (|Vds| = 0.05 V) and saturation (|Vds| = 0.8 V).
(b) Output conductance (gds) as a function of Vgs for various drain-source biases. The
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respectively, with device dimension of lg = 18 nm, wf = 1 µm, and n f = 16.
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figures of merit (FoMs) for p-MOSFET and n-MOSFET, respectively, with device dimension
of lg = 18 nm, wf = 1 µm, and n f = 16.
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The key FoMs for the performance assessment of a transistor, i.e., ft and fmax,
are plotted in figure 3.12 at various inversion levels against different Vds. The
values of ft and fmax according to expressions 3.8 and 3.10 are a strong function of
gm. With an increase in gm, ft and fmax also raise to the peak values and then
decline due to decreased gm caused by mobility degradation. Lower
transconductance for p-MOSFET as compared to n-MOSFET reasoned in lower
mobility of holes inherently affects the RF performance. The performance of
n-MOSFET generally exceeds the one of p-MOSFET, and improved p-MOSFET
performance is desirable. This allows a balanced n-MOSFET/p-MOSFET
performance ratio, having an advantage of symmetrical circuit designs [2], [247].
The p-MOSFET in FDSOI technology features an undoped SiGe channel for
improved mobility, which leads to enhanced RF performance [248]. For the
experimental devices characterized in this work, the median peak values of ft/ fmax

at |Vds| = 0.8 V are extracted as 326 GHz/290 GHz for n-MOSFET and
207 GHz/207 GHz for p-MOSFET. As the maximum of these FoMs is extracted in
strong inversion, it is imperative to consider the trade-off between performance
and power consumption, especially for the lower power RF applications. Other
FoMs which captures the power consumption for such low power applications are
defined as: ft(gm/Id) and fmax(gm/Id) [247], [249]. The plot of these FoMs over
drain current reveals the trade-off between high speed and power consumption, as
shown in Fig. 3.13. The maximum values for both n-MOSFET and p-MOSFET are
obtained in moderate inversion (between weak and strong inversion [250]), which
serves as the optimal region for power efficiency and performance.
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Chapter 4

Self-heating assessment in
Multi-finger Devices

As discussed in the fundamentals, self-heating in advanced semiconductor devices
is an important aspect. The characterization of self-heating is essential for device
design, modeling the device operation, and accurate assessment of device
reliability. FDSOI having better electrostatic control of the channel region and low
substrate parasitics [1], [2] features more self-heating as compared to bulk
technologies [251], [252]. In FDSOI, the channel is isolated from the substrate by
underneath BOX and STI from sides which hinders the dissipation of the generated
heat. Materials used in BOX and STI possess much lower thermal conductivity than
bulk silicon [192]. In addition to the changes caused by self-heating to intrinsic
device parameters as explained in Chapter 2, several degradation mechanisms,
including HCD and BTI, are a function of device temperature. Characterization of
normalized thermal resistance (Rth) and thermal capacitance (Cth) enables the
incorporation of self-heating effects in reliability evaluations. The temperature
within the device is governed by the rate at which the heat is generated and
dissipated. Along with the thermal properties of material composition, the
structure of a device and its dimensions are the key factors determining the final
device temperature. This chapter focuses on the extraction of thermal properties of
FDSOI transistors in a multi-finger layout. Starting with a brief overview of the
self-heating characterization method, the effect of varied layout parameters and
design on thermal resistance is discussed. Finally, based on the extracted
correlation of thermal resistance and layout parameters, an empirical model is
developed. It is important to note that the aspiration behind is to investigate the
self-heating effects of different layouts used in devices deployed for RF
applications. As this work aims towards reliability investigation using RF
characterization on RF transistors, the findings of this chapter establish the basis for
the work done in succeeding chapters.

4.1 Self-heating Characterization Methodology

In addition to analytical and numerical models [192], [253]–[256], there exist several
characterization methods to determine self-heating in semiconductor devices
experimentally. These methods include optical measurements using infrared or
Raman spectroscopy [257]–[259], gate thermometry where the gate resistance is
serving as a temperature sensor [260]–[263], noise thermometry exploiting thermal
noise of dedicated sensing structures for channel temperature extraction [206],
[264], pulsed I-V [205], [265]–[267], and the conductance method [202], [206],
[268]–[270]. In recent years the pulsed IV and conductance-based methods are
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widely applied to characterize the modern ultra-scaled devices due to their
superior accuracy. Generally, the pulsed I-V and conductance-based methods are
classified as time domain and frequency domain characterization methods,
respectively. In the pulsed I-V method, a short voltage pulse is applied to
gate/drain terminals, and the respective drain current is measured. As the device
needs a specific time (given by the thermal time constant (τth)) to heat up, the
applied voltage pulse duration should be smaller than τth to measure the
self-heating free drain current. The pulsed I-V technique is limited by the minimum
pulse width of a few tens of nanoseconds (few MHz) and the amplitude of the
voltage pulses. The pulse width limitation leads to an underestimation of thermal
characteristics, especially in advanced devices such as FDSOI MOSFET and FinFET,
having τth below 100 ns [203]. The latter restricts the application of the pulsed I-V
method for devices drawing a large amount of current as the pulse generator setup
generally has a trade-off between pulse width and power compliance.
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FIGURE 4.1: Graphical illustration of static and dynamic self-heating components in (a)
output characteristics and (b) gds behavior with respect to the frequency corresponding to
the device and ambient temperature.

While the pulsed I-V technique assumes to achieve isothermal behavior by
reducing the pulse width, a similar result is obtained in the frequency domain
through the conductance-based method. The conductance-based technique
assumes that the temperature within the device does not follow voltage oscillations
at higher frequencies due to finite Cth [206]. This assumption enables the extraction
of thermal-related properties by measuring output conductance gds at low and high
frequencies. Based on the gds extraction frequency, the conductance-based methods
are further classified into AC and RF conductance technique. The AC conductance
setup deploys an impedance analyzer for measurements limited to the maximum
frequency range of several hundreds of MHz (in our case, precisely 110MHz of
Agilent’s 4294A). In the AC conductance technique, gds is acquired by applying a
small varying signal of different frequencies over a fixed drain bias. The gate bias is
applied via SMU, which shares the common ground (source) with the impedance
analyzer. As the frequency of the applied small-signal stimuli increases beyond fth

= 1/2πτth, the device temperature ceases to follow the stimuli resulting in the
elimination of dynamic self-heating. The static self-heating component would still
be present due to the presence of the applied fixed bias. The static and dynamic
self-heating components are depicted in fig. 4.1 in the gds vs. frequency curve and
the corresponding output characteristic. According to [268], the remaining static
self-heating component can be determined from ∂Id/∂T, i.e., the dependence of Id

on ambient T, obtained from a hot-chuck measurement of the drain current.
Knowing the difference of gds at high-frequency (gds,HF) and gds at low-frequency
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(gds,LF), Rth is then expressed as [268]:

Rth =
gds,HF − gds,LF

(Vdsgds,HF + Id)
∂Id

∂T

(4.1)

AC conductance techniques benefit from a simple setup scheme and can be
applied to available DC pad layout structures. However, its frequency limitation
undermines the device’s self-heating effects, where the plateau of gds indicates the
removal of dynamic self-heating lies in the frequency range of several hundred
MHz [203], [204], [269], [271]. This frequency limitation can be overcome by
applying the RF technique for the measurement of gds at high frequencies (> 100
MHz) in state-of-the-art semiconductor technologies featuring smaller thermal time
constants [195]. RF technique deploys a similar approach for the extraction of
thermal characteristics utilizing S-parameters to extract the gds, as explained in
Chapter 3. The derivation of thermal impedance for a 2-port network is expressed
in Y-parameters as [202]:

Yij = YijT + Zth
∂Ii

∂T
(V1Y1jT + V2Y2jT + Ij). (4.2)

Where i, j = 1, 2 are port indices (as shown in Fig. 3.1), thermal impedance (Zth) is
a complex number whose real part represents Rth, and imaginary part represents Cth,
Y1jT, Y2jT are the Y1j, Y2j parameters, respectively at high frequency with dynamic
self-heating removed. Solving for the real part, the equation 4.2 can be written as:

Re(Yij) = gij = gijT + Rth
∂Ii

∂T
(V1g1jT + V2g2jT + Ij). (4.3)

In the above equation 4.3, the gain parameter can be gm and gds (Y21 and Y22,
respectively). However, the variation of gds with frequency is relatively larger as
compared to the variation of gm. Hence, the transition of gds will be considered for
the extraction of Rth. Rewriting equation 4.3 for i = j = 2 yields

gds = gds,HF + Rth
∂Id

∂T
(Vgsg12,HF + Vdsgds + Id). (4.4)

The reverse gain term at high frequency (g12,HF) can be neglected as it is much
smaller than gds which results in a similar equation to 4.1 as derived for the AC
conductance technique. Similarly, the imaginary part of equation 4.2 considering
i = j = 2 for Cth is expressed as:

Im(Y22) = Im(Y22,HF) + Im(Zth)
∂Id

∂T
(Vgs Im(Y12,HF) + Vds Im(Y22,HF) + Id), (4.5)

Cth =
1

ωIm(Zth)
. (4.6)

Finally, the average temperature rise for the device can be extracted from Rth as:

∆T = Rth IdVds. (4.7)
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4.1.1 Output Conductance Frequency dependence

The measurement of gds is carried out in low and high-frequency bands using
respective AC conductance technique and RF technique. In addition to the generic
measurement setup shown in Fig. 3.2, an impedance analyzer is deployed to
acquire measurement in the 40 Hz to 50 MHz range. A VNA is used for frequencies
above 10 MHz, as shown in a simplified setup in Fig. 4.2.
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FIGURE 4.2: Experimental setup for the measurement of gds on the GSG layout structures
at low and high frequencies using an impedance analyzer (Agilent 4294A) and a vector
network analyzer (Keysight PNA-X N5247A), respectively.
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FIGURE 4.3: Plot of gds vs. frequency extracted using DC IdVd characteristics, AC
conductance and Y-parameters at Vgs = Vds = 0.8 V for an n-MOSFET with lg = 100 nm,
wf = 0.5 µm, and n f = 32.

Fig. 4.3 shows the variation of gds with frequency measured using AC and RF
techniques compared to gds extracted from DC output characteristics. Measured gds

using different techniques show a good match in the overlapping frequency region.
The transition of gds between 1 MHz and 800 MHz resulted from the suppression of
dynamic self-heating, whereas the rise between 5 GHz and ≈10 GHz is associated
with the substrate effect. As shown in Fig. 4.4(a) the substrate-relate gds coupling
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increase with the lg reduction. Beyond 10 GHz, the rise in gds is due to a reduction
of the gate resistance [95]. The magnitude of gds rise because of parasitic
gate-resistance does not scale with respect to lg. The effect of substrate coupling
and gate-resistance in shorter lg devices are merged. In comparison, for the longer
lg devices, the gate resistance-related gds transition is noticeable due to the meager
substrate-related effect. The source, back-gate, and substrate are tied together for
the devices characterized in this work, minimizing the substrate-related effect in
gds. Furthermore, a well-type ground plane under the BOX helps to decimate
substrate coupling [199], [268]. Fig. 4.4(b) shows the difference and ratio of gds to
gds at 10 Mhz. An apparent plateau where dynamic self-heating is removed can be
seen around 800 MHz.
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FIGURE 4.4: (a) ∆gds calculated as gds(f)-gds(800 MHz) plotted vs. frequency for different
gate lengths with fixed wf = 0.5 µm, and n f = 32. The arrow serves as the guide to an eye
for increasing lg. (b) Frequency behavior of ratio (left y-axis) and difference (right y-axis) of
RF extracted gds to the gds @ 10 MHz at Vgs = Vds = 0.8 V for an n-MOSFET with dimensions
lg = 100 nm, wf = 0.5 µm, and n f = 32.

4.1.2 Temperature dependence of Drain Current

To determine Rth (equation 4.1) ∂Id/∂T can be extracted from the measured output
characteristics at different temperatures as shown in Fig. 4.5. The inset of Fig. 4.5
shows ∂Id/∂T in the saturation regime for Vgs = Vds = 0.8 V. ∂Id/∂T evaluation can
be performed at any biasing condition as shown in Fig. 4.6(a). However, depending
on the drain current, the slope changes with the drain bias and has an almost
constant value for Vds > 0.6 V, as shown in Fig. 4.6(b). It is important to note that the
evaluation of ∂Id/∂T should be performed at bias conditions above zero
temperature coefficient (ZTC) point. ZTC is the bias point where the effect of
mobility reduction and decrement of threshold voltage with increasing temperature
counterbalance each other, resulting in a constant value of drain current which is
independent of temperature (i.e., ∂Id/∂T ≈ 0) [272], [273]. Below the ZTC point,
the threshold voltage reduction effect due to an increase in temperature dominates,
which leads to an increase in drain current. In contrast, above the ZTC point, the
mobility degradation dominates, resulting in the reduction of drain current [274],
[275]. The existence of the ZTC point is well studied in bulk [272], [276] and SOI
devices [274], [277], [278].
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FIGURE 4.5: Transfer (IdVgs) and output (IdVds) characteristics at different temperatures
between 25 ◦C and 100 ◦C for an n-MOSFET device having lg = 100 nm, wf = 0.5 µm, and
n f = 32. The inset shows Id at Vgs = Vds = 0.8 V as a function of temperature. The voltage
where zero temperature coefficient is achieved is extracted as VZTC = 0.625 V.

    


















µ


µ









a)

    












�


�


µ


µ











b)

FIGURE 4.6: (a) Id as a function of temperature shown for fixed Vgs and different Vds from
0.1 V to 0.8 V with the step size of 0.1 V. (b) Slope of Id vs. T as a function of drain-source
bias at Vgs = 0.8 V. Data is shown for an n-MOSFET device with lg = 100 nm, wf = 0.5 µm,
and n f = 32.

The dependence of gate-bias at the ZTC point (VZTC) on applied drain bias is
evident from Fig. 4.7. VZTC for the linear and saturation region is determined to be
0.5 V and 0.625 V, respectively. An increase of VZTC for higher drain biases is
reported for the long channel bulk devices [276], while an opposite trend is
reported in some PDSOI [275] and FDSOI [277] devices. VZTC ∝ 1/Vds behavior in
those devices is associated with a short channel effect, i.e., DIBL causing threshold
voltage to drop at higher Vds. The reported trend of simulated FDSOI devices in
[277] does not agree with the devices [1] studied in this work and can be
understood by better control of short channel effects due to the following reasons:
(i) thinner tBOX as compared to 0.5 µm improve DIBL [279] (ii) the presence of a
well-type ground plane underneath BOX minimizes DIBL [280], [281] (iii) smaller
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FIGURE 4.7: Transfer characteristics in log (left) and linear (right) scale for an n-MOSFET
device with lg = 100 nm, wf = 0.5 µm, and n f = 32. (a) Vds = 0.05 V and VZTC = 0.5 V (b)
Vds = 0.8 V and VZTC = 0.625 V.

tSi of less than 7 nm as compared to 90 µm suppress short channel effects [282]. The
evaluation of self-heating is done in the saturation region (Vgs = Vds = 0.8 V) above
the ZTC point, where mobility degradation dominates as temperatures rise and a
major transition of gds is observed. The self-heating effects are pronounced at such
high gate and high drain bias conditions [208].
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FIGURE 4.8: (a) 3D view of a 2-finger FDSOI MOSFET structure. (b) Simplified layout of a
2-finger device indicating variable dimensions for the analysis of thermal behavior.

4.2 Thermal Resistance Behavior

The relevance of geometrical dimensions on thermal effects has increased due to
aggressive device scaling and design flexibility required to achieve robust circuit
performance. Technology scaling indirectly resulted in the increase of power
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density as static power dissipation becomes comparable to the main dynamic
power [283], [284]. On the one hand, the thinner SOI thickness helps to reduce short
channel effects but, on the other hand, degrades the thermal conductivity by
considerably reducing phonon mean free path due to phonon boundary scattering
[186], [285], [286]. At such nano-scale dimensions, the thermal transport is defined
by the combination [287] of classical Fourier law of heat conduction [288] and
Boltzmann transport equation [198], [289], [290]. The phonon mean free path in
undoped bulk silicon is approximately 200-300 nm, meaning any dimension
comparable or smaller encounters sub-continuum transport effects [291]. Fiegna,
Yang, Sangiorgi, et al. in [192] reported three implications, i.e., creation of local
hot-spot, hot-spot leading to an increased ratio of optical phonons concentration to
acoustic phonons concentration, and film boundaries significantly reducing
phonon mean free path. Therefore, it is essential to account for the dependence of
device geometry and design in self-heating analysis. Fig. 4.8(a) shows a 3D view of
a multi-finger device structure, and its corresponding variable layout parameters,
i.e., lg, n f , wf, and spacing between fingers ( fspac), are presented in Fig. 4.8(b).

4.2.1 Thermal Resistance Scaling with number of fingers

It can be seen in Fig. 4.9 that the width-specific Rth increases non-linearly with the
number of fingers and then shows a nearly constant value for n f > 50. This is
reasoned in the thermal coupling between the transistor finger. Each transistor
finger behaves as a heat source for the adjacent fingers raising the device’s
temperature as a whole, a trend that tends to saturate for larger finger numbers.
The drain and source contacts are shared among adjacent fingers in the multi-finger
devices (shown with a fitted line) except for the first and last finger. Another major
difference between the layout of the investigated single-finger and multi-finger
device is the presence of dummy gates for single-finger devices. Hence, the
presence of relatively large active area for heat dissipation in single-finger devices
as shown in Fig. 6.14.
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FIGURE 4.9: Box plot of thermal resistance (extracted experimentally from equation 4.1) as
a function of number of finger extracted at Vgs = Vds = 0.8 V for n-MOSFET with lg = 18 nm,
wf = 0.5 µm, and fspac = 86 nm. The line shows a non-linear fit for median data points using
the expression y = a(1 − x−b), where a and b are the fitting parameters. The single-finger
device is omitted for the fit because of its incomparable layout with multi-finger devices.
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4.2.2 Thermal Resistance Scaling with finger spacing

In Fig. 4.10 Rth is observed to improve as the spacing between adjacent fingers is
increased. Two aspects that play their role in the reduction of Rth: (i) Increasing
fspac increases the source/drain regions, which contributes as a heat dissipation
paths [192] (ii) Larger spacing between the adjacent fingers reduces the thermal
crosstalk leading to better thermal isolation for the case of fspac = 190 nm while
further increment does not show a similar significant drop of Rth. It is important to
note that for fspac > 86 nm, the source and drain contacts are doubled, which aids
heat dissipation and consequently improves thermal behavior. As most of the
scattering events happen at the peak electric field region, a local hot-spot forms
near the drain region; hence, the heat dissipation through the drain region is more
effective compared to the source. The experimentally shown trends of n f and fspac

agree well with the simulations carried out in [192].
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FIGURE 4.10: Plot of thermal resistance behavior with respect to spacing between adjacent
fingers ( fspac) extracted at Vgs = Vds = 0.8 V for n-MOSFET with lg = 18 nm, n f = 16, and
wf = 0.5 µm. Devices with fspac = 190 nm and 294 nm have double the amount of source and
drain contacts as compared to devices with fspac = 86 nm

4.2.3 Thermal Resistance Scaling with Gate Width

Fig. 4.11 shows the extracted Rth as the function of wf. Notably, this result is
contrary to the trend observed in [268], which reports linear scaling of Rth with
1/wg. The difference could be explained by the thicker silicon of 70 nm in the
simulation study reported in [268] compared to the devices studied in this work.
An extended heat dissipation path can explain the increase of Rth to the
surrounding material along the width direction for larger wf. This would confine
the generated heat more effectively to the center of the channel for wider devices
resulting in an overall larger self-heating. The scaling of self-heating with device
width was reported in the literature for thin film transistors [292]–[294]. Cai, Chen,
Du, et al. [295] demonstrated in simulated nano-sheet transistors with tSi = 5 nm: a
scaling of the peak temperature with the width of the nano-sheet but a decrease in
Rth because of better heat dissipation in their structures.
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FIGURE 4.11: Thermal resistance vs. wf extracted at Vgs = Vds = 0.8 V for n-MOSFET with
lg = 18 nm, n f = 16, and fspac = 86 nm. The solid line represents the median data fitting with
expression y = A ∗ |x − xc|P + y0, where A,xc, P, and y0 are the fitting parameters.

4.2.4 Thermal Resistance Scaling with Gate length

Due to design limitations, the gate length could not be varied in the studied
structures while keeping the fspac constant. Therefore, Fig. 4.12 shows Rth as a
linear function of (lg+ fspac). With the increase of lg, fspac was also increased, and as
shown in Fig. 4.10, a coupled effect of larger lg can be observed. Reducing the gate
length translates into a confined boundary leading to a smaller phonon mean free
path and generation of localized thermal hot-spots. The effect of sheer larger gate
length can be seen in Fig. 4.12 inset where the total (lg+ fspac) is kept constant while
increasing lg. Rth remains almost constant with a slight decrease for lg = 28 nm
(approx 7 µm K/mW), essentially indicating a counterbalancing effect of reduced
fspac.
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FIGURE 4.12: Rth plotted as a function of ( fspac+lg) extracted at Vgs = Vds = 0.8 V for
n-MOSFET with n f = 32 and wf = 0.5 µm. Data labels below the box indicate the
corresponding gate length (lg). The inset in the figure shows Rth scaling with lg for the
devices with constant fspac+lg of 104 nm.
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4.3 Thermal Resistance Model

The heat generated in the channel region is dissipated in all directions. Depending
on the materials and construction of the device front-end-of-line (FEOL) and BEOL,
there exist different heat conduction rates for different elements. The elements
closer to the heat source, such as gate oxide, BOX, spacers, source/drain regions,
play a vital role in determining the heat dissipation capability. Heat conduction
path can be represented and modeled with series and parallel combination of their
corresponding equivalent thermal resistance as illustrated in Fig. 4.13. By further
investigating different variations and combinations of several layout parameters
(see Appendix B), an empirical-based Rth model as a function of key layout
geometric dimensions is derived.
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FIGURE 4.13: Thermal network for an FDSOI transistor with several elements involved in
heat conduction from a heat source to the ambient temperature. Parallel resistances for gate,
source, and drain contacts correspond to multi-finger layout. The equivalent resistance
of M1-pads represents BEOL metal lines and vias at different levels. The equivalent
electrical circuit on the bottom right represents power as a heat source and layout parameter-
dependent conductances as the dissipation paths used for empirical modeling.

Considering the thermal behavior, an equivalent electrical circuit is drawn in
Fig. 4.13. The following equation can represent the thermal resistance based on the
equivalent circuit:

1
Rth

= Gth = Gth,lg.lg + Gth,n f .
1

n f
+ Gth, f spac. fspac + Gth,w f .

1
wf

+ Gth,c.c (4.8)

where Gth,lg, Gth, f spac, Gth,n f , Gth,w f , and Gth,c, are the gate length, finger spacing,
number of fingers, gate width, drain/source contacts dependent thermal
conductance factors, and c is the ratio of source/drain contact area to source and
drain region area. In the derived thermal model following considerations are made:
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(i) the heat dissipation through the source and drain regions is not segregated and
assumed to share an equal contribution, (ii) the factor of finger spacing and
source/drain region is coupled in Gth, f spac. These layout-dependent thermal
conductance components are extracted through regression analysis. An optimized
fitting is achieved between the model and experimental data using the extracted
conductance factors, as shown in Fig. 4.14. The maximum standard deviation of
5.4 % is observed for the variable fspac. The standard deviation of the other
modeled variables is less than 3 %. For instance, the device with dimensions
lg = 18 nm, n f = 16, fspac = 86 nm, and wf = 0.5 µm, have individual conductance
contributions of 18%, 6%, 48%, 25%, and 3% respectively (according to
equation 4.8). The source/drain area is observed to have the most considerable
effect on thermal conductance. In the studied structures, the source/drain contacts
variation is not systematic, resulting in the erroneous extraction of the contribution
ratio of source/drain region and source/drain contacts. However, it can be
concluded that the primary thermal conduction contribution lies within the
source/drain region area and contact parameters.
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FIGURE 4.14: Rth extracted from model vs. experimentally measured data. The straight line
shows the ideal behavior with a slope of 1.

4.4 Design for Thermal Resistance Optimization

To improve the thermal performance, two different design variations are considered,
as depicted in Fig. 4.15. In the first variation (Fig. 4.15 (a), (b), and (c)), an active
area is divided into separate islands of the active area along the direction of device
width. Segmentation of total width into smaller width can decrease the thermal
resistance due to width effect as seen in Fig. 4.11 and larger device footprint resulting
in larger heat dissipation region. The active area islands are represented by number
of repetitions along gate poly line (NREP). Having more NREP shown to have better
RF performance by reducing the effective gate resistance, [82], [296] at the cost of the
size of the layout. In a second design variation (Fig. 4.15 (d), (e), and (f)), the device
footprint is kept constant while further slicing the active area into smaller slices of
individual active area island width (wrx) and (number of active area slices (NRX))
with reduced total effective width (weff).
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FIGURE 4.15: Layout Design variations for optimization of thermal performance. (a - c)
shows NREP structures with multiple active areas having the same total effective width,
referred to as folded gate structures. (d - f) shows structures with the sliced active area and
same footprint having weff = NRX ∗ NREP ∗ wrx
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FIGURE 4.16: Rth extracted experimentally from equation 4.1 is plotted for different NREP
structures (4.15 (a), (b), and (c)) with two different fspac extracted at Vgs = Vds = 0.8 V for
n-MOSFET having dimensions lg = 18 nm, n f = 16, and weff = 2 µm.
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Fig. 4.16 shows the improved and nearly linear scaling of Rth for the NREP
structures. The structure having NREP = 4 exhibits a 7.8% lower Rth compared to
the reference structure. Because of the reduction in the effective width of a single
active area island, the heat dissipation capability is enhanced along the width. With
almost doubling the fspac, Rth is reduced significantly to ≈ 2/3. The improvement
of thermal performance in NREP structures can be associated with reducing
effective width per active area. The derived model and equivalent Rth values are
extracted for corresponding widths and summarized in Table 4.1. Examining the
change in thermal resistance with reference structure (NREP = 1), the measured
values show less reduction of thermal resistance as compared to the reduction
predicted by derived Rth model (4.8) using equivalent wf of single active area
island. This implies that the improvement of Rth in NREP structures is not entirely
a width reduction effect but also involves the contribution of the STI region in
between the active area islands. However, NREP structures can be deployed to
improve thermal performance while keeping the width constant, especially with a
combination of larger fspac.
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FIGURE 4.17: Thermal resistance variation for NRX structures (4.15 (d), (e), and (f)) with two
different fspac extracted at Vgs = Vds = 0.8 V for n-MOSFET with lg = 18 nm, NREP = 2, and
n f = 16.

Measured thermal resistance for the NRX structures is shown in Fig. 4.17.
Devices with fspac = 86 nm exhibits prominent scaling for more NRX, and the effect
seems to be relatively fade for fspac = 190 nm (also summarized in Table 4.1). Model
extracted change in Rth for the same weff is smaller in comparison with the
measured Rth change for more NRX (see Table 4.1). The findings reveal that the
thermal resistance reduction in NRX structures is not merely a reduced effective
width effect. A decreased ratio of the active area to the device’s total footprint also
contributes towards better thermal performance.
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TABLE 4.1: Comparison of respective change in Rth observed in measured against modeled
values using equivalent width for the evaluation of layout design effects.

fspac (nm) NREP
Rth/Rth0 (µmK/mW)

wf (µm)
Rth/Rth0 (µmK/mW)

Measured ∆(%) Modeled ∆(%)

86
1 0.720 0 2 0.735 0
2 0.708 -1.69 1 0.674 -8.31
4 0.667 -7.34 0.5 0.576 -21.66

190
1 0.474 0 2 0.492 0
2 0.467 -1.51 1 0.470 -4.50

fspac (nm) NRX
Rth/Rth0 (µmK/mW)

wf (µm)
Rth/Rth0 (µmK/mW)

Measured ∆(%) Modeled ∆(%)

86
1 0.708 0 2 0.735 0
3 0.661 -6.60 1.644 0.721 -1.89
4 0.634 -10.45 1.6 0.719 -2.19

190
1 0.467 0 2 0.492 0
3 0.435 -6.83 1.644 0.487 -1.02
4 0.429 -8.15 1.6 0.486 -1.16
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Chapter 5

Bias Temperature Instability
Investigation

BTI continues to be one of the most crucial degradation mechanisms in modern
metal-oxide-semiconductor devices striving for robust performance under
stringent biasing and increased operating temperatures [162]. As mentioned in
Chapter 2, the phenomenon itself is known since the late 1960s [297] and gained
central attention as a result of aggressive scaling of gate oxide thickness. Various
factors, including semiconductor processing steps, gate dielectrics, and channel
materials, determine the severity and dependence of BTI. The degradation in
MOSFET due to BTI stress is commonly described as the shift of Id, Vth, SS, and
peak transconductance (gm,max) with respect to the stress time [298]. The physical
mechanisms involving the degradation effects and their corresponding impact on
such DC parameters are well reported in thousands of articles over several decades
[165]. However, the BTI effects on the small-signal behavior of RF MOSFET are yet
to be explored. The assessment of BTI effects under the transistor’s dynamic and
high-frequency operation is necessary for the complete understanding and
modeling of small-signal behavior subjected to various modes of stress. In this
chapter, the impact of BTI stress on small-signal parameters of FDSOI MOSFET is
discussed in the first section and followed up with the introduction and
implementation of a new BTI characterization technique exploiting S-parameters.

5.1 Impact of Bias Temperature Instability stress on Device

Metrics

5.1.1 Experimental Details

Several multi-finger n-MOSFETs and p-MOSFETs are subjected to the PBTI and
NBTI stress sequence as shown in Fig. 5.1. Three different stress voltage (Vstress) (see
the table in Fig. 5.1) are applied and referred to as stress A, B, and C in the
following text. A test setup shown in Fig. 3.2 is utilized for stressing and
S-parameter measurement. The measurement of BTI effects requires fast
measurement techniques as BTI constitutes a recoverable component (R) and a
permanent component (P). According to some reports, P is shown to be healed at
high temperatures [299] with a very large timescale [166] and termed as
quasi-permanent [165]. However, P can be significantly detrimental to the device
performance and lifetime for extended time scales, depending on the operating
conditions [166], [179]. Usually, in a BTI measurement setup, the fast DC
measurement techniques are employed to ensure a capturing of R. However,
S-parameter measurements at multiple frequencies and bias conditions via a VNA
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are necessary for complete small-signal analysis requires more than milliseconds
[300], while the BTI recovery time for modern devices is in the ranges of just a few
microseconds [174]. Thus, R cannot be characterized if S-parameter measurements
are performed by interrupting stress. However, this should not obstruct and limit
the characterization of P in terms of S-parameters. Hence, the S-parameters were
measured before and after stress in combination with fast spot DC measurements
during the stress, as illustrated in Fig. 5.1. To characterize P, the post-stress
measurement was performed after the recovery of more than 12 hours at room
temperature. It is important to note that a recovery time of 12 hours might not
reflect a true permanent BTI degradation component as the recovery is not tracked
throughout the relaxation time, and a plateau is not ascertained. Nevertheless, an
effort to investigate BTI effects on small-signal parameters is not futile and can
provide corresponding insights to the mixed degradation components.
S-parameters for various bias points and frequencies in the range of 1 GHz to
50 GHz are acquired using the procedure described in section 3.2.



















 





  

  

  

  

 

FIGURE 5.1: (a) BTI stress scheme with S-parameter measurements before and after stress.
(b) The table lists the stress voltages of PBTI and NBTI for n-MOSFET and p-MOSFET,
respectively.
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FIGURE 5.2: Vth degradation as a function of stress time for (a) n-MOSFET and (b)
p-MOSFET. The line shows the fitting of data at different stress voltages. The dotted line in
(b) fits the Vth degradation for lower stress times. Five devices are measured for each stress
condition.
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5.1.2 DC Parameters Drift

It is well known in the literature that the affected parameters due to BTI stress are
linear drain current (Id,lin), saturation drain current (Id,sat), Vth, µeff, and SS [163].
Due to BTI stress, electrons trapping for n-MOSFET and holes trapping for
p-MOSFET result in the increase of Vth, as shown in Fig. 5.2. The time (t) resolved
degradation can be modeled by the frequently used power law [163]. The Vth

degradation of the n-MOSFET exhibits a constant slope, while for p-MOSFET
saturation effect is observed for longer stress time. The change in slope for NBTI
stress in p-MOSFET is due to the nature of defects and their dependence on Vstress

and time. The interface defects (generated traps at the Si/SiO2 interface) dominate
at lower Vstress and time, whereas the component of oxide defects (generated border
traps) becomes significant for higher Vstress and time [165], [167].
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FIGURE 5.3: DC parameters degradation plotted for different stress voltage after 10,000 s
of BTI stress. Absolute values are shown in this plot. The black square, red circle, and
blue triangle markers represent the Id,lin, Vth, and SS degradation, respectively. The color of
markers is linked to the color of the y-axis. The subscript “max” and “rlx” represent R+P
(solid markers) and P (hollow markers) components of the degradation, respectively. After
stress, Id,lin, and SS are decreased while Vth is increased.

Fig. 5.3 shows the change in DC parameters as a function of Vstress after BTI
stress. The higher the applied Vstress, the larger the number of defects leading to a
larger drift in DC parameters. The component P after a significant recovery in DC
parameters, is depicted in Fig. 5.3 with hollow markers and subscript “rlx”.
Compared to PBTI, NBTI stress leads to a stronger increase in SS. This implies that
the degradation in p-MOSFET is due to both oxide and interface defects [301],
while for n-MOSFET, the defects are dominantly in the oxide [302].

5.1.3 RF Small-Signal Parameters Drift

From the measured S-parameters before and after BTI stress, the effect of P on the
components of the small-signal equivalent model is analyzed. Fig. 5.4 emphasizes
that depending on the bias point, the apparent normalized change in small-signal
parameters with respect to ∆Vth projects a different magnitude of drift. It is
important to note that the devices’ and circuits’ operating conditions would
determine the sensitivity to BTI degradation.
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Fig. 5.5(a) shows the gm lateral shift due to ∆Vth. If corrected for ∆Vth, i.e., for
the same bias point, it becomes evident that a large portion of the gm drift can be
explained only by the Vth shift, as shown in Fig. 5.5(b). However, when enlarging
the scale, the gm,max in the case of NBTI degrades due to interface defects implying
µeff degradation as depicted in the inset of Fig. 5.5(b). For PBTI, a scattered and
slightly positive gm,max increment is observed. Similarly, the other gain parameter
gds also exhibit a bias dependent parallel shift and slight peak gds degradation for
the case of NBTI (Fig. 5.6). Cgg equates to the sum of Cgs, Cgd, and Cgb. Each of
these gate capacitance components (except Cgb) suffers from a bias-dependent
lateral shift of ∆Vth (Fig. 5.7 and Fig. 5.8) and can be compensated by bias point
correction. Cgd at higher drain bias shows weaker gate bias dependence due to
channel pinch-off (miller capacitance component); thus, the apparent lateral change
resulting from BTI in such operating conditions becomes insignificant. Hence the
capacitance changes are shown at Vds = 0.05 V, where the channel is almost uniform
at all gate bias conditions, and the corresponding contribution of both gate
capacitance elements are visible. ∆Vth also affected the dominant bias-dependent
component Rac of series Rs and Rd extracted in cold FET condition with a fully
open gate. The apparent shift in series resistances is symmetric between source and
drain; however, larger due to NBTI stress, as shown in Fig. 5.9. The difference of
resultant bias-dependent series resistance change between NBTI and PBTI is
associated with the respective sensitivity of series resistance to biasing, as shown in
Fig. 3.7. In Fig. 5.10 and 5.11, the as measured and ∆Vth corrected key FoMs ft and
fmax after the BTI stress are shown. The changes in both FoMs are mainly associated
with ∆gm. ∆gm,max, and ∆Vth. The parameter ∆Vth is widely used for modeling BTI
degradation and can be used to predict the change in small-signal RF parameters.
The scaling of drift with the stress voltage in most of the RF small-signal extracted
parameters for PBTI and NBTI is not comparable and reasoned in the voltage
acceleration factor of p-MOSFET and n-MOSFET. BTI stress does not affect the
frequency-dependent behavior of small-signal parameters, as evident from the Vth

compensated plots. Thus, the degradation in S-parameters caused by BTI stress can
be directly linked to the degradation of purely DC parameters.
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FIGURE 5.4: Apparent drift in small-signal parameters after BTI stress extracted at
f = 30 GHz for bias condition of (a)(c) |Vgs| = 0.3 V,|Vds| = 0.3 V (b)(d) |Vgs| =|Vds| = 0.8 V
for (a)(b) n-MOSFET and (c)(d) p-MOSFET with device dimensions lg = 18 nm, wf = 1 µm,
and n f = 16.
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FIGURE 5.5: (a) gm vs. Vgs extracted at f = 30 GHz at |Vds| = 0.8 V for the fresh and stressed
devices subjected to stress A, B, and C as defined in the table of Fig. 5.1(b). (b) gm vs. Id plot
showing Vth correction validity. Inset in (b) shows gm,max degradation. The bottom and top
x-axis represents values for (a) Vgs (b) Id for an n-MOSFET and p-MOSFET, respectively.
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FIGURE 5.6: (a) gds vs. Vgs extracted at f = 30 GHz at |Vds| = 0.8 V for fresh and stressed
devices subjected to stress A, B, and C as defined in the table of Fig. 5.1(b). (b) The plot of
gds vs.Vgs corrected for Vth shift (due to BTI stress) showing compensation of ∆gds under all
stress conditions. The bottom and top x-axis represents values for (a) Vgs (b) Vgs − ∆Vth for
an n-MOSFET and p-MOSFET, respectively.
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FIGURE 5.7: Changes in gate-source capacitance with respect to gate bias at f = 30 GHz and
|Vds| = 0.05 V for fresh and stressed devices. (a) Plotted as a function of Vgs and (b) Vgs
corrected for Vth shift due to BTI stress. The substrate (back-gate) capacitance component
Cgb is not affected by the stress. The bottom and top x-axis represents values for (a) Vgs (b)
Vgs − ∆Vth for an n-MOSFET and p-MOSFET, respectively.
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FIGURE 5.8: Plot of Cgd as a function of gate-bias extracted at f = 30 GHz and |Vds| = 0.05 V
for fresh and stressed devices under different stress conditions as defined in the table of
Fig. 5.1(b). Cgd plotted (a) as a function of Vgs and (b) Vgs corrected for Vth shift due to
BTI stress. The bottom and top x-axis represents values for (a) Vgs (b) Vgs − ∆Vth for an
n-MOSFET and p-MOSFET, respectively.

     




















 

 

∆



Ω



∆





FIGURE 5.9: Apparent shift in source and drain series resistances after BTI stress for
n-MOSFET, and p-MOSFET plotted as a function of resultant Vth shift. Extraction of series
resistance is performed at f = 30 GHz, |Vgs| = 0.8 V, and Vds = 0 V.
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FIGURE 5.10: Effect of BTI stress on transit frequency ( ft) plotted over (a) Vgs and (b) Vgs
corrected for Vth shift due to BTI stress. Extraction of ft from H21 parameter is performed
at f = 30 GHz and |Vds| = 0.8 V. For higher gate biases in (a) for n-MOSFET, the trend in
the shift of ft, reversed after reaching the peak ft value due to decrement of ft because of
mobility degradation and apparent bias shift caused by stress (also observed in Fig. 5.5(a)).
The bottom and top x-axis represents values for (a) Vgs (b) Vgs − ∆Vth for an n-MOSFET and
p-MOSFET, respectively.
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FIGURE 5.11: Maximum oscillation frequency behavior before and after stress plotted vs. (a)
Vgs and (b) Vgs corrected for Vth shift due to BTI stress. fmax is extracted at f = 30 GHz and
|Vds| = 0.8 V. The bottom and top x-axis represents values for (a) Vgs (b) Vgs − ∆Vth for an
n-MOSFET and p-MOSFET, respectively.
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5.2 S-parameter based on-the-fly Bias Temperature

Instability Characterization Method

Since the exploration of the BTI degradation mechanism, the accurate
characterization of degraded parameters is a tough challenge due to an inherent
recovery as soon as the stress is removed. In some cases, up to 50% of the
degradation is reported to recover within 1 s after removal of the stress [174]. The
recovery effect is typically associated with de-trapping of the oxide traps, while the
quasi-permanent component is generally attributed to the newly generated
interface traps [165]. Some reports also claim the switching oxide traps (having
charge state depending on the energetic level in the band gap [168]) as a contributor
to the recovery [166]. The detailed discussion regarding the nature of traps is
significant for the qualitative analysis and understanding of BTI degradation
mechanism, albeit the characterization of recovery component accurately is a key to
account for the quantitative analysis and identification of trap nature. It is
imperative to consider and account for this recovery effect because the significant
delay between stress and monitor conditions leads to underestimating the
degradation. To measure the true bias temperature degradation as accurately as
possible several measurement techniques and setups have been developed to
reduce or eliminate the recovery effect. The “fast Vt” method is reported to have
achieved a 0.5 µs measurement delay with special hardware [184]. Using the
customary hardware “fast Id” method, which measures the drain current at
specified gate voltage near the threshold voltage and then uses the pre-stress IdVg
slope for Vth extraction, typically achieve as low as 1 ms of measurement delay
[184]. Another measurement technique that gained much attraction in terms of
eliminating recovery is the on-the-fly (OTF) method [163], [185], which monitors
the degradation without interrupting the stress by applying a small drain voltage
or combining it with slight modulations of the stress voltage applied to the gate.
Reisinger, Brunner, Heinrigs, et al. in [303] showed that even a slight modulation of
the stress voltage can induce recovery and lead to a significant error. It was also
reported that the error scales with the magnitude of the modulation voltage.
S-parameters are the fundamental means of network characterization at a high
frequency where a network is described in terms of waves rather than current and
voltages. S-parameter measurements are usually required to analyze the
high-frequency response of devices and circuits; however, the concept is valid for
any frequency. Beyond mere high frequency response characterization, the
S-parameter measurements can also be utilized to investigate the changes induced
by stress [119], [120], [122], [153], [182], [304]. To extend the full potential of the
S-parameter in reliability assessment, the S-parameter based OTF BTI
characterization technique (SOTF-BTI) is developed to track Vth degradation
during BTI stress. Herfst, Schmitz, and Scholten [305] demonstrated the similar
S-parameter based methodology featuring small drain bias during monitoring.
This characterization discussed in this work aims to eliminate the unwanted
recovery during monitoring the BTI degradation and evaluate S-parameters as the
potential degradation indicator. The technique is demonstrated for BTI degradation
in n-MOSFET and p-MOSFET. The resultant Vth degradation is compared to the
“fast Id” method.



56 Chapter 5. Bias Temperature Instability Investigation

5.2.1 Measurement Methodology

In order to avoid recovery effects during BTI degradation characterization, it is
necessary to maintain the gate stress voltage throughout the entire duration of the
stress. This can be achieved by S-parameter measurements performed at the stress
condition without interrupting the stress itself. gds extracted from S-parameter is
monitored during the stress and can serve as a parameter to track changes in Vth.
The degradation of gds due to NBTI in p-MOSFET and PBTI in n-MOSFET has been
shown in Fig. 5.6 scales with the stress voltage. A similar apparent shift of gds can
also be observed at Vds = 0 V, as depicted in Fig. 5.12(a). The degradation in gds is
mainly caused by the increase of Vth as evident from Vth corrected gds presented in
Fig. 5.12(b). Fig. 5.13 shows the apparent and Vth corrected ∆gds in percentage due
to BTI stress plotted over the gate bias. It is observed that ∆Vth correction
completely explains the degradation in gds for the case of PBTI, while for the NBTI,
approximately 1% to 2% uncompensated ∆gds component remains [182]. This
remaining component is associated with the reduction in gm,max caused by mobility
degradation.
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FIGURE 5.12: Behavior of gds vs. Vgs at Vds = 0 V extracted at f = 20 GHz for three different
NBTI and PBTI Vstress for p-MOSFET and n-MOSFET, respectively as defined in the table of
Fig. 5.1(b). (a) Raw gds degradation before and after stress. The bold arrows direct toward
increasing BTI stress volatge. (b) gds corrected for ∆Vth caused by BTI stress.

This data proves that it is possible to deduce the actual ∆Vth from the measured
∆gds with only minor errors due to mobility degradation. The Vth shift from the
change of gds is expressed as:

∆Vth =

(

gds(t)− gds(t0)

)

∂Vgs

∂gds

∣

∣

∣

∣

Vgs=Vstress

(5.1)

where ∂Vgs/∂gds is measured at Vds = 0 V and Vgs around the stress voltage.
During BTI stress, the drain is at zero bias. The gate is at fairly high bias above
normal operating conditions; a small overlapping signal at zero fixed bias applied
at the drain would be sufficient to measure the gds reliably. Under such bias
conditions, the gds exhibit a comparatively stronger sensitivity to the expected Vth

shift. In contrast, other bias-dependent small-signal model components such as gm

are relatively insensitive. Thus gds extracted from S-parameter serve as the critical
parameter, which is a function of gate bias.
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FIGURE 5.13: ∆gds in percentage vs. Vgs for p-MOSFET and n-MOSFET. The open
symbol represents the apparent ∆gds after BTI stress, while the solid symbols show the ∆Vth
corrected ∆gds. The x-axis omit the values lower than |0.5 V|. The stress conditions are
defined in the table of Fig. 5.1(b).

The setup as shown in Fig. 3.2 is used. As BTI experiments are performed at
high temperatures, the VNA is calibrated using the LRRM algorithm at the system
temperature of 125 ◦C. The S-parameters are measured during the stress over
logarithmic intervals of time. Extraction of ∂Vgs/∂gds is performed on separate
fresh devices to eliminate the possibility of premature stressing the DUTs on which
the degradation has to be observed. The DUTs are then stressed for 104 s in BTI
mode, and S-parameters are measured simultaneously for the single frequency
point of 20 GHz and power level of -25 dBm during the stress. The power level of
-25 dBm in a 50 Ω system corresponds to 35.56 mV peak-to-peak, sufficient to
measure S22 at Vstress reliably. It is imperative to point out that no voltage bias is
applied to the drain in this setup except the small RF signal during S-parameter
measurement. This eliminates any probability of unwanted parasitic contribution
of any other stress mechanism such as HCD due to carriers’ flow under the drain
bias. The entire measurement flow is summarized in Fig. 5.14.
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FIGURE 5.14: Characterization flow for the S-parameter based OTF BTI characterization
technique.
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5.2.2 Results and Discussion

Fig. 5.15 shows the time evolution of gds under NBTI and PBTI stress. It is
important to note that the very first gds reading at time t1 is measured under
Vgs = Vstress, which already incorporates some stress. In conventional OTF
techniques, the t1 values are assumed to be not critically stressed [163] and
regarded as a reference for the subsequent measured values; thus, the degradation
would depend on the delay between the application of stress and first
measurement. In some OTF setups, the measurement delay is 1 ms [306], whereas,
in the ultra-fast OTF, it is reduced to 1 µs [256], [307]. In this work, the t0 or
unstressed value is extracted by assuming the linear fit of gds for shorter stress
times. The gds at t0 can then be computed from the measured data by the
regression, as shown in Fig. 5.16.
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FIGURE 5.15: Measured gds (at f = 20 GHz) as a function of stress time for Vgs = Vstress of
1.6 V and -2.0 V for (a) n-MOSFET and (b) p-MOSFET respectively on three different dies on
the same wafer.

   





























a)

   

































b)

FIGURE 5.16: Extraction of the initial value of undegraded gds at t0 by linear fit for (a)
n-MOSFET and (b) p-MOSFET.
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FIGURE 5.17: ∆gds in percentage plotted vs. t using the gds at t0 as the unstressed reference
for (a) n-MOSFET and (b) p-MOSFET.
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FIGURE 5.18: Polynomial fit of change of Vgs as a function of change in gds for an (a)
n-MOSFET and (b) p-MOSFET measured in the vicinity of the applied BTI stress voltages.

Fig. 5.17 shows the percentage shift of gds for n-MOSFET and p-MOSFET
during BTI stress. NBTI in p-MOSFET exhibits prominently larger delta gds as
compared to the PBTI in n-MOSFET. Die-to-die variation in ∆gds for n-MOSFET is
relatively smaller than p-MOSFET. In order to translate the ∆gds into Vth shifts
using equation 5.1, the ∂Vgs/∂gds is a crucial parameter which can be either
extracted by experimental data around stress conditions or using a calibrated spice
model. Using experimental data might lead to underestimating degradation due to
the degradation of the devices itself used for such measurements. On the other
hand, the spice models are usually calibrated and verified up to the normal
operating conditions, and the stress level required to observe the BTI degradation
for the devices used in this study is about twice the maximum allowed Vgs under
operating conditions. In order to eliminate the uncertainty and mismatch of the
spice model, the experimental data is used in this study, as shown in Fig. 5.18. The
extracted ∆Vth using the methodology demonstrated here is compared in Fig. 5.19
with the BTI degradation measured using the “fast Id” method featuring a
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measurement delay of less than 2 ms. The BTI degradation measured by the
S-parameter method shows a comparatively larger ∆Vth for both NBTI and PBTI as
it does not constitute the recovery component. Note that the increase of the
measured BTI degradation depends on the strength of the recovery effects, which is
more pronounced in the p-MOSFET devices as indicated by the larger drop of delta
Vth after recovery as indicated by the arrows in Fig. 5.19. BTI degradation
assessment with a shorter measurement delay tends to result in smaller time slopes
[308]. If measured long enough with larger measurement delays, the time slope
approaches towards the one of shorter measurement delay [309]. As illustrated in
Fig. 5.19, the ∆Vth for the PBTI shows a slightly lower time slope than the one of
“fast Id”. However, for NBTI, the time slope of the SOTF-BTI method does not
follow the reduced relaxation kinetics. Although, the SOTF-BTI measurement
setup inherently present the opportunity to avoid the recovery entirely, the
∂Vgs/∂gds present to be the challenge which can be a source of error.
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FIGURE 5.19: Comparison of extracted ∆Vth using SOTF-BTI and "fast Id" method plotted
over stress time for (a) n-MOSFET and (b) p-MOSFET. The dotted symbols depict ∆Vth after
recovery of a few minutes.

The measurement accuracy is relatively coarse, and for the case of NBTI, the
extracted ∆Vth on three dies does not match very well for longer stress times. The
disparity inherently arises from the VNA sensitivity in measuring gds with no drain
bias and might also be reasoned in the small width of devices used in this study.
Fig. 5.20 evaluates the maximum possible systematic error in the extraction of ∆Vth

arising from the deviation of the fit line from the measured data and the die-to-die
variation. The systematic error is computed using worst case fit error of ∂Vgs/∂gds.
The error is comparatively higher in p-MOSFET as the gds is relatively insensitive to
the Vgs and tends to saturate around the stress level. The systematic error in ∆Vth is
reduced to 3.8% in n-MOSFET due to the better fit and larger dependence of gds on
Vgs.



5.2. S-parameter based on-the-fly Bias Temperature Instability Characterization
Method

61

        

























�












�




�













�





FIGURE 5.20: Systematic error in ∆Vth extraction due to polynomial fitting error of ∂Vgs/∂gds
for n-MOSFET and p-MOSFET.
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Chapter 6

Investigation of Hot-carrier
Degradation

HCD as one of the key reliability concerns for a transistor, is becoming highly
relevant in advanced semiconductor devices with ultra-scaled dimensions and
enhanced electric fields. Very few studies were devoted to the investigation of hot
carrier degradation impact on small-signal parameters in general and are specific to
certain technologies [112], [117], [310]. However, no investigations were done in the
past for FDSOI transistors. With the wide recognition and applications (especially
in high frequency) of the FDSOI devices, the reliability study of these devices plays
a vital role in gaining a deeper understanding and develop future technology
nodes. Previous studies which covered the impact of hot carrier stress in DC to
millimeter-wave domain did not account for the detailed small-signal parameter
analysis (inherent to the complex nature of analysis and available information from
multiple perspectives) [111], [113], [115], [116], [310]. When considering the
implications of HCD in high-frequency applications, different variables such as
applied voltage swings, signal frequency, power of the applied signal, and role of
harmonics exist. All of these variables can influence the resultant degradation, and
with such operation conditions, several degradation mechanisms can interplay.
Depending on the prevalent operation condition, a dominant degradation
mechanism yields a significant contribution of degradation. The approach of the
HCD analysis done in this study is to investigate merely the impact of hot carrier
stress and prevent the intermixing of other degradation mechanisms as much as
possible. This can be achieved using traditional DC stress conditions, which ensure
the applicability of a specific degradation mechanism. To cater for the variable
mentioned earlier in the real usage case, a quasi-static approximation is assumed in
this study which can be employed by developing scaleable HCD models. The
model formation can be based on basic parameters such as stress voltages and
temperature while incorporating other factors which could influence the basic
parameters. The development and verification of such a model are not in the scope
of this dissertation. However, the basis and investigation of those factors are
performed in this chapter.

This chapter discusses the impact of HCD on DC and small-signal parameters
in the first section. The later part of this chapter is devoted to investigating the
dependence of hot carrier-induced degradation on transistor physical dimensions
and the design of the devices. The findings of Chapter 4 and Chapter 5 forms the
basis for the explanation and origin of this dependence.
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6.1 Impact of Hot-carrier stress on Device performance

HCD is characterized during the turn-on condition under relatively high drain and
gate stress voltages. Used stress condition (Vgs = Vds) is regarded as the worst-case
condition in advanced technology nodes [131], [301], [311], [312]. A stress voltage
larger than 1.4 times the maximum operating voltage is applied at a high
temperature to accelerate the degradation. Three different stress voltages applied
for HCD characterization in p-MOSFET and n-MOSFET are denoted in absolute
ascending order as Stress A, Stress B, and Stress C in the following text. The stress
voltages are defined in the table 6.1. DC characteristics are intermediately
monitored during the stress while S-parameters are measured before and after
stress. A minimum of five devices for a given stress condition were stressed and
measured to ensure accurate analysis, and median data is plotted in subsequent
figures. HCD characterization is performed on the generic measurement setup
shown in Fig. 3.2.

TABLE 6.1: Stress voltages applied for HCD characterization to an n-MOSFET and
p-MOSFET.

Stress n-MOSFET p-MOSFET

A 1.20 V -1.15 V
B 1.25 V -1.20 V
C 1.30 V -1.25 V

6.1.1 DC Metrics Degradation

The carriers ensemble under applied stress condition, govern by MP process result
in the generation of localized interface [127], [128] and bulk oxide defects [128],
[129] causing the degradation of transistor parameters. Fig. 6.1 shows the
degradation of Id,sat plotted vs. stress time for n-MOSFET and p-MOSFET at
different stress voltages. For both n-MOSFET and p-MOSFET, ∆Id,sat scales with
the applied Vstress, and the trend with respect to stress time tends to saturate for
longer stress time. For the case of p-MOSFET, this saturation effect is more
pronounced and observed to be scaled with the stress voltage. This observed
saturation effect in the p-MOSFET will be discussed in detail in section 6.3.

Other DC parameters affected by HC stress are shown in Fig. 6.2. The DC
parameters shift originates from the impairment in the channel and interface region
caused by the hot (high energy) carriers, which transit through the high electric
field between source and drain. The observed degradation in these nano-scaled
devices is explained by the single-particle and multi-particle process as discussed
in section 2.4.1. These hot carriers lead to the creation of localized interface traps
and trapping of hot electrons in the gate oxide, which is evident from the changes
in threshold voltage and subthreshold swing (Fig. 6.2). For n-MOSFET, linear Vth

(Vth,lin) and saturation Vth (Vth,sat) increase after stress and linearly scale with the
applied stress voltage as shown in Fig. 6.2. The difference between Vth,sat and Vth,lin

is defined as drain induced barrier lowering (drain induced barrier lowering). In
nano-scaled devices DIBL is one of the main short-channel effect indicating the
impairment of the effective gate control for shorter lg. As shown in Fig. 6.2, the
DIBL degradation is stronger for the p-MOSFET compared to n-MOSFET.
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FIGURE 6.1: Absolute degradation of Id,sat plotted as a function of HC stress time for (a)
n-MOSFET and (b) p-MOSFET with device dimensions lg = 18 nm, wf = 1 µm, n f = 16, and
fspac = 86 nm. The magnitude of stress voltage is defined in the table 6.1.
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FIGURE 6.2: Apparent shift in DC parameters after stress plotted vs. HC stress voltage. On
the left of the x-axis, p-MOSFET characteristics are plotted, while on the right side, parameter
drift of n-MOSFET is shown. The negative and positive values correspond to a decrease and
increase in respective parameters. The stress voltages are defined in the table 6.1.

In Fig. 6.2, the degradation and linear scaling of SS with stress voltage
magnitude can be seen for the p-MOSFET, implying the generation of interface
traps. On the other hand, for an n-MOSFET the SS remains almost unchanged but
slightly lower for different stress voltages. In p-MOSFET, Vth,lin increases after
stress but does not scale with the Vstress. ∆Vth,sat, on the other hand for the
p-MOSFET, shifts from positive to negative values with the increment of stress
voltage. It is interesting to note that though the p-MOSFET Vth,sat tends to decrease
after the Stress B and Stress C, the Id,sat still shows degradation in Fig 6.1. This
peculiar behavior of ∆Vth in p-MOSFET is discussed in section 6.3. Conventionally,
the degradation of Id,lin is more severe than Id,sat reasoned in the drain-side
degraded region’s masking effect in the saturation regime. However, in short,
channel devices, the degradation of Id,lin and Id,sat are comparable due to the
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increased channel length ratio to the localized damaged drain region. In the studied
devices, ∆Id,lin and ∆Id,sat degrade almost similar in quantity; however, Id,lin

degradation is slightly higher than Id,sat in p-MOSFET and vice versa in n-MOSFET.

6.1.2 Impact on small-signal Parameters

As discussed in Chapter 5, for the case of BTI-induced degradation, the frequency
dependence of small-signal parameters is not impaired, evident from the validity of
bias point correction. In the case of HCD, various DC metrics are affected
simultaneously, and a simple bias point correction will not be enough to explain the
changes in small-signal parameters. First, the effect of hot carrier stress on the
frequency behavior of raw Y-parameters is evaluated. For most of the
Y-parameters, the frequency behavior is mainly intact, and only an offset is
observed for the measured Y-parameter after stress (see Appendix C). Some
Y-parameters such as Re(Y12), Im(Y12), and Im(Y21) in n-MOSFET (Fig. C.1) while
Re(Y21) and Im(Y12) in p-MOSFET (Fig. C.2) show slight variations at higher
frequencies. This variation can be associated to the shift of effective bias after the
hot carrier stress as Y-parameters are a function of both frequency and bias. Hence,
the computed small-signal model components as a function of biasing must be
analyzed for further understanding.
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FIGURE 6.3: (a) gm vs. Vgs and (b) gds vs. Vgs for fresh (unstressed) and HC stressed devices
extracted at f = 30 GHz at |Vds| = 0.8 V. The negative and positive Vgs on top and bottom
shows the characteristics of p-MOSFET and n-MOSFET respectively. Device dimensions and
stress voltages are identical, as mentioned in the caption of Fig. 6.1.

The degradation of drain current and effective mobility due to HC stress
directly translates into the degradation of gain parameters (i.e., gm and gds), shown
in Fig. 6.3. It can be observed that the lateral scaling of ∆gm and ∆gds with respect
to the stress voltage in n-MOSFET and p-MOSFET correlates with the observed Vth

shift. However, the degradation of the absolute value of peak gm and gds can be
seen due to the degradation of µeff. From Fig. 6.3(a), it can be observed that
n-MOSFET dominantly suffers from Vth degradation while p-MOSFET is mainly
affected by µeff degradation. It is well known that the HCD predominantly affects
the drain region due to high electric fields at the drain side. This effect is visible in
the extracted drain and series resistances, as shown in Fig. 6.4. Rd degrades more
than Rs in both n-MOSFET and p-MOSFET. It is important to note that the change
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FIGURE 6.4: Extracted change in source and drain series resistances after HC stress of
different Vstress for p-MOSFET and n-MOSFET. Hollow markers represent the as measured
apparent shift in series resistances while solid symbol plots the ∆Vth compensated ∆R. The
series resistances are extracted from S-parameters at f = 30 GHz and cold-fet bias condition
(|Vgs| = 0.8 V, Vds = 0 V).

in series resistance can be reflected from the bias point shift and increase of its
absolute value because of localized damage. It can be seen in the plot that after the
correction of ∆Vth, the apparent bias-dependent resistance shift is removed, and an
absolute increase of series resistance is observed. After Vth correction, Rs in
n-MOSFET remains almost unchanged while a slight increase at higher stress
voltage is seen for p-MOSFET.
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FIGURE 6.5: Behavior of (a) Cgs and (b) Cgd vs. Vgs for fresh (unstressed) and HC stressed
devices extracted at f = 30 GHz at |Vds| = 0.05 V. The negative and positive Vgs on top
and bottom shows the characteristics of p-MOSFET and n-MOSFET respectively. Device
dimensions and stress voltages are identical, as mentioned in the caption of Fig. 6.1.

The change in gate-related capacitances before and after stress over different
gate biases at Vds = 50 mV is depicted in Fig. 6.5. The behavior of Cgs and Cgd after
stress is similar between n-MOSFET and p-MOSFET. An overall increase of Cgs and
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a decrease in Cgd is observed after stress. For meaningful analysis, the effect of bias
point shift from capacitances must be separated. Nevertheless, for RF applications
where input and output matching is needed, it is equally important to note the
parameter changes at fixed operating conditions. The gate-related intrinsic
capacitances Cgs and Cgd can be represented by the surface channel resistance
model [313], [314] according to

Cgs = −

∂Qg

∂Vs
=

wgCox

Vms

∫ x=leff

x=0
vac(x)dx, (6.1)

Cgd = −

∂Qg

∂Vd
=

wgCox

Vmd

∫ x=leff

x=0
vac(x)dx (6.2)

where Cox is the oxide capacitance and leff = lg − ∆lg represents the effective
channel length. Vms and Vmd is the amplitude of small-signal AC voltage applied to
the source and drain, respectively, to measure the capacitances; vac(x) is the
small-signal potential across the channel. The surface channel resistance model can
be used to understand the bias dependence of the small-signal capacitances. For
low Vds resulting in a flat channel potential, the contribution of the gate to channel
capacitance is equally distributed among Cgs and Cgd. In saturation, Cgd is
considerably reduced while Cgs increases due to pinch-off of the channel at the
drain side. In other words, the paramount gate-to-channel capacitance is attributed
to Cgs, as can be seen from the measurement data shown in Fig. 6.6 for the
unstressed device. Thus, Cgd becomes independent on Vgs (Fig. 6.6(c),(f)), and any
changes in the gate to channel capacitance have only a minor effect on the
remaining Cgd. However, comparing the ∆Vth corrected capacitances before and
after stressing the device, an increase in Cgs (Fig. 6.6(b)) and a decrease in Cgd

(Fig. 6.6(c)) is evident.
Using charge pumping, the decrement of Cgd after stress is reported in [313].

Naseh, Deen, and Marinov in [114] reported an increase in Cgs only after HC stress
and no change in Cgd. However, it is important to mention that in this study, the
total gate-related capacitance Cgg remains almost the same after stress (Fig. 6.6(a)).
Further, the impact on Cgs is more prominent at Vds = 0.05 V compared to Vds = 0.8 V,
as shown in Fig. 6.6(b)(c). The observations can be explained as follows. During HC
stress, electrons are trapped mainly in the region close to the drain side, resulting in
a local change of flatband voltage. For low Vgs, that effect results in a local pinch-
off of the channel, leading to the observed change in the capacitance contributions.
However, in the case of saturation at higher Vds the degraded region is masked and
Cgs,Cgd exhibit very low sensitivity to the degradation. Fig. 6.6 also demonstrates
and compares the changes in capacitance arising from HC and BTI stress. Changes in
Cgs and Cgd reflect the nature of perturbations caused by different stress types. As it
can be seen in Fig. 6.6(e),(f), the ∆Vth corrected Cgs and Cgd is composed dominantly
by the bias-dependent transference due to BTI stress. This is contrary to the change
in gate capacitances seen after the HC stress. The mere threshold voltage-dependent
shift for both Cgs and Cgd after BTI stress is in accordance with the assumed uniform
distribution of defects and trapped charges in the gate oxide and interface. The
magnitude of ∆Vth corrected Cgg remains the same after both types of stresses.

The key FoMs ft and fmax, which depend on the parameter discussed earlier, also
exhibit a resultant degradation effect, as shown in Fig. 6.7. The changes in FoMs
are predominantly due to the degradation of gm and exhibit similar bias-dependent
behavior for different stress voltages. At higher gate bias in n-MOSFET(Fig. 6.7(b)),
the fmax tends to have a higher value than the unstressed device. This is due to the
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fact that for the stressed devices, the peak of fmax is shifted to higher gate bias due
to Vth degradation. This implies that depending on the amount of induced stress in
a real use case, the apparent shift in parameters can be negative and positive.
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FIGURE 6.6: Comparison of changes in small-signal capacitances after ∆Vth correction
in linear (|Vds| = 0.05 V) and saturation (|Vds| = 0.8 V) in n-MOSFET subjected to a
specific stress condition of BTI and HC stress. The schematics on top illustrate the assumed
macroscopic mechanism of defect creation by different stress modes. (a), (b), and (c) plots
the Cgg, Cgs, and Cgd for HC stressed devices. Similarly, (d), (e), and (f) plots the Cgg, Cgs,
and Cgd for BTI stressed devices. All capacitances are extracted at f = 30 GHz.
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FIGURE 6.7: As measured changes in key FoMs, i.e. (a) ft and (b) fmax plotted vs. Vgs
for fresh and HC stressed devices. Extraction of FoMs is performed at f = 30 GHz and
|Vds| = 0.8 V.

6.2 Implications of Self-heating on Hot-carrier Degradation

in n-MOSFETs

Several studies in the literature discuss the specific reliability of FDSOI in detail
[149], [152], [311]; only a few studies are done to evaluate the impact of self-heating
on HCD [315]. However, until now, the convolution of self-heating effects in HCD
for multi-finger transistors coupled with layout variations was not investigated for
FDSOI devices. Multi-finger and multi-cell devices are widely used in RF and
analog applications to achieve high power, reduce the physical size, lower gate
resistance, and improve device matching. A simple logic device’s self-heating
characteristics lack the information about the effects that could arise from
multi-finger structures having different layout variations due to application
requirements. With the increasing interest in RF reliability, multi-finger devices are
readily used for reliability characterization [118], [316]–[319] and subjected to
varied stress patterns. Usually, in these reliability assessments, the focus is mainly
on the analysis of the performance impact. However, to attain generic applicability
and take care of a range of operating conditions, scalable RF reliability models are
needed. Therefore, the inclusion and understanding of self-heating is an essential
prerequisite for building a scalable reliability model.

The temperature dependence of HCD is an attribute that associates it with
self-heating. Traditionally, HCD caused by the impact ionization of hot electrons is
more pronounced as the temperature decreases (negative activation energy (Ea))
[150]. However, in ultra-scaled devices with the reduction of channel length, the
HCD increases with increasing temperature (positive Ea) [137], [138], [320]. As the
device dimension shrinks, the bond dissociation mechanism is dominated by a
multiple particle process in which several cold (having not enough energy for bond
dissociation) particle collisions result in rupturing the Si-H bond [131], [139], [145].
Thus, self-heating is an important consideration and should be accounted for in the
HC reliability. The impact of self-heating on HCD and its characterization and the
analysis of device layout parameters is critical for improved reliability.
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FIGURE 6.8: Evolution of Id,sat degradation as a function of HC stress time plotted for (a)
number of fingers (n f ) scaling, (b) different spacing between adjacent fingers ( fspac), (c) gate
width (wf) scaling, and (d) structures with different NREP (Fig. 4.15(a),(b) and (c)). The
median of several devices is plotted, and every device is stressed for the same HC stress
condition (Stress C).

The drift of Id,sat with respect to time for different layout dimensions is shown
in Fig. 6.8. As the hot carrier stress is done at the same chuck temperature for all
devices, the ∆Id,sat dependence on the self-heating is observed. In Fig. 6.8(a), it is
shown that the lowest ∆Id,sat is observed for the single finger device and then
subsequent larger ∆Id,sat as the number of fingers increases. The trend of ∆Id,sat

among the number of fingers correlates to the Rth trend as a function of n f (Fig. 4.9)
with a similar steep increase for measured Id,sat degradation from single finger
device to the 8 finger device. At higher n f , comparatively less significant
dependence for the number of fingers is observed. In terms of spacing between the
gates, fspac = 294 nm shows the lowest amount of HCD, while fspac = 190 nm
showed an optimum trade-off between minimizing both HCD and spacing distance
as depicted in Fig. 6.8(b). Devices with larger wf resulted in enhanced ∆Id,sat due to
self-heating (Fig. 6.8(c)). Similarly, in Fig. 6.8(d), structures with NREP similarly,
show improved HCD for a higher number of NREP due to the reduction in Rth.
However, the difference in ∆Id,sat drift reduces for longer stress times but did not
vanish completely. This implies that the chuck temperature does not correspond to
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the device temperature. Depending on the raised temperature due to self-heating,
which is the function of device geometry, the degradation trends and monitored
parameters are influenced.

6.2.1 Inclusion of Thermal resistance in Hot-carrier Degradation
modeling

With the help of the measured Rth, the internal device temperature (Tdevice)
including ambient and rise in temperature due to self-heating can be extracted
using equation 4.7. Various device geometries are subjected to worst-case hot
carrier stress at different temperatures ranging from -45 ◦C to 200 ◦C. The resultant
Id,sat degradation is then plotted as a function of the internal device temperature at
a specific stress time, as shown in Fig. 6.9. When corrected for the actual stress
temperature at the device level, the HCD follows an exp(−Ea/kBTdevice) trend
where kB is the Boltzmann constant. The Tdevice should not be confused with
junction temperature. Junction temperature is conventionally used to represent the
peak temperature within a device; however, the self-heating extraction
methodology used to extract Rth is based on the device’s electrical response,
reflecting an average device temperature. The plot shows that all the devices with
varied wf, n f , and fspac are following the trend line showcasing the potential of
HCD modeling, including Rth. It is important to note that the device temperature
and Rth could vary depending on the temperature gradient of the device to the
ambient. In scenarios where the heat dissipation to ambient is hindered or masked,
the device temperature would rise, resulting in larger HCD. Therefore, it is
imperative to consider the system’s thermal performance while taking Rth into
account for HCD modeling.
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FIGURE 6.9: Correlation of Id,sat degradation with normalized device temperature (Tdevice)
for different device geometries stressed at worst-case biasing with approximately the same
current density. The solid line serves as a guide to the eye for the assumed trend.

6.2.2 Convolution of Bias Temperature Instability component in
Hot-carrier Degradation

BTI is inherently characterized by stressing the devices at high Vgs and elevated
temperatures. Although BTI is a function of temperature, self-heating is not a
concern during the stress as there is no current in the device. Only during the
intermediate monitoring can self-heating occur depending on the measurement
conditions. As BTI constitutes a recovery component, the measurement time needs
to be as short as possible for accurate characterization. The inherent nature of fast
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characterization also aids in minimizing the effect of self-heating during
measurement. As τth reaching less than 100 ns [203] and the typical fast
measurement setups requires few microseconds, the measurement is not entirely
free of self-heating. It could lead to a thermally enhanced recovery effect distorting
the BTI results [321]. On the other hand, depending on the characterization
conditions, the monitored parameter could also be influenced by self-heating. For
instance, the monitoring done below or above the VZTC bias point would have a
different effect on Id (Fig. 4.7). The offset remains throughout the entire BTI
characterization. The extent of the offset will depend on the proximity of the
monitoring condition to the VZTC bias point and drift of transfer characteristics due
to BTI degradation.

The convolution of parasitic BTI in HCD as a secondary effect of self-heating
cannot be ruled out as it is more susceptible to the worst-case stress condition
Vgs = Vds compared to Vgs = Vds/2 (in bulk technologies). The correlation of ∆Id,lin

and ∆Vth can serve as an indicator for the qualitative distinction of contributing BTI
component in HCD. Arfaoui, Federspiel, Mora, et al. in [149] and Federspiel, Rafik,
Angot, et al. in [312] presented this correlation to distinguish the degradation
modes into carrier energy where BTI is classified as low energy and HCD as higher
energy (Vgs ≤ Vds) stress mode. The resultant degradation of BTI assumes to be
uniform along the channel and predominantly affects the Vth, while ∆Id,lin indicates
the contribution of localized damage as well.
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FIGURE 6.10: Correlation of Id,lin degradation evolution in absolute values over stress time
with Vth shift for a device stressed in HCD mode at different temperatures. Arrow represents
the increment of stress temperature.

It can be seen in Fig. 6.10 that as the temperature is increased for the hot carrier
stress, Vth tends to degrade more for the same amount of drift in Id,lin. The ∆Vth

and ∆Id,lin correlation plotted in Fig. 6.11 shows an increase in ∆Vth contribution for
the devices exhibiting larger HCD. It is evident from the plots (Fig. 6.11) that the
scaling of HCD correlates with the increased temperature arising from geometry-
dependent self-heating. Thus, it is important to account for the temperature effect of
self-heating in addition to chuck temperature for the characterization and modeling
of HCD.
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FIGURE 6.11: Absolute magnitude of ∆Id,lin vs. ∆Vth correlation during HC stress for (a) n f
scaling, (b) different fspac, (c) wf scaling, and (d) various NREP. All devices shown in this
plot are stressed for the same HC stress condition (Stress C).

6.2.3 Effect of Source and Drain Placement in Multi-finger Layout

In devices with a multi-finger layout, the source and drain are shared between
adjacent fingers. The implication of these shared source and drain regions in terms
of HC reliability should be investigated, as indicated already by the degradation
scaling trend with n f . To study the effect of sharing a drain or a source region, the
two-finger structures are designed with respective shared drain and source regions
as shown in Fig. 6.12. Measured values of normalized Id,sat are 149.9 µA/µm,
128 µA/µm, and 132.5 µA/µm for structure with no shared S/D (DUT_N),
structure with shared drain (DUT_D), and structure with shared source (DUT_S),
respectively. DUT_D and DUT_S exhibit 8.1% and 6.9% lower Id,sat, respectively, as
compared to the reference DUT_N. Lowering of Id,sat can be associated with
self-heating or current crowding effect due to restricted drain and source shared
regions leading to increased series resistance.

Fig. 6.13 plots the measured Id and Vth degradation as a function of time for
these structures under HC stress. The degradation of Id,lin is comparable among
these structures (Fig. 6.13(a)). However, for Id,sat, Vth,lin, and Vth,sat, the DUT_D
degrades more than DUT_S and DUT_N. DUT_S shows comparable degradation of
all DC parameters to the reference structure. The higher amount of degradation in
DUT_D can be due to the following reasons: (i) the shared drain region could
experience the damage from the hot carriers of both channel region; in other words,
an interaction of both degraded regions on the respective sides of the shared drain
leads to an enhanced overall degradation (ii) current crowding effect under the
shared drain leading to an enhanced electric field and eventually higher
degradation (iii) self-heating in such short channel devices lead to the creation of
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FIGURE 6.12: Illustration of n-MOSFET structures designed to evaluate the effect of shared
source and drain. DUT_D and DUT_S are two finger structures with alternate drain and
source shared region compared to a reference structure DUT_N. Electrons in the channel
region depict the direction under HC stress conditions.
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FIGURE 6.13: Plot of time-resolved degradation magnitude of DC parameters: (a) Id,lin, (b)
Id,sat, (c) Vth,lin, and (d) Vth,sat for structures shown in Fig. 6.12. All devices are stressed for
the same HC stress condition.

local hot-spot near drain region as explained in section 4.2, this local hot-spot in
case of shared drain raise the temperature of the device from both channels and
result in more stringent HC stress condition. The second reason is reported in [322]
and demonstrated through 2D simulations in a bulk device. The third reason seems
more plausible in the studied devices as the interaction of degraded region will
need extremely high energy carriers and less possibility of current crowding in
FDSOI devices with un-doped channel and source/drain regions grown by dual
in-situ doped epi process.

In order to validate the hypothesis of thermally coupled local hotspot induced
by self-heating in the shared drain structure, 2D technology computer-aided design
(TCAD) simulations have been performed. The layout of DUT_N, DUT_D, and
DUT_S contains dummy gates that are generated by standard RF parameterized
cell (PCell). The dummy gates are essential to consider for the self-heating
simulations as it defines the vicinity of reflective boundary to the heat source. The
reflective boundary in simulation also imitates the presence of STI in the actual
device. In these simulations, the heat generation and thermal coupling are not
calibrated with experiments. The main aim of the simulation is to compare and
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conceptually understand the impact of heat generation and thermal coupling in the
respective structures. In addition, the effects of middle-of-line (MOL) and BEOL are
ignored to speed up the process and device simulations. An ideal surface thermal
conduction is assumed at the gate, drain, and source contacts. Fig. 6.14 shows the
simulated lattice temperature profile in DUT_D and DUT_S structures. The
high-temperature hotspots are visible near the drain regions in both structures
[323]. The relative comparison of local temperature in the channel (lateral direction)
between the two structures is plotted in Fig. 6.15. The peak temperature near the
drain region in a structure with a shared drain is higher compared to the structure
with a shared source. A relatively higher peak temperature can result in higher
HCD. Further, the rise in peak temperature for DUT_D can be explained as (i)
current flowing through a single drain region resulting in a higher number of
scattering events (ii) effective thermal coupling of local hotspot near drain region
due to close vicinity.

 



 



FIGURE 6.14: 2D cross-section of simulated layouts of DUT_D and DUT_S structures. The
top images show the complete structure with simulated electric potential. The bottom
images show the zoomed-in active area of the whole structure with lattice temperature
profile in on-condition. Blue and red colors represent the lowest and maximum values,
respectively.
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FIGURE 6.15: Lattice temperature profile along Y-direction for the two-finger structure with
shared drain and shared source. The profile is extracted for the cut line shown in Fig. 6.14.

6.3 Vth turn-around effect in p-MOSFET

Hot carrier degradation typically results in the decrement of drain current and
increase of threshold voltage due to charge stored in bulk oxide traps and interface
traps. However, in some cases, an increased contribution of inverse polarity stored
charges in the interface and oxide traps results in turn-around phenomenon. The
amphoteric nature of interface traps depending on silicon surface potential has
been used to explain the turn-around behavior in n-MOSFET subjected to radiation
damage [324]. The turn-around phenomenon is observed under hot carrier stress
[130], [135], [325] and NBTI stress [326] in n-MOSFETs.
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FIGURE 6.16: Plot of ∆Id,sat (circle marker, left y-axis) and ∆Vth,lin (triangle marker, right
y-axis) as a function of HC stress time. The figure demonstrates the measured typical (hollow
marker) and turn-around (solid marker) phenomenon in terms of the ∆Id,sat and ∆Vth,lin
degradation. For the turn-around characteristics, the Id,sat continues to decrease with stress
time while Vth,lin first increase and then start decreasing.
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The turn-around is not a commonly observed phenomenon and rarely reported
in the literature. Fig. 6.16 illustrates the typically measured and turn-around
phenomenon under HC stress on a p-MOSFET. It can be observed that although
Id,sat keeps on degrading, the turn-around phenomenon is visible for the ∆Vth. In
literature, [130], [326] this phenomenon is associated with the interplay of interface
traps and oxide traps contributions. For the case of n-MOSFET under hot carrier
stress, the secondary generated holes due to impact ionization governed by single
and multiple particle processes are responsible for the reversal of Vth degradation
[130], [327]. However, only p-MOSFET exhibits the Vth turn-around phenomenon
for the devices investigated in this study. The turn-around phenomenon is
p-MOSFET similarly can be associated with the impact of secondary generated
electron resulting from accelerated holes’ impact ionization. It is interesting to note
that the turn-around phenomenon depends on stress voltage, stress time,
temperature, and device layout parameters. However, the device layout
parameters can be directly correlated to the temperature because of transistor
geometry-dependent self-heating.
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FIGURE 6.17: Turn-around phenomenon of ∆Vth,lin in the p-MOSFETs plotted vs. HC stress
time at different temperatures for (a) wf = 0.3 µm, (b) wf = 1 µm, and (c) wf = 2 µm. The stress
voltage is the same across all devices and temperatures.

The time-resolved Id,sat degradation for the p-MOSFET shown in Fig. 6.1(b)
indicates the saturation of ∆Id,sat for longer stress times and a prominent scaling of
saturation effect with stress voltage. The saturation of ∆Id,sat is related to the Vth

turn-around phenomenon, and for the case of stronger Vth reversal, even a recovery
of Id,sat degradation can be observed for Stress C in Fig. 6.1(b) and Fig. 6.2. The
dependence of the Vth turn-around phenomenon on temperature can be clearly
observed in Fig. 6.17 and Fig. 6.18. In all of these plots, the room temperature
measured Vth,lin degradation does not show a turn-around phenomenon, while as
the temperature rise, the Vth,lin starts to saturate and eventually turn around with
respect to the stress time. Similar temperature dependence is reported in [130],
[326]. The trapping and de-trapping in oxide bulk are governed by non-elastic
trap-assisted tunneling [328]. High temperature, which accelerates the trapping
and de-trapping in bulk oxide, explains the observed temperature dependence
[169], [328]. Fig. 6.17 plot the evolution of the turn-around phenomenon with
respect to the gate width. The turn-around phenomenon progressively becomes
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stronger for the larger widths, which can be associated with the increased
temperature caused by more pronounced self-heating. A similar trend is observed
with respect to the number of fingers (Fig. 6.18). For the device with n f = 1, no
turn-around phenomenon is observed, while for n f = 32, ∆Vth jumped to a constant
increase for T = 75 ◦C and T = 125 ◦C, ∆Vth starts to recover after an initial increase.
Note that for all cases, the ∆Vth initially increases for the very first measurement
after the application of HC stress. The very first measurement is obtained after
several seconds (> one digit) of stress time. However, it is plausible that the
turn-around phenomenon starts even before few seconds, especially for the case of
Fig. 6.17(c) and Fig. 6.18(c).
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FIGURE 6.18: Behavior of turn-around phenomenon with respect to the number of fingers
scaling. ∆Vth vs. t is plotted for n-MOSFET at different temperatures for (a) n f = 1, (b)
n f = 16, and (c) n f = 32.
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Chapter 7

Deconvolution of Hot-carrier
Degradation and Bias Temperature
Instability using Scattering
parameters

Throughout the development of semiconductor devices, two main degradation
mechanisms HCD and BTI have remained in the focus, especially when FEOL
reliability is considered. With the advancement and improvement in process
generations for achieving higher efficiency or lower power consumption, these
degradation mechanisms have competed to be a candidate who should be given
higher importance than others. Initially, HCD was treated as the foremost
degradation mechanism [134], [329], [330] and with the technology scaling, BTI
start to become a growing concern [331], [332] especially with the addition of
nitrided gate oxide [168], [174]. HCD evolved from a single-particle mechanism to a
multi-particle mechanism in ultra-scaled dimensions and remained one of the key
players in reliability. The dominance of either BTI or HCD is linked to a certain
application’s operating conditions. In general, BTI mainly affects the digital and
combinational logic circuits [330], [333].

On the other hand, analog applications operate over a range of gate/drain bias
conditions. However, this range of the bias is specific to a certain class of analog
applications such as an oscillator, amplifier, switch, current mirror, etc. Thus,
becoming more prone to HCD effects [330], [334]. Nevertheless, in a real use case,
depending on the operating conditions, the devices encounter several types of
stresses. The final effect on performance is aggregated contribution of multiple
degradation mechanisms. The knowledge of each aging mechanism optimizes
processing technologies and deploys counterbalancing techniques/practices
particular to the dominant mechanism. It is not trivial to distinguish and
experimentally extract the number of different stress types while a device is in a
typical use case condition where the bias conditions are not related to a specific
stress mode. Measurement and set up artifacts also occasionally lead to incorrect
analysis and conclusions, e.g., applying BTI stress via two different SMUs for
source and drain on large device results in an HC stress component due to a slight
mismatch between SMU voltages. In this study, it is observed that the same SMU
must be used for source and drain during the BTI stress to avoid a parasitic HCD
contribution. As the S-parameter analysis of BTI (section 5.1.3) and HCD
(section 6.1.2) stress reveals a unique signature related to each stress mode, it can be
exploited to distinguish the contribution of the individual stress mode. In
literature, there exist few reports about such experimental-based separation
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techniques and methodologies [335], [336]. In most cases for such analysis, circuit
simulation tools are used assuming quasi-static approximation for the applied
waveform and resultant degradation effects [337], [338].

This chapter highlights the unique effects seen in S-parameter analysis after HC
and BTI stress. For verification and complementing the knowledge about observed
effects, TCAD simulations are carried out using the Synopsys Sentaurus tool.
Various trap types and their corresponding influence on simulated small-signal
parameters are analyzed. The last part of this chapter demonstrates an
experimental approach to validate the utilization of S-parameters for the
deconvolution of HC stress contribution.

7.1 Small-Signal Parameter Signatures for Hot-carrier

Degradation and Bias Temperature Instability

Through a small-signal model, different components and regions of a transistor and
its associated behavior can be accessed. These model components include
physically existing entities such as gate oxide capacitance, and series resistances.
Other components represent more behavioral related entities such as conductance
and distributed capacitances/resistances. Due to applied voltage and temperature
stress, such components’ perturbations can reveal information about the nature and
localization of created defects. As shown in the previous chapters, BTI and HCD
share many resultant effects, especially in conductances and bias-dependent shifts.
However, two components that stand out to show different behavior are series
resistances and distributed gate capacitances. A simple, well-established difference
of defect localization between HC and BTI stress can be seen through these
components’ lenses. As shown already in Fig. 6.6, Cgs and Cgd exhibit an explicit
change of contributing ratio to Cgg after HC stress arising from the local change of
flatband voltage due to drain side defects. The unique signature of a relatively
larger increase in series drain resistance as compared to the source resistance due to
HC stress can be seen in Fig. 6.4 and Fig. 5.9. Extraction of these individual
components, especially Cgs and Cgd, cannot be effortlessly done without acquiring
S-parameters in nano-scaled devices with such short gate lengths and gate widths.
In modern nano-scaled devices with ultrathin gate oxide, the gate leakage currents
severely affect the accuracy of Charge Pumping and C-V measurement techniques
[119], [339]. Hence, S-parameters opportune the distinction of individual stress
mode contribution using the exclusive signature of HCD mode.

7.2 TCAD Dynamic Simulation of Defects

TCAD tools are well established and readily used for simulating the semiconductor
fabrication process and device behavior. Within device simulations TCAD tools,
various reliability aspects can be simulated [340] using incorporated models
leading to the creation of electrical field and thermal driven bulk and interface
traps. Modeling, calibration, and verification of such simulated behavior with the
one acquired through experiments is out of scope for this study. However, a simple
approach to investigate such defects can be adopted by manually introducing the
traps and charges that mimic the degraded device. This would serve the purpose as
the intention is to analyze and qualitatively compare the effects on small-signal
analysis. Using this approach, various traps are simulated with varying
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concentrations and locations within different materials and interfaces. The 2D
simulation is carried out on a standard FDSOI device structure with similar
dimensions and operating voltages to one characterized throughout this work. The
device simulator supports the frequency domain simulation at each DC step for
given frequency points by applying small-signal analogous to the RF
characterization. The output results are in the form of small-signal conductances
(A) and capacitance matrix (C) for all different contact to contact (also defined as
ports in Fig. 3.1) combinations. This equates to the Y-parameters matrix as:

Y = A + 2π f C (7.1)

The capacitance matrix is computed based on the charge-based capacitance
model [246] (Cij = −∂Qi/∂Vj for terminals i ̸= j). To simulate the behavior of BTI
stressed devices, fixed charges (FC) are introduced at the Si/SiO2 interface.
However, to mimic the localized nature of HCD, the interface traps are placed at
the gate oxide and SOI interface near the drain region. The variation of interface
traps location is studied in the following sections. It should be noted that the
simulation is aimed at capturing the electrons; hence the acceptor-type interface
traps are needed. Having an interface trap energy of zero with reference to the
conduction band will place the traps at the edge of the silicon conduction band. For
the simulations performed in this work, the trap energy of 0.2 eV with reference to
the conduction band edge is chosen. It is important to note that the RF small-signal
capacitances are simulated at f = 20 GHz to match with the extraction frequency of
experimental data presented in chapter 5 and 6. At such a high frequency, the traps
are initially occupied and cannot follow the variation of applied small-signal, i.e.,
fixed interface trap state.

7.2.1 Fixed Charges

For a first order representation of the PBTI effect, negatively charged interface
states are considered, which constitute the dominant contribution of the permanent
BTI degradation component. FC are placed uniformly throughout the Si/SiO2

interface, as marked in Fig. 7.1. The simulated electric field profile across the lateral
direction for two different sheet charge concentration is shown. Due to placed
charges, the electric field under the gate region is uniformly reduced, resulting in
the Vth increase of 34 mV and 187 mV for the charge concentration of 1 × 1012 cm−2

and 5 × 1012 cm−2, respectively. A similar effect of ∆Vth is also seen in the plot
(Fig. 7.2) of small-signal capacitance vs. gate bias. The capacitances exhibit a simple
bias-dependent shift which scales with the charge concentration.
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FIGURE 7.1: Plot of simulated lateral electric field profile (extracted at the cut line) for
different fixed charges concentration. The dotted rectangle box highlight the region where
FC are placed.
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FIGURE 7.2: Simulated small-signal capacitances (a) Cgs, (b) Cgd, and (c) Cgg for an
n-MOSFET plotted over gate bias for different concentrations of FC. The capacitances are
extracted at f = 20 GHz and Vds = 0.05 V.

7.2.2 Interface Traps near Gate

Interface traps are placed in the 4.5 nm vicinity of channel length towards the drain
end, as shown in Fig. 7.3. It can be seen from the lateral electric field profile that due
to placed interface trap charges (ITC), the electric field under that region is reduced
due to an increase of local flatband voltage. Due to localized defects, Vth,lin and
Vth,sat shift differently. Extracted values of ∆Vth,lin and ∆Vth,sat are (8 mV, 21 mV,
34 mV) and (3 mV, 8 mV, 15 mV) for the trap concentration of (1 × 1012 cm−2, 2 ×

1012 cm−2, 3 × 1012 cm−2) respectively. The reduction of electric field scales with the
charge concentration and the corresponding effect on capacitance behavior is shown
in Fig. 7.4. Due to ITC near the drain region, the Cgs does not show significant
change, while a noticeable reduction of Cgd and a rather slight decrease of Cgg is
observed. The size of the area where the interface traps are placed also reflects the
amount of change visible in capacitances. For a small region of the defects and lower
density of interface traps, the capacitances become less sensitive (see Appendix D).
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FIGURE 7.3: Electrical field profile at the cut line for the interface traps introduced at the
gate oxide and SOI interface within the cross-section of 4.5 nm.
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FIGURE 7.4: Simulated (a) Cgs, (b) Cgd, and (c) Cgg for an n-MOSFET plotted vs. Vgs for
different concentrations of ITC at the gate oxide and SOI interface. The capacitances are
extracted at f = 20 GHz and Vds = 0.05 V.

7.2.3 Interface Traps near Spacer Region

For the case of the accelerated electric field under HC stress, the high carriers tend
to extend the damaged region to the interface of SOI and spacer. The perturbation
of the electric field profile caused by interface traps near the spacer region is shown
in Fig. 7.5. Interface traps are placed with a 4.5 nm region starting from the end
of the overlapping gate to the channel region. The resultant shift in ∆Vth,lin and
∆Vth,sat is extracted as (8 mV, 22 mV, 43 mV) and (3 mV, 8 mV, 15 mV) for the trap
concentration of (1 × 1012 cm−2, 2 × 1012 cm−2, 3 × 1012 cm−2), respectively. Vth,lin

and Vth,sat increase to a similar extent as shown for the case of ITC near gate region
except for the ∆Vth,lin for 3 × 1012 cm−2. Although with similar Vth degradation, the
changes in capacitances are amplified for the case of ITC near the spacer region, as
depicted in Fig. 7.6. The behavior of Cgg remains the same while the increment of
Cgs and Cgd is clearly visible. Notice the increase of Cgs for trap concentration of
3 × 1012 cm−2, the shape of the curve starts to show a hump at approx mid-range of
Vgs. The changes in small-signal capacitances also depend on these traps’ allocated
size and location within the spacer region interface. The closer it is to the drain
region, the stronger the effect will be (see Appendix D). For the case where the traps’
location is in very close vicinity to the drain region, the electric field near the source
region starts to increase (Fig. D.5).
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FIGURE 7.5: Electrical field profile at the cut line for the interface traps placed at the interface
of spacer and SOI within the cross-section of 4.5 nm.
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FIGURE 7.6: (a) Cgs, (b) Cgd, and (c) Cgg vs. Vgs for an n-MOSFET with different
concentrations of ITC at the interface of spacer and SOI. The capacitances are obtained from
the TCAD simulation at f = 20 GHz and Vds = 0.05 V.

7.2.4 Combination of Traps

To simulate a mixture of BTI and HC stress, the fixed charges and interface trap
charges of different locations are placed in a combined fashion. As shown in
Fig. 7.7, the resulting electric field profile exhibits the effects of an individual trap
scheme (in terms of type and localization), as discussed in the previous sections.
Similarly, the small-signal capacitance in Fig. 7.8 also shows the corresponding
combined changes of each trap effect. The Vth shift caused by the combination of
these traps is additive, as listed in table 7.1. It is important to emphasize that there
is no interaction between these traps at such high frequencies and thus enables the
separation of their exclusive effect.
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FIGURE 7.7: Plot of simulated lateral electric field for the combination of traps shown in
Fig. 7.1, Fig. 7.3, and Fig. 7.5

TABLE 7.1: Resultant increase in Vth,lin after introducing different types of traps at different
locations and concentrations. The trap concentration for FC is fixed to 1 × 1012 cm−2.

Trap FC ITC ITC Summation Combined

concentration near gate near spacer Simulation

1 × 1012 cm−2

×1012 cm−2
∆Vth(mV) ∆Vth(mV) ∆Vth(mV) ∆Vth(mV) ∆Vth(mV)

1 34 8 8 50 51
2 34 21 22 77 78
3 34 34 43 111 113
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FIGURE 7.8: Behavior of small-signal capacitances (a) Cgs, (b) Cgd, and (c) Cgg with respect
to Vgs simulated for a combination of different trap profiles as shown in Fig. 7.7. The
capacitances are computed at f = 20 GHz and Vds = 0.05 V.

7.2.5 Drain Series Resistance effect

Fig. 7.9 shows the effect of added extra series resistance at the drain terminal on the
capacitance behavior. The effect of pure series drain resistance increment perfectly
counterbalances the increase in Cgs to the decrease in Cgd. The shift of capacitance
effect is mainly visible at higher gate biases, contrary to the shift in capacitances
observed previously in the mid-range gate bias. This can be explained by the
addition of series resistance which is not influenced by the defect in the gate oxide,
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eliminating the non-uniformity of flatband voltage. An increment of drain series
resistance also occurred due to created defects and traps; however, the capacitance
changes only arise from altered electrostatic potential.
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FIGURE 7.9: Effect of adding series drain resistance of 100 Ω on (a) Cgs, (b) Cgd, and (c) Cgg
plotted vs. Vgs.

7.2.6 ∆Vth Correction

To filter out the shift of bias point due to traps and charges, ∆Vth corrected
capacitances are plotted in Fig. 7.10. It can be observed that Cgg after ∆Vth

compensation (Fig. 7.10(c)) shows a slight increase at the lower gate biases for the
simulation having a combination of different trap profiles. The ∆Vth shift entirely
compensates for FC-related changes. An apparent vertical increase of Cgs is
observed after ∆Vth correction for the interface traps. ∆Vth corrected Cgd, on the
other hand, depicts slight decrement for the interface traps.
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FIGURE 7.10: Plot of ∆Vth corrected capacitance (a) Cgs, (b) Cgd, and (c) Cgg with respect to
Vgs shown for different trap profiles.
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7.3 Empirical Modeling based deconvolution of Hot-carrier

Degradation

After validation of experimentally observed changes with TCAD simulations, a
measurement methodology can be devised to utilize the unique signature of
interface traps generated by HC stress. For such methodology, the capacitance and
resistance changes are empirically modeled to quantize and correlate with applied
HC stress using the power-law model as follows:

∆RF_parameters = a × ∆DC_parametersb (7.2)

∆RF_parameters = a ×
t

to

b

(7.3)
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FIGURE 7.11: ∆Vth corrected
∆C and ∆R plotted vs. HC
stress duration.

where a and b are the (dimensionless) fitting
parameters. The empirical correlation of ∆C and
∆R can be established with the stress time or with
degraded DC parameters such as Vth,lin, Vth,sat, Id,lin,
or Id,sat. Several devices are stressed in HCD
mode for the different duration to formulate the
correlations. Fig. 7.12(a) shows the ∆Vth corrected
shift of small-signal capacitances as a function of Vth,lin

shift caused by HC stress. The trend of increased
Cgs, Cgg, and decreased Cgd matched well with the
TCAD simulations. Another parameter of interest,
i.e., change of series drain resistance, is shown in
Fig. 7.12(b). It can be seen that the measurement data
points are rather coarse. To improve the accuracy
of empirical relation, the individual effect can be
merged together. Fig. 7.12(c) shows the difference
of capacities component and summation of series
resistance components to reflect an enhanced signal. Similar relation of ∆Vth

corrected small-signal component changes with respect to stress time is shown in
Fig. 7.11.
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FIGURE 7.12: Plot of ∆Vth corrected shift of (a) C and (b) R (c) summation of ∆C and ∆R
effect plotted vs. Vth,lin degradation caused by HC stress of different duration.

To validate the experimental deconvolution of HCD and BTI, a simple form of
mixed stress sequence shown in Fig. 7.13 is devised with varying duration of
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different stress modes. S-parameters are acquired before and after the entire stress
sequence. Initially, the n-MOSFETs are stressed with HC followed by the
subsequent PBTI stress. The duration of each stress is depicted in Fig. 7.13. After
stress, the small-signal parameters are corrected for the resultant Vth shift. The final
∆Vth includes the ∆Vth contribution from both BTI and HCD. The contribution of
BTI is assumed to be only Vth shift, as demonstrated in section 5.1.3 and TCAD
simulation of FC. Using the established empirical relation of ∆RF with respect to
stress time and degraded DC parameters (equation 7.3), the contribution of HCD is
computed from Vth corrected ∆C and ∆R. The computed HCD component from the
entire stress sequence is plotted in Fig. 7.14. The extracted duration of HC stress
shows good matching with the actual duration of stress. Better accuracy is achieved
using the series resistance component. Similarly, the HCD contribution of other
degraded parameters can be computed using equation 7.2. The presented
deconvolution methodology considers the following assumptions: (i) in terms of
BTI stress, no contribution of interface traps (which could result in µeff degradation
or degradation of parameters other than Vth). (ii) The experimental validation is
performed in a stress type sequence starting with HC followed by BTI. As the
degradation component due to bulk oxide traps and interface traps under HC
stress are a function of stress time, the method might need calibration in case of
alternating BTI and HC stress.

 













  

 

 

 

FIGURE 7.13: Mixed sequence of BTI and HC stress modes to validate the deconvolution
methodology. Four different variations of BTI to HC stress duration are applied to the
n-MOSFET devices.
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FIGURE 7.14: Comparison of actual vs. extracted HC stress duration within the mixed stress
sequence shown in Fig. 7.13. The computation is performed using the empirical relation of
(a) Small signal capacitances (b) series resistances. The solid line shows an ideal correlation.
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Chapter 8

Conclusion and Recommendations

8.1 General Conclusions

In this dissertation, several advancements have been made in accounting reliability
effects in RF small-signal domain. The work presented focuses on the MOSFETs
used in RF applications. Nevertheless, the conclusion is not limited to specifically
RF MOSFETs, and the obtained knowledge can be applied to MOSFET degradation
mechanisms in general. Moreover, the potential of S-parameters to provide insights
about device degradation is explored by developing new characterization
methodologies.

Before analyzing the impact of any degradation mechanism, self-heating effects
in MOSFETs having frequently used RF layouts have been studied. The work
presented in this dissertation began with reliability characterization of multi-finger
devices; however, soon, it was realized that different magnitudes of observed
degradation depending on device layout could not be explained by the degradation
mechanism itself. The temperature kinetics must be known in order to understand
the degradation effects. Rth is found to be a function of device geometric
parameters such as n f , wg, lg, fspac. Significant thermal performance is achieved by
increasing fspac, and an optimum value of fspac = 190 nm is observed in terms of Rth

and total device footprint. An empirical model based on the equivalent thermal
network as a function of device geometrical dimensions is derived. For further
optimum thermal performance, the layouts with NREP (number of repetitions
along gate poly line) and NRX (number of active area slices) are proposed.

For BTI characterization several devices are stressed to evaluate the impact of
the recoverable and permanent component of BTI stress on DC parameters.
Furthermore, the impact of BTI permanent degradation component on the
small-signal performance of FDSOI MOSFETs is analyzed. Degradation in
n-MOSFET due to PBTI is dominated by oxide defects, whereas p-MOSFET suffers
from both interface and oxide defects. The small-signal RF parameters were
majorly affected by a shift of the bias point. The correlation between DC degraded
parameters and S-parameters enables the post-stress modeling of the small-signal
parameters. Changes in RF parameters subjected to BTI stress should be accounted
for to ensure consistent performance and impedance matching. A new S-parameter
based OTF BTI characterization technique (SOTF-BTI) is demonstrated utilizing the
S-parameters measurements at the stress level. Through S-parameters, the gain
parameter was extracted and correlated with the shift of gate bias and ultimately to
the shift of Vth. The results are sensitive to the accuracy of the initial gds at t0 and
∂Vgs/∂gds. This technique fundamentally provides an opportunity to avoid the
recovery effect during the BTI characterization. Using the SOTF-BTI technique, the
∆Vth is monitored for the PBTI in n-MOSFET and NBTI in p-MOSFET resulting in a
larger ∆Vth compared to the “fast-Id” method for the longer stress times. The
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n-MOSFETs are observed to be less prone to fitting error of ∂Vgs/∂gds as compared
to p-MOSFETs. In order to improve the accuracy of the method, multiple devices
should be measured to improve the precision statistically. The proposed setup
integrates the reliability characterization and S-parameters which aids the
reliability assessment beyond DC parameters and implies RF parameters as the
potential indicator of device lifetime.

For hot-carrier degradation analysis, it is shown that the HC stress has a
prominent effect on Id and Vth degradation. From S-parameter analysis, it is
established that the degradation in small-signal gain parameters is directly
correlated with the DC parameters degradation. HC stress has not impacted the
frequency behavior of the S-parameters. Extraction of series resistance component
shows a dominant increase of Rd. The corresponding gain degradation effects are
propagated to RF key FoMs, i.e., ft and fmax. The distribution of small-signal
capacitance reveals a unique HCD degradation signature caused by the change of
local flatband voltage at the drain side. ∆Vth corrected Cgg before and after stress
remains the same. However, ∆Vth corrected Cgs and Cgd increases and decreases
after HC stress, respectively. The changes in small-signal capacitances are then
qualitatively verified with the TCAD dynamic simulations. Simulated small-signal
capacitances for different fixed charges and interface trapped charges match with
the observed experimental trends after BTI and HC stress. It is shown that the fixed
charges at the Si/SiO2 mimicking PBTI stress results in the Vth driven shift of CV
characteristics. The TCAD simulation of interface traps near a drain and spacer
region resembling the effect of HC stress results in an increment of gate-source
capacitance and decrement of gate-source capacitance. However, the total gate
capacitance when corrected for Vth remains mainly unaffected as observed
experimentally. Based on the unique signature of HCD and BTI degradation
observed in small-signal capacitances a new deconvolution technique is
demonstrated. The technique is validated through a mixed HC and BTI stress
sequence. HCD component in a mixed stress sequence is filtered out using
empirically established relations for changes in small-signal capacitances and series
resistances.

Based on the experimentally observed trends of device degradation and
self-heating, an essential correlation is established. The measured HCD is directly
correlated with the increased temperatures caused by the self-heating. Extracted
Rth for varied geometries are used to calculate the device internal temperature
during HC stress. This enables the modeling of HCD by including Rth for the
correct temperature assessment. As the temperature rises, the secondary BTI effect
in HCD becomes prominent, and the Vth shift component tends to increase
compared to the ∆Id component. This emphasizes that it is important to consider
self-heating during HC stress, especially for the multi-finger RF layouts. The
change of degradation mechanism based on device geometry needs to be
appropriately accounted for in the lifetime calculation.

8.2 Recommendations for Future Work

As several conclusions and insights into the field of RF reliability are presented in
the previous section, this work also put forward some new questions and outlooks
for future work.

– While modeling the self-heating dependence on device geometric parameters,
the total number of drain and source contacts are considered. Unavailability
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of designs with a different number of contacts while fixing the other layout
parameters results in the lack of information regarding the relative impact of
contacts on self-heating. In the next iteration, structures with different number
of contacts should be analyzed to separate the corresponding effects.

– The impact of small-signal performance analyzed under DC HC and BTI stress
conditions reveals that most of the degradation can be translated back to the
MOSFET’s DC metric. It is, however, necessary to evaluate the same under
alternating stress conditions to find out quasi-static approximation and a step
forward toward scalable RF reliability models.

– During the application of SOTF-BTI-BTI techniques, the drain bias is always
grounded to avoid any parasitic HC stress effect. An impact of a small drain
bias on accuracy needs to be evaluated. Furthermore, under such small drain
bias, a correlation between resultant degradation and FDSOI transistor width
can be investigated for potential parasictic HC effect. Statistical analysis of
data obtained through this technique should improve the accuracy of the
method.

– The separation of HCD and BTI degradation in mixed-mode stress is
demonstrated on a relatively simple sequence. The validation should be
performed on alternating stress sequences.

– An important recommendation in terms of degradation mechanism, which is
out of scope for this dissertation, is Off-state HC stress. As in analog/RF
applications, the device experience almost all different modes of operation; it
is necessary to quantify the impact of Off-state HC stress. This would enable a
step towards a complete, scalable RF reliability model.

As there is always room for improvement, it is also required to conclude the
topics with an open end and interesting outlook.
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Appendix A

Directly measured S-parameters
and extracted Y-parameters

After calibration, S-parameters are measured for several devices at different bias
conditions. An example of one such measurement at a fixed bias and frequency of
1 GHz to 50 GHz is shown in figure A.1. Figures A.2 and A.3 show the median
values of the real and imaginary part of all 2-port Y-parameters with respect to
frequency in saturation (|Vds| = 0.8 V) for n-MOSFET and p-MOSFET, respectively.
Bias and frequency dependence can be observed for the converted Y-parameters.
Y12, which indicates reverse gain, is relatively insensitive to the gate bias, whereas
Re(Y21) shows transconductance is stable over the specified range of frequency.

a) b)

FIGURE A.1: Measured S-parameters after VNA calibration at |Vgs| = 0.26 V and
|Vds| = 0.8 V for (a) n-MOSFET and (b) p-MOSFET respectively with device dimension of
lg = 18 nm, wf = 1 µm, and n f = 16.
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FIGURE A.2: Real and imaginary part of 2-port Y-parameters extracted from measured
S-parameters of FDSOI n-MOSFET (lg = 18 nm, wf = 1 µm, and n f = 16) over a range of
gate bias and a fixed drain bias of Vds = 0.8 V.
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FIGURE A.3: Real and imaginary part of 2-port Y-parameters extracted from measured
S-parameters of FDSOI p-MOSFET (lg = 18 nm, wf = 1 µm, and n f = 16)over a range of
gate bias and a fixed drain bias of Vds = -0.8 V.
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Appendix B

Device Dimensions for Thermal
Resistance Modeling

TABLE B.1: Device geometrical dimensions used for the modeling of thermal resistance
(Rth).

lg (nm) wf (µm) n f fspac (nm)

18 0.3 16 86
18 0.5 16 86
18 1 16 86
18 5 16 86
18 0.5 1 86
18 0.5 8 86
18 0.5 16 86
18 0.5 32 86
18 0.5 64 86
18 0.5 128 86
18 0.5 32 86
24 0.5 32 80
28 0.5 32 76
40 0.5 32 90
60 0.5 32 110
100 0.5 32 110
18 0.5 16 86
18 0.5 16 190
18 0.5 16 294
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Appendix C

Frequency response of HCD
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FIGURE C.1: Frequency behavior of real and imaginary part of 2-port Y-parameters of FDSOI
n-MOSFET (lg = 18 nm, wf = 1 µm, and n f = 16) at bias condition of Vgs = 0.8 V, Vds = 0.8 V
for fresh and HC stressed devices under different stress voltages.
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FIGURE C.2: Frequency behavior of real and imaginary part of 2-port Y-parameters of FDSOI
p-MOSFET (lg = 18 nm, wf = 1 µm, and n f = 16) at bias condition of Vgs = -0.8 V, Vds = -0.8 V
for fresh and HC stressed devices under different stress voltages.
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Appendix D

Localization Effect of Interface
Traps

Interface Traps near Gate

Interface traps are introduced at the gate oxide and SOI interface within the
cross-section of 2 nm near the drain side, as shown in Fig. D.1. Compared to the
larger cross-section of interface traps, as shown in Fig. 7.3, the resulting capacitance
changes (Fig. D.2) are greatly reduced.
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FIGURE D.1: Electrical field profile at the cut line for the interface traps introduced at the
gate oxide and SOI interface within the cross-section of 2 nm.
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FIGURE D.2: Simulated (a) Cgs, (b) Cgd, and (c) Cgg for an n-MOSFET plotted vs. Vgs for
different concentrations of ITC at the interface of the gate oxide and SOI, shown in Fig. D.1.
The capacitances are extracted at f = 20 GHz and Vds = 0.05 V.
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Interface Traps near Spacer Region

Interface traps introduced at the interface of spacer and SOI within the
cross-section of 10 nm at the end of gate and channel overlap as shown in Fig. D.3.
The resulting changes in the small-signal capacitance (Fig. D.4) show a significant
increase of Cgs and decrement of Cgd/. For the trap concentration of 5 × 1012 cm−2,
almost all the Cgg capacitance contribution is from Cgs. Cgd is reduced to almost
overlap capacitance. Shifting the location of such interface traps with similar
cross-section towards the drain region (Fig. D.5) results in a similar but stronger
capacitance shift trend as shown in Fig. D.6. For the trap concentration of
5 × 1012 cm−2, Cgd tends to degrade even below miller capacitance value to extreme
shift in local electrostatic potential at the drain side.
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FIGURE D.3: Electrical field profile at the cut line for the interface traps placed at the interface
of spacer and SOI within the cross-section of 10 nm
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FIGURE D.4: (a) Cgs, (b) Cgd, and (c) Cgg vs. Vgs for an n-MOSFET with different
concentrations of ITC at the interface of spacer and SOI as shown in Fig. D.3. The
capacitances are obtained from the TCAD simulation at f = 20 GHz and Vds = 0.05 V.
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FIGURE D.5: Electrical field profile at the cut line for the interface traps placed at the interface
of spacer and SOI within the cross-section of 10 nm closest to the drain region.
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FIGURE D.6: (a) Cgs, (b) Cgd, and (c) Cgg vs. Vgs for an n-MOSFET with different
concentrations of ITC at the interface of spacer and SOI as shown in Fig. D.5. The
capacitances are obtained from the TCAD simulation at f = 20 GHz and Vds = 0.05 V
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