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#### Abstract

A Non-Parametric estimation technique was used to simulate realizations of a heterogeneous transmissivity field based upon sampled values from three different sampling scenarios. These realizations were compared to output from a parametric estimation technique with respect to truth as defined by an exhaustive data set of 6,000 transmissivity values. Estimated transmissivity fields were then used as input into a flow model from which fields of heads and specific discharges were obtained and compared. Given the financial limitations imposed upon the number and quality of samples reasonably available, Sequential Indicator Simulation, a non-parametric technique, was shown to be of considerable value when accompanied with sound geological input.
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# EVALUATING THE FEASIBILITY OF SEQUENTIAL INDICATOR SIMULATION IN REPRODUCING SPATIAL CONNECTIVITY IN A HETEROGENEOUS TRANSMISSIVITY FIELD 

## I. Introduction

## I.1. Motivation

In light of the recent focus upon environmental restoration, the Air Force is forced to make important decisions concerning groundwater remediation which are heavily stressed by the opposing considerations of financial impact and ethical responsibility. It is necessary, therefore, to supply Air Force decision-makers with information detailing the movement of groundwater that is subject to as little uncertainty as possible and that is accompanied with an indicator of that uncertainty.

The hydrogeological parameter most influential in the synthesis of the velocity vectors that describe groundwater flow is hydraulic conductivity. This parameter, which is a measurement of the ability of soil to conduct water, is also termed transmissivity when it is expressed as an average over the depth of an aquifer. The relative magnitude and spatial arrangement of transmissivities across a field of interest will dictate the nature
of groundwater flow. Unfortunately, there are severe financial and technological limitations upon the quantity and quality of transmissivity data that can normally be obtained. As a result, it is common practice to simply assume a constant transmissivity value over the entire field of interest. At best, a very limited number of discrete transmissivity measurements within a domain of interest are used to estimate the phenomenon over the entire domain by some moving average technique such as kriging. The resulting map of transmissivities would then be used as input into a flow modeling package (transfer function) to produce a field of head values and a field of specific discharges (response variables). Given this output, decision-makers are presumed to gain an adequate understanding of where contaminated groundwater is heading and when it will arrive. It is naive and potentially dangerous to assume, however, that any modeled flow field has accurately and precisely represented reality and is thus reliable information. It would be advantageous, therefore, to investigate an estimation methodology that will reproduce the most critical spatial characteristics of a transmissivity field, that will accommodate the less precise but cheaper and more prolific "soft" information, and that will allow for some quantification of uncertainty.

## I.2. The Issues

Consider a phenomenon which is described by the spatial and temporal regionalization of a parameter over some domain. Specifically, the flow of water through a porous medium which is described by the spatial regionalization of transmissivity values, $t(\mathbf{u})$, over the domain, $D$, of which $\mathbf{u}$, a coordinate vector, is an element.

Classically the regionalization is interpreted as a particular outcome of the random function $\{T(\mathbf{u}), \mathbf{u} \in D\}$ (Journel, 1983:446). Within this domain it is only possible to know a limited number of values for the parameter of interest which are $\left\{t\left(\mathbf{u}_{\alpha}\right)=t_{\alpha}, \alpha=1\right.$ to $\left.N\right\}$ (Journel, 1983:446). It is from the information contained in these limited number of data that an attempt will be made to estimate reality. If the data are well-behaved (Coefficient of Variation, CV, $<1$ ), then a record of successes has been established using Gaussian estimation techniques such as Ordinary Kriging (Journel, 1983:445). If the distribution of the data departs from normality, problems arise using any of the Gaussian techniques. This fact is relevant when considering the random function $T(\mathbf{u})$, since transmissivities have been shown to be distributed log-normally (Freeze, 1975:728). Two options for normalizing log-normal distributions -- (1) omitting the high-valued data or (2) smoothing out the data by passing it through some transform such as the natural logarithm -- have both been deemed unacceptable (Journel, 1983:445-446). It is, in fact, the characteristic of the log-normal distribution that distinguishes it from normality which contains the most relevant information. Because the spatial arrangement of these extreme transmissivity values contained in the distribution's tail are likely to dictate the flow path, omitting outlying data is unacceptable. A natural-log transformation of the data presents problems because it is non-linear while most estimation techniques are linear, thus creating biased results when the estimated data are transformed back (Gilbert, 1987:103). If the effects of a transformation can be understood and corrected for, a natural-log transform may be
helpful, but usually only for data sets in which the ratio of the largest datum to the smallest datum is greater than about 20 (Gilbert, 1987:149). As a result, it is important that the estimation technique be distribution-free, thus adhering to the original intent of geostatistics which is to put the data before the model (Journel, 1983:446).

A map of estimated transmissivities is a poor model of reality if it does not reflect those characteristics of the spatial function which most affect the response function (Journel and Alabert, 1990:212). If the transmissivity field being estimated contains a significant amount of connectivity among the extreme values, which is not uncommon given fluvial deposits, it will be this feature that will most affect the response function and will be the most critical to reproduce during estimation. If there is a continuous band of very high transmissivities, it will become a preferential flow channel; but if there are low transmissivities blocking that flow at any point, the flow could be completely stopped and rerouted. As a result, if preferential flow channeling exists or is suspected to exist, an estimation technique which is able to reproduce the connectivity of extreme values would be most appropriate.

Furthermore, it is important that the estimation technique be flexible enough to accept "soft" or "fuzzy" data. Because of the expense involved, hard data are usually meager. Consequently, a "good" reproduction of the spatial distribution of the transmissivity values is unlikely. Soft data, usually characterized by constraint intervals or by probabilities determined a priori, are much more available. The sources of soft data are numerous, including expert geological interpretation, seismic data, and soil grain analyses. Although less precise, soft data still contains valuable information about the
site that often times goes unused since most estimation techniques are not robust enough to utilize it.

Finally, since estimation results can be misleading, they must be accompanied by some measurement of uncertainty. Most estimation techniques cannot satisfy this requirement primarily because they can only supply a single estimated map based upon some optimization criteria. Techniques that can provide some quantification of uncertainty are those that render any number of equiprobable "simulations," the ensemble of which will depict a picture of uncertainty. Just such a simulation technique that is distribution-free, that has demonstrated success in capturing the connectivity of extreme values, and that lends itself to the utilization of soft information is Sequential Indicator Simulation (SIS).

This work will attempt to investigate the feasibility of SIS in characterizing hypothetical field transmissivity values that suggest the existence of well-connected fluvial channel features which would modify regional flow velocity fields due to controlling high transmissivities. First, a univariate analysis will be conducted on the exhaustive transmissivity field followed by a spatial description of the transmissivity covariance. Then, applying three different sampling scenarios, a limited number of hard and soft data will be extracted from truth which will be used for estimation and simulation. An estimation technique that employs a weighted-moving-average (Ordinary Kriging) will be used to identify the limitations of parametric techniques and SIS will be used to obtain equiprobable realizations of the flow field to identify the effectiveness of a non-parametric technique. The spatial characteristics of the resulting realizations from
both the parametric and non-parametric techniques will be compared to truth and, finally, a selected number will be used as input to a transfer function to generate heads and specific discharges for further comparison.

## II. Background

Several statistical techniques have been developed and employed for the estimation of unknown values over a field of interest given a subset of known information. The goal of some techniques has been to quantify the uncertainty associated with the quantity and quality of the available sample data. To accomplish this, approaches that describe the random function in probabilistic terms are used to generate conditional distributions which honor the available data at their locations and which reproduce their estimated spatial statistics. Using these conditional distributions, Monte Carlo type simulations can be accomplished sequentially across the entire domain of interest to produce multiple realizations of the random function which honor the original data and reproduce its spatial statistics. This probabilistic approach is succinctly described as a stochastic conditional simulation and it is the basis upon which SIS is built.

Another method commonly used for estimating unknown values is that of direct estimation. These techniques, including Ordinary Kriging, provide a unique image which is based upon some optimization criteria. Direct estimation is conditional in that it does honor the data at their locations, but it does not reproduce the estimated spatial statistics. Given that the goal of direct estimation is to optimize some criteria such as the minimization of error variance, its singular output appears rigid and smoothed. In his
thesis effort, Alabert presents a figure similar to Figure 1 which illustrates the difference between stochastic conditional simulation and direct estimation (1987:3).

TRUTH
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TWO CONDITIONALLY SIMULATED CURVES


Figure 1 -- Direct Estimation vs. Stochastic Conditional Simulation

## II.1. Direct Estimation

The recognition that there is spatial correlation in most Earth Science data sets has allowed for the estimation of unknown values at specific locations. This idea of spatial correlation implies that the data field of interest is continuous across its entire domain and
thus allows point estimation using known data points. One of the earliest methods of point estimation was to simply draw bisectors between all known data points defining polygonal areas of influence and then assume that every unknown location within an area was equal to the known value. This method was inadequate, however, because it left major discontinuities between polygons. A technique that overcame this shortcoming was that of assuming a linear relationship between two known values and then drawing lines between those in close proximity to create triangular planes which define the values of unknown points falling within them. While this method of triangulation was an improvement, only three values were used to estimate any one value, thus neglecting the information contained in other surrounding values. As a result, estimation techniques using all nearby known values were developed. The basis for these techniques lies in the simple act of defining some local neighborhood around a unknown point and assigning the neighborhood mean as its value. While this basis, in itself, is not a good estimator, estimates allowing for the weighting of the known values' influence upon the neighborhood mean according to their distance from the point of interest showed improvement. One method of determining weights was that of assigning them in proportion to the inverse of their squared distance from the unknown value. This had the effect of giving the closest samples more influence and the furthest samples less influence and thus provided a better estimate. All of the procedures that had been used up to this point may be appropriate depending upon the goals of the study, however none of them were specifically aimed at reducing the standard deviation of the error residuals; this is, however, the goal of Ordinary Kriging (OK). Before a discussion of geostatistics can
take place, it would be helpful to review the major assumptions that must be made prior to its use.

## II.1.1. Assumptions of Stationarity and Ergodicity

As was mentioned earlier, the phenomenon of interest, $t(\mathbf{u})$, is a singular realization of the random variable, $T(\mathbf{u})$, the set of which constitutes a random function (Journel and Huijbregts, 1991:29). Ideally, one would like to assume that the phenomenon is homogeneous over the area of interest indicating that the distribution function between any two data points, $t\left(\mathbf{u}_{1}\right)$ and $t\left(\mathbf{u}_{1}+\mathbf{h}\right)$, will remain unchanged with respect to the separation vector, $\mathbf{h}$. This assumption is not always possible, however, nor is it always necessary. As a result, lesser degrees of homogeneity, as defined under the concept of stationarity, can be assumed. (The description of stationarity using the notion of homogeneity is used purely for illustrative purposes as stationarity is a property of the model and homogeneity is a subjective impression of the population (Journel, 1986:139).)

The idea of pure homogeneity presented above is defined as strict stationarity; other relevant degrees of stationarity are second order stationarity and quasi-stationarity. If the probability distribution is a function of the vector separating two points then second-order stationarity is implied and if it depends only upon the modulus, it is considered statistically isotropic (Neuman, 1982:84). The assumption of second-order stationarity is usually appropriate for geostatistical applications and will be referred to in this work as simply "stationarity". Quasi-stationarity implies that although there may be a trend present across the site, stationarity may be assumed if it exists within the local
area as defined by the magnitude of the vector $h$ used in defining the range of the correlation structure. (Journel and Huijbregts, 1991:88).

The assumption of ergodicity means that the probability law governing $T(\mathbf{u})$ can be derived either from repeated sampling of an ensemble of statistically equivalent media at a given point in space (i.e. multiple realizations of the random function), or from samples collected at different points in a single medium (i.e. a single realization of a random function) (Neuman, 1982:83). In reality, this assumption must be adopted since we can only deal with a single realization which is truth (Neuman, 1982:83).

## II.1.2. Ordinary Kriging

Ordinary Kriging was introduced in 1962 by Goldberger as an improvement over the classical linear regression model in that it took advantage of the interdependence between the observations of the independent variable to obtain a gain in efficiency or a reduction in the prediction variance (Goldberger, 1962). Because of this characteristic, Ordinary Kriging is commonly described using the acronym BLUE, or Best Linear Unbiased Estimator (Isaaks and Srivastava, 1989). All of the estimation techniques discussed to this point were linear, theoretically unbiased estimators, however none of them specifically minimized the standard deviation of the error residual. This is the goal of Ordinary Kriging, hence the descriptor "best". Ordinary Kriging is accomplished by first describing the spatial continuity of the stationary field with a covariance or variogram structure. Using this structure, weights, determined to ensure unbiasedness and minimized variance, are assigned to known data points surrounding an unknown data
point and the unknown locale is estimated using a linear combination of the surrounding values multiplied by their respective weights. Ordinary Kriging has been used extensively for estimation and has been used as a tool and a springboard for many other estimation techniques.

Since Ordinary Kriging is a series of moving averages it tends to produce results with a Gaussian distribution. As a result, the continuity of the extreme values will always be small (Gómez-Hernández, 1991:61). This phenomenon is easily seen on gray-scale kriged maps as the grays will dominate the field while the blacks and whites appear as small discontinuous spots. This smoothing of conductivity fields may be unrealistic and may yield biased responses (Gómez-Hernández and Srivastava, 1990:395). While minimum error variance may be a relevant goal in certain cases, if reproduction of the connectivity of extreme values is the goal, a smooth surface and minimum-error variance may be deemed irrelevant and thus disregarded (Journel and Alabert, 1990:212). Furthermore, kriging does not lend itself to a determination of uncertainty. While it does provide a variance at each point of the kriged field, this is only a measure of local accuracy and not a measure of the joint spatial uncertainty which would be necessary since the calculated value of hydraulic head is dependent not upon one conductivity value but upon the field of values taken together (Gómez-Hernández and Srivastava, 1990:395).

## II.2. Conditional Stochastic Simulation

Because any estimation of an unknown parameter must involve some uncertainty, the need was recognized to describe groundwater parameters in statistical terms. This led
to the development of theoretical models whose parameters are treated as stochastic variables rather than deterministic ones; therefore the model output is described in probabilistic terms rather than in deterministic terms. (Neuman, 1982). A single discrete realization with kriging variances cannot be used to assess estimation uncertainty; a Monte Carlo approach, however, provides a convenient way to assess uncertainty (Gómez-Hernández and Srivastava, 1990:395). As opposed to a single over-smoothed kriged map, several realizations are put through a transfer function, intended to model some response to the input parameters, and a frequency distribution of the response variable is built which quantifies its uncertainty (Gómez-Hernández, 1990:60).

The earliest attempts at a stochastic model worked under the assumption that the conductivity values were statistically independent (Neuman, 1982). Neuman cites the work of Warren and Price (1961) as they attempted to determine the effects of different heterogeneities as generated by various frequency distributions upon the definition of hydraulic conductivity. A notable conclusion of their work was that it is possible to define an equivalent uniform medium for transient flow in a nonuniform medium. Freeze questioned this theory concluding that there was probably no way at all to replace a heterogeneous medium with an "equivalent" uniform conductivity field (1975:738). Probably a more important contribution of Freeze's work, however, as noted by Neuman (1982:86), is the recognition of the need to account for the correlation structure of the simulated parameter. He notes that "for a stochastic model to yield reliable results, it must take into account the manner in which point values are distributed in space" (Neuman, 1982:86). One approach has been to view the spatial variation of hydraulic
conductivities as a random field characterized by spatial covariance functions (Neuman, 1982:86). Smith and Freeze (1979) were able to go beyond the statistical independence of Freeze's 1975 work by introducing autocorrelation between discrete conductivity values using a first-order autoregressive scheme called the "nearest neighbor" model (Neuman, 1982:89). While stochastic simulations had successfully incorporated autocorrelation of parameters and were reproducing some of the global statistical properties of the "true" realization, they were still not completely accurate since they neglected to honor the known values in the simulated fields. Delhomme recognized this shortcoming and introduced "conditional" simulation (1979). Conditional simulation, which was based upon the theories of kriging, emphasized two particular features -- first, simulated T values must have the same autocorrelation as the true T field; and second, locations with measured values must be consistent with those values (Delhomme, 1979).

The generation of equiprobable fields with a common covariance structure is termed "stochastic simulation," and if each of the realizations honors the known data at the sample locations it can be called "conditional stochastic simulation" (GómezHernández and Srivastava, 1990:395). Thus a conditional simulation must meet two requisites: (1) it must produce equiprobable maps with a given covariance structure and (2) it must honor the data at their locations (Gómez-Hernández and Srivastava, 1990:396). This does not indicate however, that any algorithm that meeting the above criteria is appropriate. Journel (1974) developed a Gaussian-related model which was both a conditional and a stochastic simulation, yet Journel and Alabert showed that this algorithm produced an excess of local noise which "blurred" the strong connectivity of
extreme values (1989:123-124). Again, it is apparent that the averaging and smoothing characteristics of a Gaussian related technique are relevant and must be considered and understood before it can be used effectively. If there is connectivity of extreme values or if there are extreme values arranged in close proximity to one another, SIS may be an appropriate conditional stochastic simulator. SIS does not share the limitations of a Gaussian-related technique because it is based upon the use of a non-parametric estimation technique called indicator kriging.

## II.2.1. Indicator Kriging

Indicator kriging (IK) was introduced in 1983 by Journel as an answer to the problems presented by the assumptions inherent in parametric estimation techniques. He stated that for highly variant data (Coefficient of Variation of 2-5) parametric approaches were useless, and he offered indicator kriging as a solution which would allow a more comprehensive structural analysis and be more robust with respect to outlier values. The use of IK is simple since it utilizes the algorithm of Ordinary Kriging. Instead of averaging measured values however, IK transforms values into a series of zeros and ones based upon their magnitude with respect to a chosen cutoff value, $t_{c}$ :

$$
i\left(\mathbf{u} ; t_{c}\right)=\left\{\begin{array}{l}
1, \text { if } t(\mathbf{u}) \leq t_{c}  \tag{1}\\
0, \text { if not }
\end{array}\right.
$$

where $\mathbf{u}$ is the coordinate vector of the estimated point. As a function of $t, i\left(\mathbf{u} ; t_{c}\right)$ can be seen as a cumulative distribution function (cdf) at $\mathbf{u}$ and with respect to a single cutoff. (Journel, 1983:447). Thus, at each point in the domain, a complete cdf can be generated
which describes the probabilities of the unknown value falling within intervals as discretized by the series of selected cutoffs.

Having access to an estimated distribution as opposed to relying upon a prior assumption of normality allows for better estimation of data distributed with long tails. Ordinary kriging is focused on minimizing variance and, as a result, will not reproduce values in the tails of data sets with large variances. As a result, OK becomes an unreliable estimator of a global distribution (Isaaks and Srivastava, 1989:421).

## II.2.2. Sequential Indicator Simulation

Gaussian random function models are unable to reproduce the connectivity of extremes since they maximize spatial disorder, or entropy (Journel, 1989:33) Thus the Gaussian model precludes the clustering of high and low values which create the barriers and conduits to flow which are present in many conductivity fields (Desbarats and Srivastava, 1991:688). In SIS, the spatial continuity of the variable of interest is divided into classes and the continuity of each class is explicitly accounted for using IK. As a result, if a single class demonstrates high continuity, the variogram function will describe a long range of correlation (Gómez-Hernández, 1991:61).

SIS was introduced in 1990 by Gómez-Hernández and Srivastava as a simulation technique that honors the initial data and that can feature a "richer" family of spatial structures that are not limited by Gaussianity (395). The goal of their work was to provide an algorithm by which several equiprobable realizations can be generated to evaluate uncertainty without the limitations of parametric techniques (Gómez-Hernández
and Srivastava, 1990:395-396). SIS is also different from other conditional stochastic simulation methods in that it is conditional by construction, i.e. each simulated value is added to the field of known values to be included as part of the simulation of the next value (Gómez-Hernández and Srivastava, 1990:396). As a result each simulated value is conditioned upon all known data as well as previously simulated data. The simulation of a point is accomplished by using IK to construct a cumulative distribution function (cdf) for the location and then generating a value by Monte Carlo. The entire SIS algorithm is presented in Chapter III.

Two important advantages of SIS that have been theoretically and experimentally scrutinized are its effectiveness in the reproduction of connectivity of extreme values and its ability to allow for the incorporation of soft data. At Stanford University, Journel and Alabert have written several papers detailing a case study performed using permeability measurements on a slab of Berea sandstone (Journel and Alabert, 1988; 1989; 1990). In these works they suggested ways in which the spatial connectivity might be measured and they concluded that stochastic conditional simulators using the indicator formalism are able to reproduce connectivity as measured by indicator correlograms and that they allow for the incorporation of soft data (Journel and Alabert, 1988; 1989; 1990). In another work, Gómez-Hernández recommends the use of SIS for the generation of hydraulic conductivity fields with significant connectivity of extreme values and he cautions against the use of multi-Gaussian related techniques (1991). While a large amount of research remains regarding the effects of incorporating soft data, Wen and Kung have shown that the addition of large amount of soft data provides better characterization of reference
conductivity fields and improved transport simulation results, i.e. improved output from a transfer function (1993).

Furthermore, SIS may prove advantageous over other techniques given its capacity to generate multiple realizations that produce considerably different effects when passed through a transfer function while still honoring the original data. In a study on the Miami-Valley buried aquifer system, Ritzi and others concluded that, because of the range of outcomes that conditional indicator simulation was able to produce, it was preferred over those methods which produced only one possibility based upon some local accuracy sense (1994:672-673). After using a technique similar to SIS at the Hanford Site near Richland, WA, Poeter and Townsend stated that "a true evaluation of the possible subsurface configurations and their impact on the decision at hand is the only honest approach to groundwater analysis," thus concluding that "the era of drawing conclusions on the basis of deterministic flow and transport models has come to an end" (1994;447).

## III. Methodology

## III.1. Overview

A necessary strategy for evaluating any estimation methodology is to check the composite whole of its results against the single realization which is truth (Desbarats and Srivastava, 1991). Figure 2 illustrates how this approach might be employed to evaluate the estimation of transmissivity values in relation to their impact upon groundwater flow. Provided with a subset of truth from a sampling exercise, an estimation methodology is used to predict remaining values in an effort to approximate the entirety of truth. Each estimated field is then used as input into a transfer function from which the results can be compared to the output of reality as passed through a transfer function and conclusions can be drawn. This side-by-side comparison of what is reality and what is realistic is ideal in that efforts can be exerted toward narrowing the margin of difference between the two and then applying the knowledge to real-life situations.

The obvious problem with this technique is the acquisition of truth; either a site must be sampled so extensively as to reveal truth, or a prototype must be constructed. Detailed field studies, such as the experiments at Borden (Woodbury and Sudicky, 1991) and at the MADE site in Columbus MS (Rehfeldt and others, 1992) have been the source of valuable information, but are very cost intensive. Furthermore, since groundwater flow occurs in the hidden subsurface regions, these field studies do not allow complete


Figure 2 -- Methodology Results vs. Truth
understanding and control over experimental conditions which would allow the explicit interpretation of observations and the assessment of theory (Desbarats and Srivastava, 1991). In other words, they would not allow for a direct assessment of an estimation
methodology without some consideration of the transfer function's ability to imitate nature. Fortunately an acceptable alternative is to employ the use of hypothetical transmissivity fields. This option is cost effective and is subject to the complete knowledge and control necessary for the direct assessment of theories of estimation. Using this approach, truth would be exhaustively known, different sampling scenarios could be considered, and the response variables would not be subject to differences in transfer functions.

To accomplish the goals of this work -- that is an evaluation of the ability of SIS to reproduce connectivity, to accommodate soft data, and to quantify uncertainty -analysis will be applied to a prototype data set, thus permitting a complete statistical audit of the methods considered. It is postulated that the data set constitute a two-dimensional heterogeneous transmissivity field that typifies the connectivity of extreme values as deposited by fluvial outwash. The 6,000 values constituting the field will be regarded as the exhaustive realization of truth and will act as a paragon next to which results will be compared. The first step of the methodology applied in this work will be to conduct a univariate and bivariate analysis of the reference data set whereby the critical statistics and characteristics to be reproduced will be established and understood. Next, three sample data sets will be extracted, statistically examined, and used as input for Ordinary Kriging and SIS. Output from these estimation techniques will be qualitatively and quantitatively compared to the exhaustive data set and will be used as input into MODFLOW for comparison of the resulting fields of heads and specific discharges.

## III.2. The Walker Lake Data Set

The data set used in this work is a transformed subset of the Walker Lake data set as used by Alabert (1989) and Isaaks and Srivastava (1989) which was simulated using an analog method to obtain an outcome free of the artifacts of multivariate Gaussian models inherent in most simulation techniques (Desbarats and Srivastava, 1991:687). The Walker Lake data set was originally derived from a digital elevation model of an area in western Nevada (Isaaks and Srivastava, 1989:4). The original data set contained 1.95 million elevation values which were grouped into $5 \times 5$ blocks providing a regular grid of 260 blocks east-west by 300 blocks north-south. The variable from that data set used for this work is the " $V$ " value, as anonymously designated by Isaaks and Srivastava, which was obtained as a function of the block means and variances (1989:545). Since $V$ was derived from elevations, it demonstrates the spatial continuity common in most natural data sets (Isaaks and Srivastava, 1989:50-55). It's map exhibits features just like the topographic features shown in Figure 3.


Figure 3 -- Major Features of Walker Lake Data Set (Isaaks and Srivastava, 1989:5)

The variable, $V$, of Isaaks and Srivastava was further transformed into a transmissivity value by Desbarats and Srivastava (1991:688) using the following relation:

$$
\begin{equation*}
T=\exp (12.4-1.47 \ln (V+100.0)) \tag{2}
\end{equation*}
$$

According to Desbarats and Srivastava this transformation serves three purposes: it transforms low $V$ values into high $T$ values, thus creating large-scale high-transmissivity features in the hypothetical field; the histogram of the $T$ values resembles the standard lognormal model; and the $T$ values are scaled to be within the general range of published transmissivity values expressed in square meters per day (1991:688). In a more
subjective assessment of the hypothetical field, it is argued that the meandering hightransmissivity region could represent point bar "shoestring" sandstones while the low transmissivity areas could represent floodplain, overband and levee fine-grained deposits (Desbarats and Srivastava, 1991:688).

For the purposes of this work, a $60 \times 100$ subset was taken from the set of 78,000 $T$ values. This subset, identified by the dotted line in Figure 3 as part of the Soda Springs Valley, provides a more manageable data set as well as one with distinct areas of connectivity which resulted from the original low elevation data throughout the valley. Figure 4 is a gray-scale map of this area which will be referred to as the Soda Springs data set. The white regions highlight the areas of high transmissivity.


Figure 4 -- Map of $60 \times 100$ Transmissivity Values Comprising the "Soda Springs"

## Data Set.

## 1II.3. Statistical Analysis

The statistical analysis of the exhaustive transmissivity field will be accomplished to serve two purposes: first, it will provide an excellent tool to introduce the methods of presenting and describing the data; and second, it will establish the standards for later comparison. The univariate analysis will be conducted to show the characteristics of the distribution of the data, then the important consideration of data location will be incorporated as the spatial features of the data set are described.

## III.3.1. Univariate Analysis

Probably one of the most common descriptions of a data set, both because of its simplicity and its importance, is the histogram. The histogram of the exhaustive transmissivity field, shown as Figure 5, reveals some characteristics of the data set which are important to note. First, the data are lognormally distributed as would be expected for a transmissivity field (Freeze, 1975:728). But more significant is the bimodality of the distribution. The spike on the extreme right is a direct result of the large number of the high transmissivity values which, as can be seen in Figure 5, are spatially arranged in a manner that creates a preferential flow path, thus dictating flow direction and time. It is this portion of the distribution that Gaussian estimation techniques should have the most difficulty reproducing.


Figure 5 -- Histogram of Exhaustive Transmissivity Values

Statistics which describe the important features of the histogram are also beneficial to consider and understand. Table 1 contains these summary statistics for the exhaustive transmissivity field.

Table 1 -- Summary Statistics for Exhaustive Transmissivity Field

| Mean | 89.48 |
| :--- | ---: |
| Standard Deviation | 79.17 |
| Variance | 6267.73 |
| Coefficient of Variation | 0.88 |
| Minimum | 8.43 |
| 10th Percentile | 18.48 |
| 25th Percentile | 29.10 |
| Median | 57.01 |
| 75th Percentile | 130.20 |
| 90th Percentile | 230.04 |
| Maximum | 278.77 |
| Coefficient of Skew | 1.19 |

The characteristics of the data set that are most remarkable are the variance and the Coefficient of Variation (CV). The variance is large relative to the mean and, therefore, should be difficult to reproduce using a minimum variance estimation technique. The variance is not so large, however, as to preclude the use of a parametric methodology altogether. As was stated earlier, when the CV is greater than about two, parametric techniques are useless. In fact, when a transformation was applied to the Soda Springs data set increasing the CV to 2.73 , estimation attempts using Ordinary Kriging proved futile. By using a data set with a CV of less than two, the opportunity exists to examine the performance and potential advantages of a non-parametric technique in a situation in which a parametric technique is plausible.

Also noteworthy are the characteristics of the cdf as defined by the percentiles. Reproduction of the univariate statistics of the exhaustive data set will be judged, in part, on the adequacy of an estimation methodology to reproduce the cdf. Furthermore, the percentiles noted in the table will be used as cutoffs for the definition of the spatial arrangement of the data set throughout this work; e.g., in Figure 4 the white values are those above 230.04 and the black values are those below 18.48. This will allow for the presentation of results in a fashion which is easily related to "truth." Those values above the 90 th percentile (or the white areas on the gray-scale maps) will be the primary focus in this work as they define the preferential flow paths. Because the values at the listed percentiles will carry such importance in the definition of truth they will also be used as the discretizing cutoffs within the SIS algorithm.

## III.3.2. Spatial Continuity

The spatial continuity of a data set has traditionally been defined in geostatistics with the semi-variogram function. This function written as:

$$
\begin{equation*}
\gamma(\mathbf{h})=\frac{1}{2 N(\mathbf{h})} \sum_{i=1}^{N(\mathbf{h})}\left(x_{i}-y_{i}\right)^{2} \tag{3}
\end{equation*}
$$

where $N(\mathbf{h})$ is the number of pairs, $x_{i}$ is the value at the tail of the $\mathbf{h}$ vector and $y_{i}$ is the value at the head of the vector, measures the average degree of dissimilarity between some unsampled value, $t(\mathbf{u})$ and a nearby value, $t(\mathbf{u}+\mathbf{h})$ (Deutsch and Journel, 1992:3940). Semi-variogram values are calculated over the entire site defining the average range and degree of correlation between values at varying directions and magnitudes of $\mathbf{h}$. This correlation structure would then be modeled for each direction to provide a mathematical definition of the ranges and degrees of correlation in that direction. Normally the correlation between pairs of values will decrease as distance increases until the site variance, or sill, is reached and independence is assumed. This work will not venture beyond the description of spatial continuity for the exhaustive data set which will be used in both OK and SIS. In practice, transmissivity variograms for a site may be borrowed from a larger data set taken at the same scale from a similar depositional environment or they may be synthesized from geological drawings or interpretations (Journel and Alabert, 1990:213). If these resources are inadequate or unavailable, soil sampling strategies can be implemented which will provide the opportunity to define the spatial continuity of a site, one of which is presented in a work by Flatman and Yfantis (1984).

In order to implement any geostatistical estimation technique using the Soda Springs data set, the assumption of stationarity is requisite and, therefore, must be addressed. The assumption of stationarity is for the model's sake and has little to do with the reality of the situation (Isaaks and Srivastava, 1989:343). In fact, it is difficult to imagine any heterogeneous site that is truly stationary. As a result, the assumption of stationarity must be made cautiously and with specific goals in mind such as the reproduction of major heterogeneities.

The question of stationarity is motivated by the question of the relevance of the nearby samples (Isaaks and Srivastava, 1989:349). Nearby samples are relevant if they contain appropriate information based upon the average spatial continuity of the site. If there are major discontinuities in spatial correlation on the site, as would be the case if extreme values were connected along differing directions, then the estimation may be compromised by the existence of real non-stationarity. It was for this reason that the scope of this study was reduced from an initial analysis of the entire Soda Springs Valley to a portion dominated by only one direction of spatial connectivity.

Another concern when making the assumption of stationarity is the presence of a trend across a site. In this case, it is helpful to understand that the assumption of stationarity does not justify large search windows (Isaaks and Srivastava, 1989:343). Especially on a heterogeneous site, the suitability of conceptualizing the sample data within the search window as an outcome of a stationary random function model often becomes more questionable as the window gets larger (Isaaks and Srivastava, 1989:343). Journel and Rossi addressed this situation in a comparison of estimation techniques that
allow for a trend and estimation techniques that do not. They concluded that in interpolation situations when search strategies are retained within local windows, the final estimate will be unaffected by trend specification and the Ordinary Kriging algorithm is recommended (Journel and Rossi, 1989). Local stationarity, or quasi-stationarity, is then seen as a viable assumption in place of global stationarity (Isaaks and Srivastava, 1989:532).

## III.4. The Sample Data Sets

Three different sampling scenarios will be used to aid in the comparison of the estimation methodologies. The first sample data set will be comprised of 60 hard data values determined by the random selection of four values in each of $15,20 \times 20$ blocks across the site. This ensures a sample data set with univariate statistics very close to those of the exhaustive data set. As a result, the ability of SIS to reproduce the univariate and spatial statistics of truth will be easily and clearly demonstrated. Since 60 data values may be unrealistic, however, the second sampling scenario will be comprised only of 15 hard data points determined by the random selection of one value in each of the $20 \times 20$ blocks. This limited number of samples will highlight a greater disparity between the results from OK and SIS. Finally, one of the most valuable attributes of SIS will be exploited as 209 soft data values on a regular $5 \times 5$ grid are added to the 15 hard values. The soft values will be postulated to have come from soil core analysis allowing the determination of whether a particular transmissivity value lies below the 10 th percentile of truth, above the 90th percentile of truth, or somewhere in between. This difference
amounts to about one order of magnitude or to the difference between gravel and fine sand (Domenico and Schwartz, 1990:65).

## III.5. Ordinary Kriging

To demonstrate the limitations of a technique based upon moving averages, Ordinary Kriging will be performed on the sample data sets. Since OK is motivated by the desire to obtain an estimate with a minimum variance, the resulting estimated transmissivity fields should demonstrate a smoothing effect and, as a result, isolated points of extreme transmissivities. Since OK will be used in this capacity and since it is one of the tools utilized in SIS, a review of its construction is appropriate. (The text by Isaaks and Srivastava is an excellent source on this topic and, as such, it contributes extensively to the following condensed discussion (1989:278-290).) The concept of OK is simple -- at every point where there was no sample taken, the value will be estimated using a weighted linear combination of the $n$ available samples. This can be written mathematically using hats for any estimated values:

$$
\begin{equation*}
\hat{t}=\sum_{i=1}^{n} w_{i} \cdot t_{i} \tag{4}
\end{equation*}
$$

One of the goals of OK is to produce unbiased estimates. This requires the calculation of error residuals. The average error residuals are measured as the average of the difference between the estimated values and the true values at each respective location. Since truth is unknown, however, the concept of a random function must be employed. The estimation of a unknown value can then be modeled by a stationary
random function consisting of random variables for each of the sample locations and one for the point to be estimated:

$$
\begin{equation*}
\hat{T}\left(x_{0}\right)=\sum_{i=1}^{n} w_{i} \cdot T\left(x_{i}\right) \tag{5}
\end{equation*}
$$

Now the error residuals can be expressed as a random variable:

$$
\begin{equation*}
R\left(x_{0}\right)=\left[\sum_{i=1}^{n} w_{i} \cdot T\left(x_{i}\right)\right]-T\left(x_{0}\right) \tag{6}
\end{equation*}
$$

To ensure that the bias is zero, or that the expected value of the error at any location is zero, the assumption of stationarity is employed allowing the equivalence of the expected values of transmissivity at different locations:

$$
\begin{equation*}
E\left\{R\left(x_{0}\right)\right\}=E\left\{\sum_{i=1}^{n} w_{i} \cdot T\left(x_{i}\right)\right\}-E\left\{T\left(x_{0}\right)\right\}=E\{T\} \cdot \sum_{i=1}^{n} w_{i}-E\{T\}=0 \tag{7}
\end{equation*}
$$

To have no bias, then, the sum of the weights must equal one.
The other goal of OK is to produce an estimate with minimum variance of the error residuals. Since truth is unknown, the variance of the actual error cannot be minimized, but the variance of the modeled error, $\tilde{\sigma}_{R}^{2}$, can be. Assuming that the mean error is zero and using the rule for the variance of a linear combination of dependent random variables (Devore, 1982:213), the variance of the error can be written in terms of the random function:

$$
\begin{equation*}
V\left\{R\left(x_{0}\right)\right\}=\operatorname{Cov}\left\{\hat{T}\left(x_{0}\right), \hat{T}\left(x_{0}\right)\right\}-2 \operatorname{Cov}\left\{\hat{T}\left(x_{0}\right), T\left(x_{0}\right)\right\}+\operatorname{Cov}\left\{T\left(x_{0}\right), T\left(x_{0}\right)\right\} \tag{8}
\end{equation*}
$$

which can be rewritten as:

$$
\begin{equation*}
\tilde{\sigma}_{K}^{2}=\sum_{i=1}^{n} \sum_{j=1}^{n} w_{i} w_{j} \widetilde{C}_{i, j}-2 \sum_{i=1}^{n} w_{i} \widetilde{C}_{i, 0}+\tilde{\sigma}^{2} \tag{9}
\end{equation*}
$$

where $\widetilde{\sigma}^{2}$ and $\widetilde{C}_{i, j}$ are the variance and covariance of the random function model. What remains then is a series of $n$ equations with $n$ unknowns, and one additional equation resulting from the constraint that all weights sum to one to ensure unbiasedness. The problem of the additional equation is solved by introducing one more unknown in the form of a Lagrange parameter, $\mu$. Adding the Lagrange parameter to equation (9) in such a way that it is like adding a zero results in the following additional term:

$$
\begin{equation*}
2 \mu\left(\sum_{i=1}^{n} w_{i}-1\right) \tag{10}
\end{equation*}
$$

Now, setting the partial first derivatives of the equation for the error variance equal to zero will provide the set of weights required to minimize variance and ensure unbiasedness:

$$
\begin{align*}
& \frac{\partial\left(\widetilde{\sigma}_{R}^{2}\right)}{\partial w_{i}}=2 \sum w_{j} \widetilde{C}_{i, j}-2 \widetilde{C}_{i, 0}+2 \mu=0 \Rightarrow \sum w_{j} \widetilde{C}_{i, j}+\mu=\widetilde{C}_{i, 0} \forall i=1, \ldots, n \\
& \frac{\partial\left(\widetilde{\sigma}_{R}^{2}\right)}{\partial \mu}=2 \sum_{i=1}^{n} w_{i}-2=0 \Rightarrow \sum_{i=1}^{n} w_{i}=1 \tag{11}
\end{align*}
$$

The resulting systems of equations are referred to as the ordinary kriging system:

$$
\begin{gather*}
\mathbf{C} \\
{\left[\begin{array}{cccc}
\widetilde{C}_{1, i} & \cdots & \widetilde{C}_{1, n} & 1 \\
\vdots & \ddots & \vdots & \vdots \\
\widetilde{C}_{n, 1} & \cdots & \widetilde{C}_{n, n} & 1 \\
1 & \cdots & 1 & 0
\end{array}\right] \cdot\left[\begin{array}{c}
w_{1} \\
\vdots \\
w_{n} \\
\mu
\end{array}\right]=\left[\begin{array}{c}
\widetilde{C}_{1,0} \\
\vdots \\
\widetilde{C}_{n, 0} \\
1
\end{array}\right]} \tag{12}
\end{gather*}
$$

Solving for the weights then is simply a matter of multiplying both sides equation (12) by $\mathbf{C}^{-1}$. To incorporate the use of the variogram, $\gamma_{i, j}$, the assumptions that the random variables in the random function all have the same mean and variance are employed to establish the following relationship:

$$
\begin{equation*}
\gamma_{i, j}=\tilde{\sigma}^{2}-\tilde{C}_{i, j} \tag{13}
\end{equation*}
$$

Thus, the ordinary kriging system can be written as:

$$
\begin{equation*}
\sum w_{j} \tilde{\gamma}_{i, j}-\mu=\tilde{\gamma}_{i, 0} \forall i=1, \ldots, n \tag{14}
\end{equation*}
$$

plus the unbiasedness condition. Therefore, by using the variograms for a site, every point in a field can be estimated by taking a linear combination of the products of the surrounding points within the search radius and their respective weights as determined using the ordinary kriging system thus ensuring unbiasedness and minimum variance.

## 1II.6. Sequential Indicator Simulation

After the OK results have been obtained, the sample data set will be used as input into the SIS algorithm, from which any number of equiprobable realizations honoring the data at their locations and honoring the spatial covariance structures at a selected number of cutoffs will be obtained. Unlike OK, SIS is not an averaging technique. It uses the averaging of OK only as a means by which to develop the probability of exceeding each of the cutoffs at every point. This is accomplished through the use of indicator coding as was introduced in Chapter II.

## III.6.1. Indicator Formalism

The transformation of transmissivity values into zeros and ones creates a
Bernoulli random variable, $I\left(\mathbf{u} ; t_{c}\right)$, which has an expected value equal to the probability of exceeding a given cutoff:

$$
\begin{equation*}
E\left\{I\left(\mathbf{u}, t_{c}\right)\right\}=1 \cdot P\left\{T(\mathbf{u}) \leq t_{c}\right\}+0 \cdot P\left\{T(\mathbf{u})>t_{c}\right\} \tag{15}
\end{equation*}
$$

Thus OK can be used to arrive at an estimate of the mean at some location, $\mathbf{u}$ within any area $A \subset D$, based upon a weighted average of available sample values:

$$
\begin{equation*}
E\left\{I\left(\mathbf{u} ; t_{c}\right) \mid t\left(\mathbf{u}_{\alpha}\right)\right\}=\hat{F}\left(A ; t_{c}\right)=\sum_{\alpha=1}^{N} w_{\alpha}\left(\mathbf{u}, t_{c}\right) \cdot i\left(\mathbf{u}_{\alpha}, t_{c}\right) \tag{16}
\end{equation*}
$$

and so provide the probability that the unknown value will not exceed the given cutoff. To arrive at the cdf for each location then, an indicator variogram function is inferred for each cutoff and an estimate is made for the probability of nonexceedence at each. Consequently, IK provides a cdf conditioned by available data and by the spatial correlation of indicator data that is defined only at chosen cutoff values.

## III.6.2. SIS Algorithm

SIS uses IK as a means by which to estimate the distribution of a random variable and to account for the spatial variation of different classes of values as discretized by the cutoffs. At each unsampled node, SIS will obtain a cdf via IK from which it will generate a simulated value using the classical Monte Carlo technique. The simulated node will then be included in the data set of known values and another node will be simulated. The entire algorithm is charted in Figure 6.


Figure 6 -- The SIS Algorithm

## III.6.3. Interpretation and Selection of Realizations

Once a number of realizations have been obtained using the SIS algorithm, the question arises of how to handle them. There are several approaches that can be taken depending upon the goals of the study and upon prior site information. One common approach, and certainly the least advisable has been to use SIS as an improved interpolation algorithm, taking the first realization that is generated and drawing conclusions (Deutsch and Journel, 1992:130). This approach is doomed to failure because it does not appreciate the value of SIS which lies in its ability to reproduce spatial statistics as an average over a large number of simulations. If, however, there is some prior knowledge about the site which could define some sort of criteria or ideal from which to evaluate realizations, then a conceivable approach could be to select realizations based upon that criteria, hence conditioning the results by previously unused information (Deutsch and Journel, 1992:130). The selected realizations could then be put into a flow simulator providing results that honor that knowledge. If there are measured head values, then it may be possible to condition the selection of realizations based upon the retention of those that, when put through a flow simulator, most closely model the measured heads.

The most advisable use of SIS lies in its ability to provide a measure of uncertainty. Since each realization is an equiprobable image of reality, those spatial features which are observed on all simulated images may be considered reliable, while those features which are only seen on some images may be judged unreliable (Journel and Alabert, 1989:125). Thus, given a sufficient number of realizations, an accurate picture
of spatial features which are probable given the spatial information input into SIS can be obtained. In this work, a methodology employing a combination of the above strategies will be employed. First, a large number of simulations will be run using a particular sample data set from which a quantification of the uncertainty concerning the spatial locations of the extreme transmissivity values will be calculated. Next, those simulations best capturing the characteristics that are deemed most probable will be run through a flow simulator to generate a field of heads. The field most accurately matching the true head field will be retained as a likely configuration of the transmissivity values.

## III.7. Flow Simulation

The transfer function used for the generation of heads and specific discharges is the Modular Three-Dimensional Finite-Difference Ground-Water Flow Model, or MODFLOW, as developed by the U. S. Geological Survey. This function employs the standard block-centered flow equation:

$$
\begin{equation*}
\frac{\partial}{\partial x}\left(T \frac{\partial \phi}{\partial x}\right)+\frac{\partial}{\partial y}\left(T \frac{\partial \phi}{\partial y}\right)=0 \tag{17}
\end{equation*}
$$

where $\phi(\mathbf{u})$ is the potentiometric head. Boundary conditions of no-flow to the north and south and constant head to the east and west are established, as well as a constant gradient of 0.0167 across the site from east to west. The equation is then solved iteratively using Slice-Successive Overrelaxation. The output of this procedure includes maps of heads and maps of transverse and longitudinal fluxes. The maps of heads will be utilized by
subtracting the gradient to obtain head fluctuation fields and maps of specific discharge will be constructed using the flux data.

## III.8. Estimates vs. Truth

Comparisons of the estimated transmissivity fields relative to known truth will be made in several different fashions. First, the univariate statistics will be placed side-byside including the summary statistics, the histograms, and the cdfs. Next spatial statistics will be compared using the indicator correlogram or the centered standardized covariance which is a measure of linear correlation between two indicators, $I\left(\mathbf{u}, t_{c}\right)$ and $I\left(\mathbf{u}+\mathbf{h}, t_{c}\right)$ (Journel and Alabert, 1989:126). This function, written

$$
\begin{equation*}
\rho_{l}\left(\mathbf{h}, t_{c}\right)=\frac{F\left(\mathbf{h} ; \hat{t}_{c}\right)-F^{2}\left(t_{c}\right)}{F\left(t_{c}\right)\left[1-F\left(t_{c}\right)\right]} \tag{18}
\end{equation*}
$$

where $F\left(\mathbf{h} ; t_{c}\right)$ is the non-centered covariance of the indicator process $I\left(\mathbf{u} ; t_{c}\right)$ and is written:

$$
\begin{equation*}
F\left(\mathbf{h} ; t_{c}\right)=E\left\{I\left(\mathbf{u} ; t_{c}\right) \cdot I\left(\mathbf{u}+\mathbf{h} ; t_{c}\right)\right\}=P\left\{T(\mathbf{u}) \leq t_{c}, T(\mathbf{u}+\mathbf{h}) \leq t_{c}\right\} \tag{19}
\end{equation*}
$$

(Journel and Alabert, 1989:126). Finally, the products of the transfer function will be evaluated next to truth to obtain an appreciation for the effects of different estimation techniques upon the output to be used by decision makers.

## IV. Results

## IV.1. Spatial Description of Exhaustive Transmissivity Field

Analysis of the spatial continuity of the exhaustive transmissivity field was accomplished to provide covariance models for both OK and SIS. A single model using hard transmissivity values was needed for OK while SIS requires models derived from the correlation among indicator data at each selected cutoff. The algorithm requires, in both cases, models for the direction with the largest range of correlation, the major axis, and for the axis orthogonal to it, the minor axis. From this information the algorithm will infer an oval of correlation around a point to be estimated.

To realize the spatial correlation of the Soda Springs data set, the Geostatistical Library, or GSLIB, by Deutsch and Journel was used (1992). First variograms were calculated every five degrees around the tail of $\mathbf{h}$, giving a total of 72 directions. These variograms were then plotted as variogram maps, as shown by the example in Figure 7, to determine the major and minor directions of anisotropy. On this map, the white area is equal to the site variance and therefore defines sill. The major axis corresponds with approximately 0 degrees east.


Figure 7 -- Variogram Map for Exhaustive Transmissivity Field


Figure 8 -- Variograms for Principle Axes

Once the principle axes of anisotropy were determined, their respective variograms were plotted and mathematical models were fitted to each for input into the OK and SIS algorithms of GSLIB. Examples of this are shown in Figure 8, where the
major axis of 0 degrees east and a minor axis of 0 degrees north from the variogram map above are modeled. The variogram map and models shown are used for Ordinary Kriging; maps and models were completed on the indicator data at each cutoff for use in SIS.

## IV.2. Sampling Scenario 1 ( 60 Hard Data)

The first sampling scenario includes a series of 60 hard data values determined by the random selection of four values in each of $15,20 \times 20$ blocks across the exhaustive site. Figure 9 is a plot of the sample values across the domain of interest; the size of the circle is proportional to the relative magnitudes of the sampled values. Given the large number of transmissivity measurements, this scenario may be somewhat unrealistic for Air Force purposes but it will prove informative for experimental purposes.


Figure 9 -- Sampling Scenario 1 (60 Hard Data)

## IV.2.1. Summary Statistics of Sample Data Set

As can be seen in Table 2 and in Figure 10, the large number of data values provides sufficient information to adequately reproduce the univariate statistics of the exhaustive data set. In the SIS algorithm, the density of the values and the corresponding structure of the histogram, will allow for the use of its cdf in defining the output cdfs.

Table 2 -- Summary Statistics for 60 Hard Data in Sampling Scenario 1


Figure 10 -- Histogram of 60 Hard Data in Sampling Scenario 1

## IV.2.2. Summary Statistics of Ordinary Kriging Output

Since the Soda Springs data set was derived from elevation data, it is relatively smooth, i.e. there are no major areas with discontinuities. This characteristic of the data set favors the smoothing that is usually a result of OK. However, since the algorithm is simply a series of reestimated means at each unknown location, it will tend to reproduce more values in the middle of the distribution and less at the extremes. Figure 11, a grayscale map of the OK output, illustrates this by the evident dominance of the gray values and the limited areas of white and black.


Figure 11 -- Truth vs. OK Output (60 Hard Data)

As will be the standard throughout this work, and unless otherwise noted, the shades of gray will correspond to the cutoffs defined by the 10th, 25 th, 50 th, 75 th, and 90th percentiles of the exhaustive data set. As a result, the above map of estimated
transmissivities should be comparable to the true map shown in Chapter III. The OK map appears to have performed well, especially in the reproduction of the higher extremes along the top of the field. The summary statistics and histogram shown in Table 3 and Figure 12 respectively, however, highlight the expected deficiencies of OK. An examination of these statistics reveals a one-half reduction in the variance and a subsequent reduction of the extreme values. The histogram shows that the entire distribution was moved toward center with the median value being shifted to the right. Despite these expected changes however, OK still does relatively well in reproducing the values above the 75th percentile. The reason for this is more apparent in Figure 13, a plot of the exhaustive cdf vs. the OK output cdf.

Table 3 -- Summary Statistics for Ordinary Kriging Output (60 Hard Data)

| Mean | 99.11 |
| :--- | ---: |
| Standard Deviation | 56.44 |
| Variance | 3185.81 |
| Coefficient of Variation | 0.57 |
| Minimum | 16.87 |
| 10th Percentile | 46.89 |
| 25th Percentile | 56.34 |
| Median | 80.48 |
| 75th Percentile | 125.65 |
| 90th Percentile | 192.87 |
| Maximum | 278.77 |
| Coefficient of Skew | 1.17 |



Figure 12 -- Histogram of OK Output (60 Hard Data)


Figure 13 -- Comparison of cdfs for Truth and OK Output (60 Hard Data)

It is apparent in Figure 13 that there is a reduction of the extreme values in the OK output, however there is still a single point, occurring at approximately the 70th percentile, at which the true cdf and the OK cdf are equal. Outward from this point in either direction, OK gradually departs from truth. Consequently, those values close to the 70th percentile, especially those in the increasing direction, are reproduced rather well.

## IV.2.3. Average Summary Statistics of 50 SIS Simulations

50 SIS simulations were generated for this sampling scenario. To show the summary statistics of any one of the simulations would be misleading however, since simulation theory only guarantees a match as an average over a large number of realizations (Deutsch and Journel, 1992:130). Consequently, the most efficient demonstration of SIS's effectiveness in this respect is a cdf plot of the exhaustive cdf vs. the average SIS cdf over 50 realizations as is shown in Figure 14. This plot clearly demonstrates the ability of SIS to reproduce the true cdf as an average over a large number of realizations given a sufficient number of hard data points. This is a significant ability of SIS, however, of more significance is the spatial arrangement of the data.


Figure 14 -- Comparison of cdfs for Truth and SIS Output (60 Hard Data)

## IV.2.4. Evaluation of Uncertainty

Providing a picture of the spatial arrangement of the 50 SIS realizations first requires the consideration of uncertainty. As was stated earlier, each realization is an equiprobable image of truth, honoring both the location of known data points, as well as the given spatial covariance structure. As a result, the output from the realizations can be evaluated most effectively by noting the spatial arrangements that occur most often. This, however, is not an objective process. Consequently, conditioning the definition of what is certain or uncertain upon other information is helpful.

To illustrate this, a cutoff above or below which the spatial arrangement of values is considered significant must first be chosen. In this work, this is the cutoff corresponding to the 90th percentile of truth, or $230.04 \mathrm{~m}^{2} /$ day. Next, all of the simulations are re-coded so that all values falling above the cutoff are equal to one and all
values below the cutoff are equal to zero. Now if each location is averaged across all realizations, some number between zero and one will result, indicating the percentage of the time that a particular location exceeded the cutoff. Consequently, it is necessary to determine a "significant" percentage above which it is probable that a value at a location exceeds the cutoff in reality. Because of the large range of variations possible, it may be incorrect to assume that, because a particular location exceeded the cutoff less than half of the time, it is probably less than the cutoff. In fact, the percentage of values that exceeded the cutoff more often than not is only 2.65 . The plot in figure 14 indicates, however, that the average percentage of values above the cutoff is very close to that of truth, or about $10 \%$. Therefore it may be more appropriate to determine the "significant" level of uncertainty based upon the known percentage of values above a given cutoff. This can be determined using sound geological knowledge of the site, using the statistics of the sample data, or using the average of all SIS realizations. In this case, if $10 \%$ is chosen as the desired percentage of values above the cutoff, those locations exceeding the cutoff more than three times out of ten, or at the $30 \%$ probability level, would be significant. (In other words, $10 \%$ of the values exceeded the cutoff at least $30 \%$ of the time.) This map, called a probability map, is shown as Figure 15. The white areas would be those with transmissivity values supposed to exceed $230.04 \mathrm{~m}^{2} /$ day.


Figure 15 -- Truth vs. SIS Probability Map (60 Hard Data)

It is apparent from this map that the major features of the high-valued data in the exhaustive data set were captured by SIS, but not necessarily to any better extent than was accomplished using OK. A necessary check on the validity of the SIS results, as presented, is to confirm that the covariance structure for the given cutoff is honored. This check is performed on the results in sampling scenario three.

## IV.3. Sampling Scenario 2 ( 15 Hard Data)

Sampling Scenario 2, comprised of only 15 hard data points, is perhaps more realistic given the cost of transmissivity measurements. The locations of the samples were determined by making a random selection of one location in each of the $15,20 \times 20$ blocks. The locations and relative magnitudes of the samples are shown in Figure 16.


Figure 16 -- Sampling Scenario 2 ( 15 Hard Data)

## IV.3.1. Summary Statistics of Sample Data Set

Because of the sampling strategy, the summary statistics in Table 4 are close to those of truth. The difficulty that is presented with such a small number of data points, however, is more evident in the histogram shown as Figure 17. Since there is a small number of data points, the distribution is not well defined. As a result, SIS will be performed using liner interpolation between the cutoffs and power models at the extremes (Deutsch and Journel, 1992:131-134).

Table 4 -- Summary Statistics for 15 Hard Data in Sampling Scenario 2

| Mean | 91.41 |
| :--- | ---: |
| Standard Deviation | 85.71 |
| Variance | 7346.20 |
| Coefficient of Variation | 0.94 |
| Minimum | 20.26 |
| 10th Percentile | 22.57 |
| 25th Percentile | 30.45 |
| Median | 50.45 |
| 75th Percentile | 136.56 |
| 90th Percentile | 278.77 |
| Maximum | 278.77 |
| Coefficient of Skew | 1.39 |



Figure 17 -- Histogram of 15 Hard Data in Sampling Scenario 2

With so few points, the smoothing aspect of OK is much more apparent. The map of the output, Figure 18, illustrates this in that the extremes have been reduced to small isolated spots. This phenomenon is illustrated further by the summary statistics of the output shown in Table 5 and in Figure 19.


Figure 18 -- Truth vs. OK Output (15 Hard Data)

Table 5 -- Summary Statistics for OK Output (15 Hard Data)

| Mean | 93.51 |
| :--- | ---: |
| Standard Deviation | 42.44 |
| Variance | 1801.24 |
| Coefficient of Variation | 0.45 |
| Minimum | 20.26 |
| 10th Percentile | 49.20 |
| 25th Percentile | 61.06 |
| Median | 83.96 |
| 75th Percentile | 114.15 |
| 90th Percentile | 159.86 |
| Maximum | 278.77 |
| Coefficient of Skew | 1.09 |



Figure 19 -- Histogram of OK Output ( 15 Hard Data)

From these statistics, it is apparent that a greater degree of smoothing has
occurred because of the small number of data. The variance is less than one-third the exhaustive site variance and the 10th and 90th percentiles have moved much closer to the median. Furthermore, in a comparison of cdfs, Figure 20, the point at which the $c d f$ for
the OK output crosses the true cdf has moved further left and on either side of that point, the separation between the two curves increases quickly.


Figure 20 -- Comparison of cdfs for Truth and OK Output (15 Hard Data)
IV.3.3. Average Summary Statistics of 50 SIS Simulations

Again, it will be necessary to show the results from SIS in the comparison of cdfs context. Figure 21 shows the average SIS cdf, determined from the cdfs of 50 realizations, and the cdf of the exhaustive transmissivity field. This plot shows that despite the much lower number of samples, the summary statistics were reproduced quite well. The most notable deficiency is the overestimation of the percentage of higher values. Also, it is interesting to note the effect of the linear interpolation between the cutoffs.


Figure 21 -- Comparison of cdfs for Truth and SIS Output (15 Hard Data)

## IV.3.4. Evaluation of Uncertainty

The sample data and the average cdf indicate that there is greater than $10 \%$ of the field that exceeds the cutoff value corresponding to the 90th percentile of truth. Since truth is known, however, the probability map shown as Figure 22 is constructed so that the total number of values exceeding the cutoff be close to $10 \%$. As in sampling scenario $1,10 \%$ of the values included only those exceeding the cutoff at least three times out of ten. The map indicates that, in this case, SIS was able to reproduce a strip of connected points across the top similar to that existing in the exhaustive data set. Certainly, as an average over all realizations, SIS has out-performed OK in this respect.


Figure 22 -- Truth vs. SIS Probability Map (15 Hard Data)

## IV.4. Sampling Scenario 3 (15 Hard Data \& 209 Soft Data)

Sampling Scenario 3 is comprised of the same 15 hard data used in scenario 2, plus the addition of 209 soft data shown in Figure 23. While there is a large number of soft data, they are usually less precise and are therefore much cheaper to obtain. Consequently, depending upon the goals of the study, the opportunity exists to gain a large amount of information at a relatively small cost. The soft data used in this case are supposed to have resulted from simple soil analysis on soil cores taken on a regular $5 \times 5$ grid across the site. The effect of the soil analysis was to place constraint intervals on the transmissivity at each of the sampled locations. The soil was known to have a transmissivity falling in the top ten percent of the exhaustive transmissivity values (the
upright triangles), in the bottom ten percent (the downward facing triangles), or somewhere in between (the circles). This information, while easy to maintain and very informative, is not readily incorporated into the OK algorithm and, as a result, will not affect the OK results from sampling scenario 2. It is however, well suited for incorporation into SIS using the following indicator coding:

$$
T\left(\mathbf{u}_{\alpha}\right) \in[a, b]=i\left(\mathbf{u} ; i_{c}\right)=\left\{\begin{array}{l}
0, \text { if } t_{c}<a  \tag{20}\\
1, \text { if } t_{c} \geq b \\
\text { undefined otherwise }
\end{array}\right.
$$

(Deutsch and Journel, 1992:84; Journel and Alabert, 1989:133).


Figure 23 -- 209 Soft Data for Sampling Scenario 3
IV.4.1. Average Summary Statistics of 50 SIS Simulations

The cdf for the SIS output in Figure 24 is interesting in that it is similar to that in scenario 2 except for the tails. The addition of the soft information had the effect of further defining the tails. Thus the cdf for the SIS realizations is virtually equal to the true cdf at both the 10 th and 90 th percentiles. The uncertainty of the data falling between these two extremes seems to have created a more uniform distribution in the center.


Figure 24 -- Comparison of cdfs for Truth and SIS Output (15 Hard Data and 209 Soft Data)
IV.4.2. Evaluation of Uncertainty

Both the sample data and the cdf indicate that the percentage of values exceeding the 90th percentile of truth is approximately nine. This figure is close to truth, in part, because of the large number of data. For purposes of constructing a probability map with ten percent of the values exceeding the cutoff, it was determined that those exceeding the
cutoff at least three times out of ten should be assumed to exceed in reality. The probability map in Figure 25 indicates the effectiveness of SIS in reproducing the major features evident in the Soda Springs data set.


Figure 25 -- Truth vs. SIS Probability Map (15 Hard Data and 209 Soft Data)

## IV.4.3. Selection of a Realization

Up to this point, no single realization has been singled out. This has been done to avoid the pitfall of thinking that any one realization can be selected and used. Depending upon the goals of the study, this may or may not be appropriate. Generally, SIS results are best used as an ensemble. It has been suggested that the ensemble results could be run through a transfer function from which statistics could be created that describe the
response function (Journel and Alabert, 1990:212). This approach would certainly be valid, however, it would also be computationally intense.

As an alternative to this approach, it may be possible to condition the selection of a single realization based upon the knowledge gained from the probability maps. According to this approach, the realizations best matching the "critical" features as determined before-hand and as modeled on the probability maps could be selected for processing through a flow simulator. The selection could be further narrowed by conditioning the selection of a single realization based upon a comparison of the actual heads measured at the site and the calculated heads from the flow processor. A specific discharge field could then be generated from which the decision maker could gain information concerning the hydrogeologic character of the site. This process was performed upon the realizations obtained using sampling scenario 3. The SIS realization shown in Figure 26 was the realization selected. Summary statistics for this realization are shown in Table 6 and Figure 27.


Figure 26 -- Truth vs. a Single SIS Realization (15 Hard Data and 209 Soft Data)

Table 6 -- Summary Statistics for a Single SIS Realization

| Mean | 109.19 |
| :--- | ---: |
| Standard Deviation | 84.92 |
| Variance | 7211.41 |
| Coefficient of Variation | 0.78 |
| Minimum | 9.22 |
| 10th Percentile | 21.343 |
| 25th Percentile | 27.98 |
| Median | 85.93 |
| 75th Percentile | 178.46 |
| 90th Percentile | 243.89 |
| Maximum | 278.77 |
| Coefficient of Skew | 0.58 |



Figure 27 -- Histogram for Selected SIS Realization (15 Hard Data \& 209 Soft Data)

## IV.5. Connectivity of Extreme Values

The feature of concern in this work is the connectivity of the extreme values. Accordingly an estimated or simulated map is considered good if it reproduces the degree of connectivity existing in the Soda Springs data set. As was mentioned in Chapter III, it has been suggested that an appropriate measurement of the connectivity of values is the indicator correlogram. Using this as a tool to facilitate a comparison of the connectivity of the values exceeding the 90 th percentile of the exhaustive distribution, plots were constructed in the same fashion as the variogram plots discussed at the beginning of this Chapter. Figures 28-31 are the indicator correlogram maps for the exhaustive transmissivity field, the OK Output, and the SIS Output. The values of the contours indicate the probability that a point at the head of some vector exceeds the cutoff value of $230.04 \mathrm{~m}^{2} /$ day given that the point at the tail of the vector does.


## Figure 28 -- Indicator Correlogram Map for Exhaustive Transmissivity Field

Figure 28 indicates that the connectivity of high values in the Soda Springs data set is definitely anisotropic with the major axis traveling east-west. This feature is a direct result of the band of high values running across the top of the field. The indicator correlogram map for the OK results is shown as Figure 29. Obviously, the kriging algorithm was unable to pick up many of the higher values, much less any connectivity.

To create an indicator correlogram map for the ensemble of SIS realizations, the probability map can be used. This map will lend itself well since it can be easily converted to indicator data. Furthermore, this will serve as a check to see if this methodology produces results which honor the exhaustive covariance structure. The indicator correlogram map for the ensemble SIS results is included as Figure 30. It is apparent from Figure 30 that SIS produced results which exhibit a covariance structure quite similar to that of truth.


Figure 29 -- Indicator Correlogram for OK Output Given Scenario 3


Figure 30 -- Indicator Correlogram for SIS Output Given Scenario 3

Finally, an indicator correlogram map is constructed for the selected SIS realization and is included as Figure 31. Although not quite as good a match as the previous map, the spatial covariance exhibited by this map is still close to that exhibited by truth.


Figure 31 -- Indicator Correlogram for Selected SIS Realization from Scenario 3

## IV.6. MODFLOW Output

MODFLOW, representing the transfer function, serves two purposes. First, it is used to generate maps of head values which allows for the comparison of different SIS realizations relative to truth. As a result, the final selection of an SIS realization intended to represent truth is conditioned upon the actual head values measured at the site.

Second, MODFLOW is used to generate a particular realization of the response variable, or specific discharge, based upon the selected SIS realization. For comparative purposes,
maps of specific discharge were also generated for the exhaustive data set as well as for the OK output.

Maps of head fluctuations for truth, for the OK output, and for the selected SIS realization are shown as Figure 32. The head fluctuations were determined by subtracting the applied head gradient from the potentiometric head. Obviously, the map from the SIS realization more closely resembles truth than does that from the OK output.


Figure 32 -- Comparison of Head Fluctuation Maps for Scenario 3

Maps of specific discharge for truth, for the OK output, and for the selected SIS realization are shown as Figure 33. Again, the output from the selected SIS realization more closely resembles truth.


Figure 33 -- Comparison of Specific Discharge Fields for Scenario 3

## V. Conclusions

A brief analysis was accomplished with the goal of determining the effectiveness of Sequential Indicator Simulation in the reproduction of the connectivity of extreme values in a transmissivity field. The further reaching goal of this study was to investigate a methodology that could fit within typical financial constraints while still providing the decision-maker sufficient information upon which to base a decision as well as a concept of the uncertainty involved.

SIS was used to generate 50 realizations each given three potential scenarios. For comparative purposes, Ordinary Kriging was performed on the sample data sets as well. As an average over all realizations, SIS was able to reproduce the connectivity of extremes fairly well regardless of the sampling scenario. Because of the smooth characteristics of the data set, OK was also able to reproduce the connectivity of the high values in sampling scenario 1 , but when a lack of information in sampling scenario 2 forced a greater degree of smoothing, OK failed. In sampling scenario 3, the results of SIS were further improved by the inclusion of soft data.

A methodology for selecting SIS realizations for input into a flow model was also proposed in which the realizations with "critical" features most closely resembling those features deemed probable, were used to generate maps of heads for comparison to the measured head values. This strategy allowed for the conditioning of the SIS output based upon the probability of occurrence and upon the measured head values. The selected
realization was then used to generate a map of specific discharges which closely resembles that of truth.

When hard data are limited and soft data are available, and when there exists the potential for the connectivity of extremes, SIS should prove to be a valuable tool in estimating a transmissivity field for subsequent processing through a flow model. As is the case with all geostatistical tools, however, the effective use of SIS must be accompanied by sound geological interpretation and input, and the decision-maker must be made aware of the uncertainties involved.
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