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A Simple Model of EMI-Induced Timing Jitter in
Digital Circuits, its Statistical Distribution and its

Effect on Circuit Performance
Martin P. Robinson, Katharina Fischer, Ian D. Flintoft, Member, IEEE, and Andrew C. Marvin, Member, IEEE

Abstract—A simple model has been developed to characterize
electromagnetic interference induced timing variations (jitter) in
digital circuits. The model is based on measurable switching pa-
rameters of logic gates, and requires no knowledge of the internal
workings of a device. It correctly predicts not only the dependence
of jitter on the amplitude, modulation depth and frequency of the
interfering signal, but also its statistical distribution. The model
has been used to calculate the immunity level and bit error rate
of a synchronous digital circuit subjected to radio frequency inter-
ference, and to compare the electromagnetic compatibility perfor-
mance of fast and slow logic devices in such a circuit.

Index Terms—Digital circuits, immunity, jitter, radio frequency
interference (RFI), statistical distribution, timing delays.

I. INTRODUCTION

E
LECTROMAGNETIC interference (EMI) can cause

random variations in the timing of digital circuits. This

effect is known as EMI-induced jitter, and can occur at threat

levels that are too low to lead to false switching [1], [2]. It is

observed at all levels of integration up to very-large-scale-inte-

gration (VLSI) circuits [3]. Chappel and Zaky have proposed

defining a delay margin that will help determine whether the

jitter violates the timing constraints of a particular circuit [4].

Jitter is becoming increasingly important in the design of

logic circuits as a result of rising clock frequencies, and a level

of ‘intrinsic’ jitter (due both to deterministic effects in the link

between transmitter and receiver and to stochastic effects within

a digital device) exists even in the absence of EMI. We have re-

cently shown that EMI-induced jitter correlates with the levels

of cross-modulation products that are re-emitted when a digital

circuit is subjected to a radiated threat field—behavior which

enables us to tell which digital subsystems are affected by the

interference, and to predict when circuit failure is imminent [5].

It would be useful to be able to predict the levels of jitter,

and researchers have modeled the susceptibility of logic devices

to EMI using circuit analysis tools such as SPICE [1], [6], [7].

Although these can give accurate results, they may be compli-

cated to set up and SPICE simulations sometimes require knowl-

edge of the internal workings of devices that manufacturers are

unwilling to supply [8]. Our approach has therefore been to
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Fig. 1. Simple theory of RFI-induced jitter.

concentrate on “intermediate level tools”: analytical or empir-

ical design methods that are sufficiently accurate to be useful,

while being simple enough to use at an early stage in the design

process.

In this paper, we take a simple model of jitter that we have

previously described [9], and show how the addition of an extra

element, a low-pass filter, leads to improved predictions of both

the level and the statistical distribution of timing variations. We

then go on to investigate how such variations can lead to failure

in a real circuit, and consider the relative merit of implementing

the circuit with fast or slow logic families.

II. SIMPLE THEORY OF JITTER

Consider a nominally square-wave signal being passed

between two logic inverters in a digital circuit. If some small

amount of radio frequency interference (RFI) is coupled into

the circuit then we begin by assuming that the signal at the

input to the second gate is the sum of the logic waveform and

the RFI.

Fig. 1 shows how this can lead to timing variations. If the

instantaneous value of the RFI is positive at the moment of

switching, then the input signal will cross the logic threshold

a little earlier than usual, while if the RFI is negative, the

switching will occur later. If there is no fixed phase relationship

between the system clock and the interference, there will be

a random distribution of switching times, whose envelope we

can define as the level of jitter.

By further assuming the logic waveform to be trapezoidal, we

can predict the jitter induced in a logic device with rise time

and switching amplitude . If the threat waveform is a modu-

lated sine wave of root-mean-square voltage and modula-

tion depth , then the peak-to-peak threat signal is

(1)
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To obtain the maximum variation in delay, i.e, the jitter, we

multiply this by the rate of change of the signal during the tran-

sition, i.e, by , giving

(2)

We have shown previously that this theory gives reasonable

agreement with measurements for six different families of logic

devices at threat frequencies of up to 100 MHz [9].

The simple theory outlined above assumes that the level of

RFI is constant over the switching time of the gate. This assump-

tion is valid if the period of the RFI is large compared to , and

is likely to become untenable as the threat frequency increases.

Indeed, we do see two discrepancies with measurements.

1) The observed level of jitter is not independent of threat

frequency as the simple theory suggests.

2) The statistical distribution of timing variations is not sym-

metrical as might be expected from the theory.

Before explaining how the simple theory can be modified to

account for these effects, it is first necessary to consider the

statistical distribution of a modulated sine wave.

A. Statistical Distribution of the EMI

According to the simple theory outlined above, the changes in

signal amplitude are converted to changes in timing by the rising

(or falling) edge of the pulse. The statistical distribution of the

timing variations can therefore be obtained from the probability

density function (PDF) of the RFI. This is simply the likelihood

of the RFI having some value at a randomly chosen time. If

the threat waveform is an unmodulated sine wave of unit am-

plitude, then, the PDF is obtained by differentiating the func-

tion and normalizing so that the integral of the PDF is

unity. This gives

for (3)

This is illustrated in Fig. 2, where the peaks in the PDF occur

because the sinusoidal waveform spends more time near its ex-

tremities than at the centre.

If the threat waveform is now amplitude modulated with an-

other sine wave, the PDF is less straightforward to calculate.

However, we may consider the PDF as a weighted average over

all possible values of amplitude between and [which

themselves have distribution similar in form to that of (3)]. By

integrating these low-frequency PDFs, we obtain the following

expression for the amplitude-modulated RFI:

for (4)

which, although not soluble analytically, can be evaluated nu-

merically, giving PDFs such as those shown in Fig. 3, for var-

ious values of .

Note the symmetry of the distribution, and the way that the

range widens but the two peaks move closer together as the mod-

ulation depth increases.

Fig. 2. PDF of an unmodulated sine wave.

Fig. 3. PDFs for amplitude-modulated sine waves of various modulation
depths m.

We may briefly consider other forms of modulation. Fre-

quency modulation and phase modulation should give the same

PDF as an unmodulated sine wave, because the PDF does not

depend on carrier frequency or phase. For pulse modulation, the

PDF will have the same (unmodulated) form when the modula-

tion is “on,” but will be a delta function at when the

modulation is “off,” the combined PDF being a weighted av-

erage depending on the duty cycle. Other types of interference

such as Gaussian noise are not considered here but could be the

subject of further research.

III. MEASUREMENTS

Simple digital circuits were used to investigate the envelope

and the distribution of timing variations. Previous work had in-

dicated that although jitter could be induced by applying RFI

to any of the pins of a logic integrated circuit (IC), the greatest

levels were seen when it was applied directly to the track con-

necting the output of one gate to the input of the next [9]. Fig. 4

shows a typical test circuit. RFI was applied in one of two ways:

by coupling to a particular point in the circuit using a purpose-

built injection circuit, or by irradiation of the circuit board in an

anechoic chamber.

The injection circuit is shown in Fig. 5. The 3:1 transformer

matches the 50- threat source (a signal generator and ampli-

fier) to the 5.6- resistor. When plugged into the test circuit, it

acts as an isolated RF source with an impedance of a few ohms.

To allow the signals on the test circuit to be monitored while

the board was irradiated, digital optical-fiber links were con-

nected to each IC. These have an intrinsic jitter of between 1
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Fig. 4. Jitter test circuit.

Fig. 5. RF injection circuit.

Fig. 6. Delay parameters obtained from the oscilloscope.

and 2 ns, which has an approximately Gaussian distribution, and

which limits the lowest levels of jitter that can be measured.

The signals at various points in the circuit were displayed on

a Tektronix TDS540 digital storage oscilloscope. This was in-

terfaced to a computer, enabling us to acquire a large number

of waveforms for statistical analysis. Fig. 6 shows how the jitter

can be obtained as the difference between maximum and min-

imum delays.

Fig. 7 shows the variation of jitter with injected RFI voltage,

measured at seven frequencies. The variation becomes nonlinear

as the level of RFI increases, although the deviation from lin-

earity is different for the high and low threat frequencies. Each

curve stops at the point where the circuit fails as a result of

false switching. At the higher frequencies, we see less induced

jitter and higher immunity, an effect not predicted by the simple

theory. This variation of jitter with frequency was also noted by

Laurin et al. [2].

The statistical distribution of delay variations is shown in

Fig. 8 for four different values of modulation depth (modulation

frequency 1 kHz). There are peaks in the distribution whose po-

sitions are well predicted by the simple model. The peaks are

Fig. 7. Measured variation of jitter with threat level and frequency.

Fig. 8. Measured distributions of delay times for four different modulation
depths of interfering RF signal.

Fig. 9. Improved model for jitter including low-pass filtering.

not as sharp as those seen in Fig. 3, but this can be explained

by considering the observed distribution as a convolution of the

RFI-induced jitter with the intrinsic jitter of the measurement

system. The distribution also shows some asymmetry, which be-

comes more pronounced as the threat level increases, and is not

predicted by the simple theory.

IV. MODIFIED THEORY OF JITTER

We have seen that the simple theory fails to predict the re-

duction in jitter as the frequency of the RFI increases. It is also

known that the immunity of logic devices to impulsive noise

increases as the width of the pulse decreases. To account for

this behavior, we have enhanced the theoretical model by intro-

ducing a low-pass filter element.

For convenience, we have implemented the modified theory

using the program MATLAB [10], as illustrated in Fig. 9. In a
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Fig. 10. Variation of jitter with threat level and frequency, as predicted by the
modified theory.

practical situation, the phase of the RFI will generally be un-

correlated with the logic signal. Rather than choosing random

values for the phase, we introduce a phase-shift block into the

model and vary the phase in small steps from 0 to . As be-

fore, the logic waveform is modeled in the time domain as a

trapezoid. At each phase step, the RFI and logic waveforms

are added, and the low-pass filtering is achieved by convolving

the resulting waveform with the transfer function of the filter.

This function is a decaying exponential

for , where is the time constant of the filter. The propa-

gation delay is then obtained from the time at which the filtered

waveform crosses the logic threshold. After the phase-stepping

is completed, the jitter is calculated as the difference between

maximum and minimum delay, and the individual results can

conveniently be presented either as a plot of delay versus the

phase of the RFI, or as a statistical distribution of delay times.

Fig. 10 shows the calculated variation of jitter with threat

voltage at several threat frequencies. The model used a rise time

of 12 ns and a switching amplitude of 3.5 V. At present, the time

constant of the low-pass filter is determined empirically and

a value of 4 ns (equal to a third of the rise time) was chosen to

give the best fit to the measured data. Eventually, we hope ei-

ther to be able to relate to measurable switching parameters

of a device, or to provide values of for each available logic

family. Faster logic families are expected to have shorter time

constants. The plots in Fig. 10 end at the point where the RF am-

plitude would exceed the switching threshold, leading to static

failure. A comparison of these plots with those in Fig. 7, shows

that the modified theory successfully models the essential fea-

tures of the variation of jitter with both amplitude and frequency

of the RFI. There are discrepancies which may be due either to

the presence of intrinsic jitter or to the fact that the logic wave-

form is not a perfect trapezoid. Nevertheless, the reduction in

induced jitter with EMI frequency, and also the changes in the

gradients of the plots with increasing EMI amplitude, are well

predicted by the model.

Fig. 11 shows the statistical distribution of delay times as pre-

dicted by the modified theory. The threat signal was an unmod-

ulated sine wave with an amplitude of 1.2 V. The calculated dis-

Fig. 11. Calculated distribution of delay times, showing asymmetry.

tribution is now asymmetric, because the filtered waveform is

no longer linear (trapezoidal) as in Fig. 1. Increasing the level

of RFI in the model increased the asymmetry of the distribution,

again corresponding to our observations (Fig. 8).

The new model can also characterize the immunity of logic

gates to impulsive (transient) noise. The dynamic immunity may

be defined as the smallest pulse of a given width that will make

the gate switch. If the input is a square pulse of width and am-

plitude , then the voltage after filtering will reach a maximum

value of , before decaying exponentially

to zero. On the assumption that interference will only be prop-

agated when this maximum value exceeds the logic threshold

, the dynamic immunity will be given by

(5)

Fig. 12 shows the calculated immunity as a function of pulse

width. The model predicts that for shorter pulses, a greater am-

plitude is needed to cause switching, corresponding to the be-

havior observed in real logic devices [11].

V. EFFECT OF JITTER ON CIRCUIT PERFORMANCE

Can jitter lead to circuit failure? The effects of jitter will de-

pend on the timing constraints of a particular circuit, and it may

be that static failure (i.e, bit errors) occurs before the jitter be-

comes large enough to create problems. However we have con-

structed a simple circuit that does fail as a result of jitter, and

this is shown in Fig. 13.

In normal operation, the propagation delays in the two

branches will be closely matched, the two inputs to the ex-

clusive-or (XOR) gate will be the same, and so the output will

always be zero. However, any change in propagation delay in

one branch will lead to the inputs’ being different for a moment,

and the appearance of a short pulse or ‘glitch’ at the output. We

shall define ‘circuit failure’ as occurring when the amplitude of

this glitch is greater than the switching threshold.

As expected, injecting sufficient RFI into one branch of the

“XOR” circuit did cause glitches to appear at the output. Two

aspects of this behavior will now be considered: the immunity
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Fig. 12. Calculated immunity of a logic gate to impulsive noise.

Fig. 13. “XOR ” circuit for demonstrating effects of jitter.

level of the circuit, and the bit error rate observed once this level

has been exceeded.

A. Immunity Level of ‘XOR’ Circuit

Let us initially consider the case where the time period of the

RFI is long compared to the rise and fall times of the logic gate,

rendering the low-pass filter unnecessary, and allowing us to use

the simple theory of Section II. Let us assume that to get a glitch

from the output, the difference in timing of the inputs must be

great enough to allow the output to rise to the logic threshold.

For a trapezoidal waveform, the greatest allowable difference in

times is then .

The simple theory predicts a symmetrical distribution of

timing delays, and a maximum change in delay of .

Equating the two times, and substituting (2) gives

(6)

Interestingly, this predicts that the immunity of the circuit will

be independent of all switching parameters except for the logic

threshold.

To test this prediction, the immunity of the circuit was

measured by increasing the RFI in steps of 0.1 dB, until the

output was able to trigger an oscilloscope at the switching

threshold. The circuit was implemented using eight different

logic families, with maximum operating frequencies ranging

from less than 10 MHz for 4000B CMOS, to nearly 200 MHz

for 74ACT. Table I shows the logic thresholds [12] and the

predicted and measured immunity to 80% modulated RFI,

TABLE I
IMMUNITY OF “XOR” CIRCUIT TO 80%

AMPLITUDE-MODULATED RFI

for the various types of logic. The “observed” values are the

mean of measurements made by injecting RFI into the upper

and lower branches of the circuit in Fig. 13. The two sets of

data presented for 74LS and 74ALS refer to measurements

performed on devices from different manufacturers. The in-

terference frequency was 30 MHz for all logic families except

4000B, where it was 3 MHz.

The agreement is good, considering the simplicity of the

model. As predicted, the differences in immunity are much less

than the differences in the switching parameters of the different

logic types.

B. Bit Error Rate of “XOR” Circuit

Once the RFI has reached the threshold of immunity, errors in

the form of glitches will begin to appear at the circuit’s output.

However, not every switching transition will have its timing al-

tered sufficiently to produce a glitch. To calculate the frequency

of errors, we can refer to the statistical distribution of timing de-

lays discussed in Section II-A.

Fig. 14 shows the PDF for the instantaneous value of ampli-

tude-modulated, sinusoidal RFI. To create an error, the magni-

tude of the voltage must exceed the immunity level , and the

rate of errors is therefore proportional to the area of the shaded

regions in Fig. 14.

As can be seen from Fig. 3, changing the modulation depth

alters the shape of the PDF, and should therefore lead to a

different variation of error rate with RFI amplitude. To test this,

we calculated the error rate for various value of by numer-

ically integrating the PDF, and also measured it by connecting

a frequency counter to the output of the circuit. Fig. 15 shows

the results for 74F logic, subjected to a carrier frequency of
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Fig. 14. Probability that instantaneous value of RFI exceeds immunity level.

(a)

(b)

Fig. 15. Rate of errors produced by “XOR” circuit for threat voltages exceeding
the immunity level (a) calculated (b) observed.

30 MHz and modulation frequency of 1 kHz. The model cor-

rectly predicts that the glitch frequency rises faster when is

smaller. This behavior can be understood by referring to Fig. 3:

for smaller modulation depths, the peaks at are closer

to the edge of the PDF. The agreement between theory and mea-

surement is worse at and 1%, than at 30% and 99%. A

possible explanation is that the small amount of intrinsic jitter

in the logic devices becomes convolved with the EMI-induced

jitter, thus smoothing the peaks in the statistical distribution.

VI. DISCUSSION AND CONCLUSION

The model presented above successfully represents the de-

pendence of jitter on the amplitude, frequency and modulation

depth of the interfering signal. An advantage over more com-

plex methods is that no knowledge is required of the internal

workings of a logic device, but only measurable switching pa-

rameters such as the rise and fall times. The introduction of the

low-pass filter into the model leads to predictions of lower jitter

at higher frequencies, and higher dynamic immunity to shorter

pulses. Both these effects are observed in practical measure-

ments.

The model gives not just the maximum variation in delay

times, i.e, the jitter, but also its statistical distribution. We have

shown that this information can help us estimate the bit error

rate that occurs when the EMI-induced jitter exceeds the delay

margin in a digital circuit.

In addition to EMI-induced jitter a real circuit will have some

level of intrinsic jitter. Generally, the two effects should be un-

correlated, so the distribution of the combined jitter can be found

from the convolution of the individual distributions, and the en-

velope obtained by summing their maxima or minima. An in-

teresting situation arises when jitter is induced in different parts

of a digital circuit by the same source of EMI, as the distribu-

tions will no longer be uncorrelated. This is an area for possible

further research.

The work described above enables us to consider the relative

merits of fast and slow logic families in digital circuits. Faster

logic types are known to emit higher levels of EMI than slow

ones [13]. Slower types of logic are less susceptible to impulsive

noise when the pulse width is less than the response time. On the

other hand, the model predicts that a constant level of sinusoidal

RFI will induce greater levels of jitter in a slow logic device than

in a fast one, provided that the period of the interfering signal is

long compared to the rise and fall times of the device.

The investigation into the immunity of a real circuit revealed

that although more jitter was indeed induced in slower logic de-

vices, circuits implemented with slower logic were also less sus-

ceptible to the glitches arising from timing errors. The two ef-

fects almost cancel each other, leading to an immunity level that

depends only on the switching threshold. The work presented

here supports this advice to circuit designers: use the slowest

logic type possible without compromising circuit performance.
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