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Abstract

A new bipolar, semi-gaussian pulse shaping amplifier using transconductance-C

(Gm-C) filters has been developed for use with the Oak Ridge National Laboratory

(ORNL) MicroCAT small animal x-ray CT imaging system. The MicroCAT system

employs Cadmium Zinc Telluride (CZT), a relatively new semiconductor detector

material. The pulse shaping amplifier is based on a Gm-C filter topology and has

adjustable gain, tunable filter time constants and quality factors as well as a differential

signal path. The transconductor circuit design is also presented with emphasis placed

upon the noise and linearity of the circuit. The architecture and experimental results for

the prototype pulse shaping amplifier are also presented. The protot5q)e was fabricated in

the 1.2p AMI NWELL CMOS process through the MOSIS program.
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Chapter 1 - Introduction to the MicroCAT Project

1.1 MicroCAT Overview

1.1.1 Historical Overview

The MicroCAT system is a new, high-resolution, x-ray computed tomography

system under development at the Oak Ridge National Laboratory for use in small animal

imaging. The first phase of the system was developed to screen mutagenized mice in the

Oak Ridge National Laboratory Mammalian Genetics Research Facility, one of the

largest experimental mouse colonies in the world. This colony was established after

World War II to evaluate the effects of ionizing radiation on animals and currently houses

more than 70,000 mice representing about 400 different mutant strains. In order to

identify when a new mutant strain has developed from a mutagenesis experiment, an

average of more than 500 mice must be screened for each observed phenotype. At

present, this screening process relies largely upon time consuming behavioral analysis or

physical examinations. The MircoCAT program was initiated in an effort to accelerate

the screening process. The program is unique among small animal imaging programs in

that its objectives are to provide high-throughput data acquisition (nominally one minute

per mouse) along with high-resolution structural images of about 50 pm full-width at half

max (FWHM). Current results are promising, with image spatial resolutions of ICQ pm

and low-resolution screening data sets (-180 projections) requiring approximately 7

minutes for acquisition [1.1].



The first phase of the MicroCAT uses a commercial multi-element CCD

mammography detector for data acquisition. This CCD detector does not measure the

energy of the x-ray once it has passed through the subject of interest, but instead

integrates the absorbed x-ray energy charge over an interval of time. The second phase

will involve the use of a new cadmium zinc telluride (CZT) detector array used in a pulse

counting architecture, allowing the incorporation of the energy dependence of the x-ray

attenuation into the acquired data. While the pulse cormting system will provide poorer

statistical information than an energy integration system, the additional x-ray photon

energy information should provide greater contrast between soft tissue types and may

allow for beam hardening correction [1.16-1.18]. As apart of this second phase, custom

integrated electronics for the new detection system is under development.

1.1.2 Overview of X-ray CT

Before selecting x-ray CT for this work, several different medical imaging

modalities were considered. Among those considered were magnetic resonance imaging

(MRT), nuclear medicine including positron emission tomography (PET) and single

photon emission tomography (SPECT), and x-ray computed tomography (X-ray CT).

Each of these has applications where they are best suited; therefore, this was taken into

consideration in determining the modality most suitable for mouse screening needs. The

modality selected was x-ray CT due to its fast image acquisition time, low cost,

differentiation between skeletal and soft tissue, and its high-resolution capabilities [1.1].

The foundation fox x-ray CT, as presented in [1.2], is the attenuation of photon

flux when x-rays pass through an object. When the x-rays are monoenergetic, this



attenuation is effectively proportional to the atomic number of the object, Z, raised to the

3.4 power. For an x-ray source that is not monoenergetic, imdesirable effects such as

beam hardening [1.3] can occur. As the attenuation is still largely related to the atomic

number, these effects can be ignored for purposes of this discussion. When the object is

not homogeneous, the attenuation is a space-variant function dependent on the

distribution of the material along the line of the incident x-ray beam. If the beam is

scaimed linearly along the object in one plane, or parallel x-ray beams are used, then a 1-

dimensional projection of the object at that position can be acquired (Figure 1*). Thus,

each projection is a plot of the received photon flux, /, as a function of position on the

detector surface («):

I(u) = /o(M)exp- J//(x,y)dZ (1.1)

^3.4

H = constant x —— (1,2)
E

where lo is the unattenuated x-ray flux, // is the position dependent x-ray attenuation

coefficient, E is the energy of the incident jc-rqy photon, x andy are the spatial

coordinates of the object, and L is the line along which the x-ray flux is being integrated.

The higher the material's atomic number, the more photons the material will absorb.

Therefore, each projection is a function of the average atomic number of the material

between the x-ray source and detector [1.2].

An x-ray CT system acquires a series of these 1-dimensional projections at

various angles around the object (typically through 180°), then uses filtered back-

• All figures can be found in Appendix A.



projection [1.22] or similar software algorithms to "reconstruct" a 2-dimensional image

from the projection curves. If the projection acquisition is repeated along the length of the

object, or an x-ray tube and detector array are used, then projections can be acquired

along the length of the object and the reconstructions can be combined to produce a 3-

dimensional image. Several examples of reconstructed images can be seen in Figure 2

and Figure 3.

1.2 System Overview

1.2.1 System Description

A block diagram of the MicroCAT system is shown in Figure 4. The key

components of the system are the (A) work station, (B) motion controllers, (C) x-ray

tube, (D) subject bed, (E) rotating stage, and (F) CCD or CZT detector with integrated

electronics. Figure 5 shows four key components of the system: the mechanical assembly

and motion control, x-ray source and detector, integrated read-out electronics (CZT

detector only), and the image processing stage. The motion control stage consists of the

rotating stage, subject bed, and their motion controllers. The detector and x-ray tube are

mounted on the rotating stage, which has computer controlled stepper motors to rotate

them around the subject. Additionally, the subject bed and detector have stepper motors

to allow proper positioning of the subject in the detector's field of view. A Windows NT

computer system with custom software handles the motor control and data acquisition, as

well as the image reconstruction using software designed by ORNL's Image Science and

Machine Vision Group [1.23]. With the exception of the work station, the system is



inside an enclosiire with tin-impregnated doors to protect the operator from the x-rays. In

the phase two project, the CCD detector will be replaced with a Cadmium-Zinc

Telluride (CZT) strip detector and custom designed integrated read-out electronics will

be added to the system. Figure 6 shows a picture of the current MicroCAT system. In

Figure 7, the CCD detector, fan beam x-ray tube, rotating stage, and subject bed can be

seen.

1.2.2 X-ray Source and Detector

The x-ray source used in the MicroCAT project is an Oxford XTF5011 50kV,

SOW x-ray tube. While the x-rqys generated by this source are not monoenergetic, the

maximum energy and flux of the x-rays can be controlled by setting the voltage and

current in the tube. Thus, for the different detector technologies, it has been possible to

experimentally determine the operating region of the somce that yields the desired tissue

contrast in the reconstructed image (Figure 8) [1.1].

The conventional x-rcy CT detection method in use today involves the use of a

scintillator and a photodiode. A scintillator is a material, such as bismuth germanate

(BGO), that converts the kinetic energy of charged particles into visible light, which is

then converted to a current by the photodiode [4]. In this mode of operation, the mean x-

ray flux per detector pixel is measured; therefore this method is often referred to as

"current mode" detection. The Phase II MicroCAT design calls for use of a "pulse

counting" architecture. In this configuration, the position, and energy of each x-ray

photon reaching the detector is recorded [1.5]. It is has been shown that such information

will allow greater soft-tissue contrast [1.16-1.18].



Cadmium Zinc Telluride (CZT) is a new semiconductor detector material that has

emerged in recent years with characteristics favorable for use in the direct detection of x-

rays. Among the promising properties of CZT detectors are room temperature operation,

high atomic number sufficient to absorb diagnostic x-rays directly without the use of a

scintillator, and high counting rates [1.6,1.7]. The use of a scintillator to convert the x-

rays to visible light when using a silicon photodiode causes a reduction in the received

electrical signal of greater than an order of magnitude. This reduction occurs because

only a small fraction of the x-ray photon's kinetic energy is actually converted into visible

light. The rest is dissipated in the form of lattice vibrations or heat [1.5,1.8]. Therefore

the increase in received electrical signal per by elimination of a scintillator will

allow the energy of the individual x-ray photons to be measured. Since the attenuation of

x-ray flux is related to the atomic number of the material it passes through, by measuring
I

and sorting the received information into energy dependent images, greater contrast

between different type of soft tissues can be obtained [1.16-1.18]. As this attenuation is

also dependent upon the energy of the x-rqy, the energy sorting will also provide some

error correction by making the x-ray source look more monoenergetic.

The use of a CZT detector has been explored in two stages. The initial proof of

concept experiments employed a single CZT pixel detector with a collimator (Figure 9).

The images in Figure 2 were taken using this detector. The disadvantage of a single pixel

detector were the long image acquisition times (~2 hours for one projection). In order to

improve the acquisition time for a complete full body scan, a double sided strip detector

has been proposed (Figure 10) [1.9]. This detector consists of a CZT substrate with

orthogonal contract strips along the top and bottom. The detector will be biased with a

6



resulting electric field between the cathode (top) and the anode (bottom). An incident x-

rqy will create a mobile electron-hole pair in the substrate. A current pulse will be

generated in the contacts as the electrons drift toward the anode strips and the holes drift

toward the cathode strips. Custom integrated electronics will be used to detect and

measure the energy in the resulting pulse. Additional electronics will also be used to

determine which strips carried the resulting information, determining the position on the

CZT strip detector where the x-ray photon was absorbed. By comparing the ratio of the

absorbed energy in adjacent stripes, resolution up to half the stripe spacing will be

possible.

1.2.3 Analog Signal Detection Channel Overview

As a part of the MicroCAT Phase 2 system development, integrated read-out

circuitry has been developed for use with the CZT detector array. This application

specific integrated circuit (ASIC) will incorporate an analog channel used for signal

detection and amplification, along with the associated digital circuitry to allow pulse

timing and location information. The energy of the detected pulses will also be measured.

This information will be collected by a workstation and used in the reconstruction

process.

The integrated analog channel consists of four components. A low noise charge

sensitive preamplifier [1.10], apulse shaping amplifier [1.11,1.12], a discriminator

[1.13], and a peak-stretcher [1.14]. The preamplifier will integrate the charge pulse fi-om

the stripes and amplify it to a level well above the noise floor of the system. The pulse

shaping amplifier will take the integrated voltage pulse firom the preamplifier and shape it



into a bipolar, semi-gaussian voltage pulse with an amplitude proportional to the energy

in the input x-ray. The discriminator will provide the actual thresholding used to

determine if an event is of sufficient energy to have been caused by an x-ray photon

absorption in the detector. The peak stretcher will find and hold the peak of the pulse

fi-om the pulse shaping amplifier when the discriminator signals that an jc-ray absorption

has occurred. Finally, the signals from the peak stretcher and discriminator will be

processed by additional electronics to determine the energy and position information of

interest. Figure 11 shows a schematic diagram of two channels of the proposed integrated

electronics circuit for the double sided CZT strip detector.

1.3 Scope of Thesis

13. f Overview of Thesis

The objective of this thesis project was the development of a CMOS based pulse

shaping amplifier for use in the integrated electronics chaimel. So that the same circuitry

can be used for both the cathode and anode strips, which generate opposite polarity

pulses, a bipolar shaping amplifier was chosen. The generation of the desired pole-zero

constellation for the pulse shaping is achieved using transconductor-capacitor (Gm-C)

filters [1.15] rather than a more traditional operational amplifier design [1.19,1.20]. The

transconductors were designed using a triode region transistor operating as a resistor to

set the nominal transconductance. To compensate for process variations I'nfliipnHng the

fabricated transconductance, the transconductors were designed to allow the channel

resistance of this device to be adjusted. This allowed for fine-tuning of transconductance

values, filter quality factor, and filter time constants. As the distortion of the shaper is
8



dependent upon the linearity of the individual transconductors used in the filters, the

linearity of the transconductor design was evaluated. Finally, to improve noise immunity

and distortion properties, the transconductors and internal shaper signal path is fully

differential, with single-ended input and output. This introduced the need for common

mode feedback in the design as well. The final shaper should meet the following

specifications:

• Generate a bipolar shaped pulse with a peak-to-peak range of at least ±1V.

•  Implement a transfer function of the following form:

1
K-s

2

=  (1.3)

s + —

\  T^J

where K is the midband gain.

Input pulse from the preamplifier of I-16mV (1000 -10,000 electrons and a

feedback capacitor of lOOfF).

Use transconductance-capacitor (Gm-C) filters to generate most or all of the

transfer function.

Use fully differential transconductors.

The transconductor should be nearly linear in their region of operation.

Adjustable forward gain in the system.

The quality factor and time constants of the filter should be adjustable. The

quality factor, Q, should be adjustable over a range sufficient to improve the

output's amplitude symmetry and time for return to baseline by introducing



overshoot in the second lobe of the bipolar pulse. This range should be from

1^0.5, for real poles and no overshoot, to Q=^.l, with the final value for Q

experimentally determined. The time constants should be adjustable to allow

fine tuning of the shaping time as process variations change the actual value

of the transconductor's nominal transconductance. This should be

accomplished by a filter topology that uses the product of two

transconductances in setting the time constant so the product can be

maintained as one transconductance increases and the other decreases. As the

transconductance is related to both the time constants and quality factor, the

range over which the time constants can be adjusted will be dependent upon

process variations and the quality factor's adjustable range. Therefore the

range over which the time constant can be adjusted will be determined by

these two factors.

• Noise should be sufficiently low so that the signal-to-noise ratio set by the

preamplifier will not be degraded by the shaping amplifier.

This document is organized in the following maimer:

Chapter 2: Background information on pulse shaping and Gm-C filters.

Chapter 3: Detailed analysis of the stability and noise of the transconductors. Gain

cells, the common-mode feedback circuit, and the shaper.

Chapter 4: Simulation and layout details.

Chapter 5: Experimental results.

Chapter 6: Conclusion.
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Chapter 2 - Pulse Shaping Filter Amplifier Background

2.1 Detector and Electronics Channel Overview

2.1.1 Analog Channel Overview

Custom integrated read-out circuitry has been developed for use with the CZT

detector array. An overview of this circuitry, or analog channel, can be seen in Figure 12.

When an incident x-rc^ is absorbed by the CZT detector, a mobile electron-hole pair is

created. The electrons and holes drift toward the anode and cathode stripes respectively,

generating a current pulse. This current pulse is integrated by the low-noise preamplifier

and amplified above the noise floor of the system. The pulse shaping amplifier improves

the signal-to-noise ratio of the system by shaping the integrated voltage pulse from the

preamplifier into a bipolar, semi-gaussian pulse with an amplitude proportional to the

energy in the absorbed x-ray photon. The discriminator provides the actual thresholding

used to determine if a pulse is of sufficient energy to have been caused by an absorbed x-

ray photon or is merely noise. When the discriminator signals that an x-ray photon

absorption has occurred, the peak stretcher finds and holds the peak of the voltage pulse

from the pulse shaping amplifier. Finally, the signals from the peak stretcher and

discriminator are processed by additional electronics to determine the energy and position

of the events in the CZT strip detector.

11



2.7.2 Detector and Preamplifier Overview

The CZT strip detector generates roughly one electron-hole pair for every 5eV of

absorbed x-ray photon energy [2.24]. These pairs will deposit charge on the anode and

cathode terminals - positive charge on the cathode terminal and negative charge on the

anode terminal. As the charge collection time at these terminals is fast compared to later

signal processing time, this process is often modeled as a current impulse, QS(t), with

strength equal to the injected charge [2.1]. This charge, Q, is then injected into the next

stage, the charge sensitive preamplifier (Figure 13). The charge sensitive preamplifier

integrates the charge, producing a voltage step at the output proportional to the absorbed

charge

(2-1)

where Cp is the preamplifier feedback capacitor and Q is the injected charge. Thus, the

preamplifier has the following transfer fimction

=  (2-2)

and an output that is ideally a step fimction of amplitude Q/Cp. In reality the detector

electron-hole pair charge collection time will not be instantaneous, and the preamplifier's

output voltage pulse height will be influenced by parasitic capacitance. Additionally, the

feedback resistor will provide a charge leakage path that causes the output pulse to decay

slowly over time. In practice, this resistor is very large, so that the decay of the

preamplifier's output pulse occurs very slowly. While these issues can affect the overall

system performance, they are neglected here for the purpose of a first order analysis.
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For the MicroCAT system, the x-ray photon energy absorbed by the CZT detector

has an energy of approximately 20keV. As the x-ray tube is capable of emitting x-ray

photons with a maximum energy of 50keV, a reasonable assumption used in the design of

the integrated electronics channel was a collected detector charge corresponding to 1,000

to 10,000 electrons, or 5-50keV of absorbed energy. The charge sensitive preamplijQer

integrates this charge, producing an output voltage step of height Q/Cp. Thus for 1,000 to

10,000 electrons, and a feedback capacitor 0^=1 OOfF, the input to the pulse shaping

amplifier would be a step voltage with an amplitude from 1.6mV to 16mV. This is the

input signal that was assumed in the initial design definition stage of the pulse shaping

amplifier [2.9].

2.1.3 Filter Amplifiers Overview

The next component in the signal processing channel is the pulse "shaping" filter

amplifier, which is often simply referred to as a pulse shaper. The pulse shaper has

several purposes in the signal processing channel, although its primary and most

important purpose is to improve the system signal-to-noise ratio. Additionally, the pulse

shaper should also be designed to reduce pulse pile up and ballistic deficit (detailed later),

often conflicting design goals [2.3]. This section will outline some of the important pulse

shaper design issues; for more detailed information beyond that presented here, the reader

is referred to references [2.2], [2.3] and [2.4].

As outlined in [2.5], noise introduced into a nuclear spectroscopy system causes

random fluctuations in the amplitude information carried by the pulses firom a radiation

detector (Figure 14). These random fluctuations degrade the system performance and
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energy resolution. The primary noise contributors in a radiation detection system are the

detector and the preamplifier. Noise introduced by these stages receives the same total

amplification through the system as the signal of interest; whereas noise introduced later

in the system receives much less gain than the signal of interest. To a first order analysis,

the purpose of the pulse shaping filter amplifier is to band-limit this noise while allowing

the desired signal to pass through vrith maximum amplification.

The primary purpose of the pulse shaper is to provide a signal-to-noise ratio

(SNR) as high as possible. While additional system design constraints often force trade

offs to be made between SNR, system cost, cormting rate, etc [2.3,2.5], an important

figure of merit in a pulse shaping system is how the system's SNR ratio compares to the

optimum attainable SNR. A extensive amormt of literature exists on this subject ([2.5],

[2.6], [2.18], [2.19], [2.20]) in which it has been shown that the best SNR can be attained

by shaping the signal pulses into the shape of an infinite cusp. As an infinitely long pulse

width is impossible to yield, practical systems must limit themselves to pulse shapes that

are physically realizable. Several examples of different pulse shapes and the resulting

SNR relative to the infinite cusp can be seen in Figure 15.

As will be illustrated in the following example, the time constant used in the pulse

shaper can have a large impact upon the output signal-to-noise ratio. For a given detector-

preamplifier-shaper system, there is an optimum shaper time constant, Xop,, that will give a

maximum total output signal-to-noise ratio. Consider the detector and charge sensitive

preamplifier shown in Figure 19 with the series and parallel noise generators. The series

noise voltage spectral density, defined here as ENV^^ (V^/Hz), is associated with the

14



preamplifier's equivalent input noise voltage. This series noise also includes the flicker

noise associated with the preamplifier's input FET. For the case of a MOSFET input

preamplifier, the preamplifier's noise current will be negligibly small. Thus, the parallel

noise current spectral density, ENll,p (A^/Hz), is primarily associated with the current

noise spectral density from the semiconductor detector [2.6,2.22].

Considering first the equivalent input noise voltage generator (Figure 20), it can

be shown that the oulput noise voltage spectral density, due to a white noise

is

ENV^ = ENV.^oSyW ' ' ms,w

Zf + Zd

Zd

2

V^/Hz. (2-3)

Letting qo, and substituting Zd = —^ and Z/ = results in
sCd sCf

ENV^ =ENV^' oSyW ' ms.w jn
\ Cf

\2

V^/Hz, (2-4)
y

which shows that for a white noise ENV/^ the output noise voltage spectral density is

also white. For the case of flicker noise

ENV^f = -^ Kisa. constant (2-5)

V'/Hz, (2-6)

SO the output noise voltage spectral density due to flicker noise retains its y relationship.
Similarly the mean squared output noise voltage due to the parallel noise current (Figure

21), ENll,p, can be shown to be
15



ENV'^ =ENI^
sCf

= ENll
a>'Cy'

V^/Hz. (2-7)

Eqviation (2-7) shows that the output noise voltage spectral density due to the parallel

noise current has a relationship.

Typical plots of the noise voltage spectral density at the output of the preamplifier

from the white series noise voltage, the flicker series noise voltage, and the parallel noise

current can be seen in Figure 22. The output mean squared noise voltage for each

component can be obtained by integrating the noise voltage spectral density over the

frequency range zero to infinity. It can be seen that the flicker series noise will contribute

the same amount of noise voltage to the total in each frequency decade, the white series

noise voltage will contribute a larger component in each decade as the frequency

increases, and the parallel noise current's contribution will decrease as the frequency

increases. These observations suggest the minimum noise is achieved with a filter

function centered around the frequency where the white series output noise component is

approximately equal to the parallel output noise component. This will also give the

maximum SNR if the shaper's output pulse amplitude is independent of t - as is the case

for the CR-RC shaper. The optimum shaper time constant for minimum total output noise

voltage will depend on the method of pulse shaping chosen [2.21]. As an illustration of

this, the total mean squared output noise voltage as a function of t for a CR-RC pulse

shaper (Figiure 23) can be shown to be

vl{z)=ENVl^, Cf + C/

Cf .

71

4-t

ENI.
mp

Cf'

TI-T + CV^ (2-8)
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where the constant C conies from the flicker noise. The optimum time constant. Top,, for

the system can be fovmd by finding the t where is at a minimum. Solving for this gives

ENKîns,w

inp

■(c,+C,). (2-9)

Putting (2-9) into (2-8) gives the minimum value of vf :

• V <V" / O * /-.2 ^ • (2-10)

Figure 24 shows an example graph of the total mean-squared ouQiut noise voltage vs. x,

illustrating the location of an optimum shaper time constant, top,. Thus it can be seen that

choosing a shaper time constant greater or less than Top, to meet pulse pileup or ballistic

deficit design considerations will result in an increase in the total output noise voltage.

One other key issue that affects the pulse shaper's complexity and desired pulse

shape is baseline shift. Baseline shift occurs in an AC coupled amplifier due to the fact

that a capacitor will not transmit any DC signal component, therefore the mean output

voltage of a transmitted pulse must be zero. Consider the case of a CR differentiator

stage. If a narrow pulse is transmitted through a CR stage with relatively little distortion

(corresponding to a large RC time constant) this pulse must be followed by a long,

shallow undershoot of equal area in order to maintain a zero mean output voltage (Figure

16). Additionally, this undershoot is rate dependent, with a minimum peak nTVpk.pk volts

below the baseline (where n is the pulse rate and T is the pulse period). If additional

pulses occur during this undershoot period, the measured pulse amplitude will be in error

by this amotmt [2.7]. This problem is frequently overcome through the use of a "baseline
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restorer" to return the output pulse level to the baseline significantly faster than the mean

event rate. Another way to overcome this problem without the additional "baseline

restorer" is to use a pulse shape that has no DC component. Such a pulse shape has,

ideally, equal areas both above and below the baseline and is typically referred to as a

bipolar pulse (Figure 17). While the use of a bipolar pulse reduces system complexity by

eliminating the need for a baseline restorer, it does entail a reduction in SNR over the

unipolar shaping methods (Figure 15).

Another important issue in a nuclear spectroscopy system is the accuracy of the

measurement of the shaped pulse's height. If the pulse's peak dwell time is too short, later

measuring circuitry may not accurately record the actual pulse height. Such a condition

occurs for the shapes in Figure 15 with a sharp, short peak. In order to minimize this

problem, pulse shapes with a longer peak dwell time such as a semi-gaussian, are

frequently used, where the improved measurement accuracy offsets the reduction from

the optimum pulse shape SNR. A semi-gaussian pulse shape, like the CR-RC'* in Figure

15, can be realized by one stage of CR differentiation and several stages of RC

integration. As the number of integrations increases, the pulse shape begins to more

closely approximate a true gaussian shape. By adding another stage of differentiation,

CR^-RC'' in Figure 15, a bipolar semi-gaussian pulse shape can be realized. While this

pulse shape has a lower SNR than the unipolar semi-gaussian, it does eliminate the need

for a "baseline restorer."

Another part of the amplitude measurement problem occurs due to the

relationship between the detector charge collection time and the shaped pulse's time-to-

peak. Ideally, the signal from the pulse shaper should have amplitude proportional to the
18



energy of the absorbed x-ray photon. If the integrating preamplifier collects all of the

charge produced in the detector by the x-ray absorption, then there is no "ballistic deficit"

in the peak pulse amplitude. Thus, the shaped pulse's time-to-peak should be longer than

the longest detector charge collection time. If it is not, there will be a fluctuating

"ballistic deficit" which will cause an uncertainty in the energy measured [2.8].

The final key performance issue relates to the frequency of events from the

preamplifier. If the mean time between events is less than the pulse shaping time,

successive pulses can occur on top of each other (Figure 18), resulting in measured pulse

amplitudes that are inaccurate. In order to prevent this from happening, the pulse shaping

time should be short - a condition that often conflicts with minimizing ballistic deficit and

maximizing SNR.

All of these issues represent trade-offs that must be made when choosing a

topology for the pulse shaping amplifier. High signal-tornoise ratios argue for a pulse

shape that closely resembles the infinite cusp, and ballistic deficit reduction requires that

the charge collection time of the detector be shorter than the shaped output pulse peaking

time. Finally, pulse pileup argues for short shaping times and pulse shapes that quickly

return to the baseline. All of these issues should be considered in the design of a pulse

shaping amplifier, although experimental measurements are often used to help determine

the desired shaping time for a given detector, preamplifier and pulse shaper.
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2.2 Initial Filter Amplifier Decisions for implementation

2.2.1 Decision to Use Bipolar Filtering

In order to allow the same electronics to be used for both sides of the CZT strip

detector, the integrated electronics had to be capable of pirocessing pulses of either

polarity. This requirement introduced a few additional design issues into the analog

processing channel. First, the preamplifier was designed to accept pulses of either

polarity [2.9]. The design of the later electronics was dependent upon the pulse shape

implemented by the pulse shaper. If a unipolar pulse shape was implemented, the pulse

shaper would need to have a baseline restorer capable of dealing with pulses of either

polarity. Additionally, the peak-stretcher and discriminator would also need to be capable

of responding to pulses of either polarity. One way to minimize the additional complexity

introduced by this requirement is to trade some pulse shape signal-to-noise ratio for a

reduction in overall system complexity. This can be accomplished by differentiating the

unipolar pulse to produce a bipolar output pulse shape (Figure 17). With a bipolar pulse

shape, the peak-stretcher and discriminator oidy needed to respond to the positive pulse

lobes. Depending upon the polarity of the preamplifier output pulse, this positive lobe

would be located either in the first or the second half of the resulting bipolar pulse period.
N

Thus, the need for dual polarity discriminator and peak stretcher circuits and a

complicated baseline restorer was eliminated.

Finally, it is important to note that since the unipolar pulse shape has a long tail,

the bipolar pulse resulting from the differentiation also has a long tail. This results in a

relatively long time for the second lobe to retum to the baseline. As the total area under
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each lobe must still be the same, this "tail" also reduces the amplitude of the second lobe

[2.7]. This lack of symmetry between the two lobes will result in measurement errors if

the second lobe is the positive going lobe. Additionally, a long "tail" increases the

channel "dead time", in which a new piilse cannot be processed. It is possible to reduce

this "tail" time and improve pulse symmetry by making some of the transfer function

poles complex. This is the same thing as adjusting the quality factor, Q, of a filter. This

results in a quicker return to baseline, and hence, a larger second lobe amplitude to

maintain the same area under the two lobes. This also causes overshoot as the signal

returns to the baseline, so it is important that this overshoot is below the discriminator's

threshold - otherwise it will be mistaken for another signal pulse.

2.2.2 Pulse Shaper Design SpeciUcations

In order to meet the bidirectionality requirements for the shaper, a bipolar pulse

shape was selected for the design. The desired shaping time constants and pulse width

were determined from experimental measurements using a single-pixel CZT detector, an

ORTEC 142A low-noise preamplifier, and an ORTEC 571 pulse shaper. The pulse

shaper's time constants were to be between lOOnsec and 125nsec, and the shaped pulse's

retum to baseline was to occur within 2|j.sec [2.24]. An adjustable quality factor was

desired to improve the bipolar pulse amplitude symmetry and to reduce the complete

pulse shaping time. Finally, an adjustable gain was desired to provide greater control over
s

the peak of the shaper's output pulse.
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2.2.3 Shaper Transfer Function and Physical Topology

Given the requirements for a bipolar pulse with variable gain and quality factors

and a maximmn pulse width of 2psec, a semi-gaussian bipolar shaper topology was

selected. As mentioned earlier, a bipolar semi-gaussian pulse shape can be realized using

two CR differentiating stages and n-stages of integration, with four typically being

sufficient to achieve a reasonable semi-gaussian pulse shape [2.10]. The resulting transfer

function desired for implementation is then

K-s
2

1
5 + —

V  Toy

1

where AT is an adjustable forward gain, Tb is the adjustable time constant, and Ta is the

time constant for the CR stages used to AC couple the input and output of the pulse

shaper.

Since the CR stages are typically implemented using passive components, the

active portion of the desired transfer function consists of two low-pass filters, each with a

transfer ftmction of

f-T
y  lb]

and some adjustable forward gain, K, implemented either as a part of the low-pass filters

or using separate gain devices. Thus, the major circuit blocks to be implemented are two

low-pass filters with gain and two AC coupling CR differentiator stages.
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Candidate filter topologies for the low-pass filter design include Sallen-Key and

Gm-C based approaches. While the Sallen-Key low-pass filter offers ease of

implementation, it does not offer readily adjustable gains, filter time constants, and

quality factors. The Gm-C topology, on the other hand, does provide adjustable gains,

time constants, and quality factors; for this reason, it was decided to implement the low-

pass filters using Gm-C based filters. As can be seen in Figure 25, the selected shaper

topology consists of two gain blocks and two low-pass Gm-C filter biquads, AC coupled

at the input and output by the CR stages. Additionally, as a fully differential signal path

was used in the intermediate stages, a di£ferential-to-single-ended converter was included

before the final CR stage. Finally, it should be noted that the gain blocks were also

implemented using transconductors.

2.3 Gm-C Filter Background

2.3.1 Theory of Operation

A Gm-C filter is a type of continuous-time filter employing a transconductor-

based integrator. The literature contains a great deal of information on Gm-C feedback

topologies for implementing different filter transfer functions, as well as filter synthesis

methods such as the signal-flow graph. [2.11,2.14]. One of the more common feedback

arrangements used in Gm-C filters is a second-order, or biquad, filter [2.11- 2.15], which

may be used to implement low-pass, bandpass, and high pass filters. Biquads are

discussed in greater detail in Section 2.4.

The discussion below closely follows information presented in [2.11-2.12]. A

transconductor is a circuit that produces an output current related to the input voltage by
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lom — Gm • Vin , (2-13)

where Gm is the transconductance of the circuit. When the output current is applied to an

integrating capacitor (Figure 26) the output voltage is

rr Gm-Vin COo GmVcm = —— = —Vin; ©<, = — , (2-14)
^' ̂int ^' ̂int ^ ^inl

where ©o is the integrator unity gain frequency. Therefore, the output voltage is the

integration of the input differential voltage multiplied by the integrator's unity gain

frequency, ©o-

In order to improve the filter's noise immunity and distortion properties, fully

differential transconductors are often used [2.23]. In a fully differential transconductor

there are two outputs - one current source output and one current sink output. The fully

differential integrator is similar to its single-ended coimterpart, although there are two

different ways it can be implemented. Figure 27a shows a frilly differential integrator

using a single capacitor connected between the transconductor outputs. This offers the

advantage of reduced overall capacitance over the second method (Figure 27b), in which

the capacitors are connected to AC ground.

It is important to note that while the total capacitance is reduced, floating

capacitors implemented in CMOS processes tend to have rather significant back plate

capacitances between the bottom plate and the substrate. These parasitics add unevenly to

the capacitance at the output of the differential integrator. In order to balance and

minimize this parasitic contribution, the capacitor can be split in two and connected so

that the back plate capacitances add evenly to both outputs. This results in a total

effective capacitance at the output of
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Cm, = C + Y , (2-15)

where Cp is the parasitic contribution from the back plate. The output signal is then

Tr Gm
—7 r^' ^" = 7 (2-16)
s.\C + ̂\ C + ̂
I  2j I, 2,

2.3.2 Transconductors

There are two principle methods used in realizing CMOS transconductors. The

first relies on the properties of transistors operating in the linear, or triode, region of

operation. Triode region transconductors offer the advantage of high linearity although

they are often slower than the second type of transconductor based on active region

transistors. This second type relies upon cancellation of the nonlinear terms in the square

law model of MOS transistors. As the square law model is not very accurate, these

transconductors typically have poorer linearity than triode-based transconductors. For this

reason, the transconductor developed for use in the pulse shaper was based upon triode

region designs [2.11].

A triode-region transconductor uses a transistor operating in the triode region to

set the circuit's transconductance, or Gm. Consider the "Shichman-Hodges", or SPICE

Level 1, MOSFET modeling equation for an n-channel transistor operating in the triode

region [2.16]

W
Id = ujiCox—

L
(Fgs-F,.)Fds- — A. (2-17)

The transistor remains in the triode region as long as
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Vds < Veff where Vej = Vgs - Vm. (2-18)

Similarly, for a p-chaimel transistor

W
Id = iipCox—
^  L

(VsG + V,p)VsD- — A, (2-19)

which remains in the triode region as long as

VsD<Veff where Veff = VsG + Vip. (2-20)

For small drain-source voltages, Vqs, the term in equations (2-17) and (2-19) can be

ignored, which leaves a transistor drain current that is approximately linear with respect

to the voltage across the drain and source terminals. Differentiating equation (2-19)

yields the approximate transistor channel conductance in Siemens

dVos 1 IF / ^
gi^ = — = — = VpCcx—(Vsg + V,p), (2-21)

OlD Vds L

where gds is linearly controlled by Vsa-

Consider the simplified triode region transconductor in Figure 28 based on a

design presented in [2.11] and [2.17]. The p-chaimel transistor Mn will operate in the

triode region if its gate is connected to Vss and Vsd < Veff. Mil then acts as a resistor

between nodes (3) and (4). Assuming the g„ of transistors Mi and M2 is infinite, then the

entire input differential signal will appear across the resistor formed by Mn, causing

current to flow through Mn from the source (node 3) to the drain (node 4). The current in

the drain of M3 will then be /i-72-/o, while the current in the drain of M4 will be Il-I2+i„.

Assuming ideal transistors again, the output current will then be +/„ (node 8) and -io

(node 7), or a total differential output current of simply Thus, the small signal

transconductance is
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~ fli/"" ~ ~T + ̂'p) (2-22)dVdiff y L J„

where the designation G„ will be used when referring to the transconductance of a

transconductor circuit.

From the circuit in Figure 28, it is obvious that there will be parasitics that will

impact the transconductor design. Figure 29 shows a fiilly differential transconductor, (a),

and the small signal model including parasitics, (b). From this it can be seen that the input

and output parasitics could introduce additional poles that could become significant at

high frequencies. For a MOS based transconductor, the input impedance, Rj„, goes to

infinity, and the input parasitic capacitance can be ignored for now; however, and Com

will not be negligible and should be taken into consideration when designing the G„-C

filter. As Cou! will add to the integrating capacitor at the output, it should either be kept

much smaller than €„, or used in calculating the total €„, at the output. Additionally, as a

transconductor sources current, the output impedance. Rout, should be large.

Another issue of concern in the transconductor design is the input and output

voltage dynamic range. For a triode region transconductor, the input dynamic range is

usually limited by how deep in the linear region the designer wants the. triode region

transistor to be. When the input signal increases, the transistor begins to leave the linear

region of operation as Vds approaches V^. Additionally, because of the term

(equation 2-19), the transistor drain current becomes increasingly nonlinear as Vds

increases. These effects can be reduced by keeping a large lV(i.e. a large Fas) on the

triode region device. Thus, the input dynamic range is limited more by how nonlinear the

designer allows the /„ vs. relationship to become than by Fjr itself.
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The desired output voltage dynamic range is often harder to quantify. In

applications where the differential output voltage is not expected to be very large, simple

transconductor output stages can often be used. For applications where the differential

ouq)ut voltage is expected to be larger, more complicated output stages are desirable to

keep the transconductor output impedance high over the full signal range. Experience has

shown that a good guideline, particularly when using transconductor gain stages, is to

make the output signal dynamic range and output impedance large over the same range

the designer considers the triode region transconductor appropriately linear. This will

ensure that a transconductor's output can provide a "full" range signal to the next

transconductor while still maintaining a large ouq)ut impedance.

Finally, there are a few other issues of concem in designing transconductors. For

a fully differential transconductor design it becomes necessary to include a common

mode feedback circuit to allow control over the common mode output voltage level. Such

a circuit can be used to adjust the gate voltage of transistors Ms and Me to keep the output

at the desired common mode voltage level. Two additional issues of concem are bias

currents sufficient to provide the transconductor's output current over the desired range of

input differential voltage, and intemal dominant poles that are at least an order of

magnitude higher than the cOo of the filters.

2.3.3 Transconductor Based Gain Block

When the outputs of a transconductor are tied to its inputs as shown in Figure 30,

the circuit acts as a resistor of value —. This can be easily seen by noting that the
Gm
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voltage across the shorted input-output nodes is equal to the current supplied by the

circuit, lo, divided by Gm. Reversing the coimections will simulate a negative resistance

[2.13]. If a transconductor is followed by another connected in this manner (Figure 31),

then the gain of the circuit is

„  V Gm\

As mentioned in section 2.3.2, the value of is proportional to the size of the triode

region transistor. By selecting appropriate ratios for the triode region transistors, a

nominal value of gain for the gain block can be set. The gain can then be increased or

decreased by adjusting the gate voltages of these two transistors. Additionally, since the

transconductors are differential, the gain is also differential. This means the noise anH

distortion reducing properties of a fully differential channel are provided while the gain

helps to raise the signal level even further above the noise present later in the circuit.

These transconductor based gain blocks were used to provide the adjustable gain in the

pulse shaper.

2.4 Biquad Filter Networks

2.4.1 Introduction and Background

One of the more popular methods of implementing Gm-C based filters is through

the use of the second-order, or biquad, filter. Transconductor biquads are based upon the

Gm-C integrator and resistor connected transconductors. As will be seen, these filter

biquads can offer several advantages over first order filters by providing greater control

over the undamped natural frequency, ©o, and the filter quality factor, Q. Higher order

29



transfer functions can then be easily implemented by connecting several biquads in series

[2.11,2.13].

2.4.2 Low-pass Filter Biquad

As mentioned in section 2.2.2, the pulse shaper must have a transfer function of

the form

K-s'

ff(s) =
-1*

..i
.V iV (2-24)

JH- —

The CR stages at the input and output provide the zeros and two of the poles, while two

adjustable gain stages provide the gain AT. Therefore, each of the two low-pass filter

biquads must implement the following transfer function:

(-a
(2-25)

One biquad network for implementing this transfer function is shown in Figure

32. From a Nodal analysis, it may be shown that the biquad transfer function, assuming

ideal transconductors with no parasitics, is

Hw{s) = -
CO, CrC,

s +■
sa

" +(0^ 2  ̂ ? G„J
(2-26)

C2 Cj -C^

where
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Q■iGml • Cl ff. _ / Gml • Gm2
'  V Ci-CiGm2 • Cl (2-27)

From the above, it can be seen that the nndamped natural frequency of the filter, cOo, can

be adjusted by changing the product of the transconductor G^'s (assuming fixed

capacitance) while the quality factor, Q, can be controlled by changing the ratio of the

Gm's. Thus, with this biquad network, it is possible to tune the filter's quality factor while

maintaining a constant ©o (Figure 33). Finally, the poles of the transfer function can be

made real by setting Q to 0.5,

&(s) =

'1 Y
J

5 + —

T =
Cl-C2

(2-28)

where G„, = G„2 andC; = .

Thus, this biquad implements the desired transfer function. Additionally, by

increasing Q above 0.5, the second lobe of the bipolar pulse will have some overshoot in

the transient response, providing the desired faster return to baseline and improved pulse

symmetry. Finally, by adjusting the value of the G„ product, ©o can be maintained at a

constant value while Q is increased.

2.4.3 Non-ideal Effects in the Low-pass Biquad

As mentioned in section 2.3.2, a real transconductor circuit has parasitics that must

be considered when designing Gm-C filters (Figure 34). For a circuit using MOSFET

input transistors, Ri„ can be considered infinite; meaning the dominant parasitic at the

input will be the stray capacitance, Ci„. Similarly, stray capacitance. Com, will also exist at
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the output nodes. Both of these stray capacitances will add to the filter capacitors C; and

C? in the biquad (Figure 35). As a result, these parasitic capacitances should be

considered when selecting the values of C; and C2. This is particularly important when

the sum of these parasitics capacitances will contribute a large percentage of the total

values of Cy and C2, as this could cause an undesirably large shift in ©0 and Q [2.13].

As an illustration of this, consider the biquad shown in Figure 35 with the

associated transconductor parasitics. Since the circuit is fully differential, it is possible to

look at a half-mode equivalent of the circuit for analytical purposes. The validity of this

approach can be seen by considering the equivalent circuit for a fully differential

transconductor (Figure 36). An internal node between the two outputs is treated as AC

groimd, with the result being that the half-mode circuit's parasitic resistances are halved

while the parasitic capacitance is doubled over that of the fully differential circuit.

Using the half-mode circuit to analyze the biquad network yields the biquad

equivalent circuit of Figure 37. Using this model, the transfer function becomes

Vo. 4G„,G„,Rl (2-29)
{C^C,Riy +(4C^R^, +4R^,C, +2C^G„,Rl„)sH4G„,G„,Rl, +8G„,R^, +16)

where the relation Gmi=Gm4 and Gm2=Gm3 was used to maintain a form similar to the

ideal transfer function. Thus, a finite output impedance will result in a transfer function

that deviates from the ideal one presented earlier. This illustrates the importance of

designing the transconductor with a large output impedance. As Rom approaches infinity,

the transfer function takes on the form of

Kd 4-G„,
(2-30)
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Substituting for Ca and Q yields

!k
(Cf + 4C,C^, + 3C,C;„ + 4Ci + 6C^,C,„ + 2C,^)s' + (C,„ + C, + 2C„,)G„,5 + G„,G„

where

(2-31)

C,=2-C,+^-C^+2-C^ and C, =2-C,+¥-C„+^-C,. (2-32)

This illustrates that if Ho is made sufficiently large, the dominant parasitic becomes the

stray input and output capacitances of the transconductor. Thus, if Jiou/ is large and the

parasitic capacitances are either negligible compared to Q and C2, or are included in the

calculation of the total desired filter capacitance, then the resulting biquad transfer

function will approach the ideal function (equation 2-26).
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Chapter 3 - Theory of Design and Analysis

3.1 Implemented Pulse Shaping Amplifier

The pulse shaping amplifier was implemented using 100-125nsec transfer

fimction time constants. This choice was based upon measured results using a single pixel

CZT detector, an ORTEC 142 preamp, and an ORTEC 571 pulse shaping amplifier

(Table 1). This choice yields a simulated complete pulse shaping time (return to baseline

after the second lobe) of ~1.5psec. The time to zero crossing (which corresponds to the

time-to-peak of a unipolar semi-gaussian shaper), was simulated to be approximately

TOOnsec. As can be seen in Table 1, this time constant was less than the optimum time

constant measured using a capacitance equal to the CZT pixel detector capacitance and

the ORTEC 571 pulse shaping amplifier (a shaper that implements a similar transfer

fimction) [3.11]. As shown in section 2.1.3, this smaller x will result in a smaller signal-

to-noise ratio than for the case of x=Xopt. However, experimental measurement showed

that time constants in the 100-125nsec range provided good results in light of the

considerations of pulse pile up and ballistic deficit [3.1].

3.1.1 Overview of Shaper implementation

Figure 38 shows a block diagram of the final pulse shaping filter amplifier. Two

AC coupling, CR differentiator stages were used to implement the transfer function zeros

and the two non-adjustable poles. Two gain stages were used to provide the desired

* All tables can be found in Appendix B.
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adjustable gain. These were positioned before each Gm-C biquad to minimize the noise

contribution from the active transconductors in later stages (more on this in section 3.3).

The differential-to-single-ended conversion was accomplished using two RHIC4B [3.2]

operational amplifiers as buffers and a third op amp to perform the conversion. This

multiple op amp conversion was used to minimize distortion and common-mode noise

during the development and measurement process. In future implementations, it would be

more efficient to use a single output of the last biquad and one op amp acting as a gain-

buffer instead of the three op-amp differential to single-ended conversion system. Finally,

a RHIC4B output driver op amp was used to buffer and drive the signal off the prototype

chip during testing. This device would not be necessary in a complete, integrated analog

channel.

3.2 Transconductor Design Theory and Development

3.2.1 Design Overview

The circuit used to implement the transconductor can be seen Figme 39. The

circuit was partially based on a design by Kwan presented in [3.3]. A single triode region

transistor (Ms) acting as a resistor is used to establish the of the transconductor -

where Gm will approach the transistor's gds- As the gds of a triode region transistor is

proportional to the mobility (equation 2-12), the lower mobility of a PMOS device will

result in a lower g^s. This will result in a lower Gm, which will reduce the size of the

capacitance necessary in the filter biquads.

The current sources 7/ and 7? provide biasing for the circuit, where 7; > I2. Current

I] flows in transistors M13 and M14, current h in Mi, M2, Mio, and M12, and the difference
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in the output branches. Transistors M16-M23 are used to provide bias voltages at the gates

of M24-M27. When a positive input voltage is applied to the gate of Mi, the current \Idi\

will decrease below I2 due to the lower Vsgi. This will result in a decrease in the voltage

at the gate of transistor M3 as the drain current hio equals I2. This lowered gate voltage

will result in an increase in the voltage at node 3, increasing Vsgi and returning \Idi\ back

to I2. Correspondingly, as a voltage is developed across M5, a small signal current io will

flow through M5, resulting in los^h-lT-io and lD4=li-l2+io' Thus, the two local feedback

loops of Ml, M3 and M2,M4 act to ensure that the small signal current io flows in

transistors M3 and M4, and in the corresponding output transistors Me and M7, while

keeping Mj and M2 properly biased.

An examination of one of the local feedback loops (Figure 40) using the methods

outlined in [3.4] shows that the loop transmission is

-44.5-(l ^—)
3.1GHz

if if ' ^
AMHz' 33mHz

where the dominant pole comes from the large impedance at node 5. Equation (3-1)

shows that the loop transmission effectively has a single pole response, with phase

margin (PM) = 67° and gain margin (GM) = 25dB. Figure 41 and Figure 42 show Bode

plots of the predicted behavior of the local feedback loop transmission T(f). SPICE plots

of T(^ are shown in Figure 43 and Figure 44.

As an additional observation, Blackman's theorem shows that the impedance

looking into node 3 should be [3.5]
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Rs = I Q. (3-2)(1+N) ^ ^

Using the DC operating point values included in Table 20, it can be shown that

Rf = rds\3 II rds3 II Rs\ || r&s = 17.1^ (3-3)

/  \
,  rdsio
1 +

Rsi = Q (3-4)
gml + gmbi + gdsl

Toe = Tdc = -gm3 • R^' • (gml + gmbl) • (rdsl || T^Zslo) = - = -^4.5 (3-5)

and the following values were used:

1  1 1
= TTT— f'bio = rdss = 28.7AQ (3-6)7.84p5 1.02m5 788n5 ^

g<fti = 4.257M5 gmi = 79.6M5 gmbi = l23\iS gm3 = 144^5. (3-7)

Putting these into (3-2) gives

pc/_ Rs _ \n

which shows that the local feedback loop reduces the impedance at nodes 3 and 4 by a

significant amount.

As discussed in chapter 2, since the output of a transconductor is a current, it is

desirable that the circuit has a large output impedance. This helps to mim'rm'ze the

undesirable effects that can occur in a biquad due to small output impedance. If the

output stage (one side) consisted only of transistors Me and Mg, the output impedance

would be rds6\ Vm - a rather small value for a current source. By including M24 and M26 to

form a cascode configuration (gate bias voltages set by M16-M19), the output impedance

increases to
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Rout = R^ II Rf^ = 4.7M2, (3-9)

where

^fzf, - ̂<&26[1 + (giii26 + gmb2^-rds^+ rds6 = 109MQ (3-10)

■^^24 = ^'fc24[l + (gm24 + gmbZt^-rdsi\+ Vdsi = A.IMQ. (3-11)

r<fe24 s 215.5AQ rds% = 2\\AhQ. rds26 = 990kQ rds6 = 6\1.3kQ. (3-12)

gm24 = 79.2|JiS' gm424 = 14.6^jS giB26 = 132.8|JiS' gmA26 = 43.3^5. (3-13)

This large output impedance helps to reduce the undesirable 2"'' order effects in the filter

biquads due to low output impedance (section 2.4,3). This makes the implemented

transfer function more closely approximate the ideal transfer function with, therefore, less

distortion.

As a part of using a cascode stage for increased output impedance, it becomes

very important to keep in mind the maximum current expected to flow in the output stage

transistors: Ij-h+iobwc- As U increases from zero to iomx> the gate to source voltage of

transistor M26 will increase, reducing the voltage at the drain of Me. If the drain voltage

of Me goes below Vj:,s(sat), it will fall out of saturation and the current mirroring will

become nonlinear. Once this occurs, Iout(Vdij^ will become increasingly nonlinear and

Gm(Vdij^ will have a much sharper roll off as increases than would occur if Me is not

allowed to come out of saturation. Finally, the small signal output impedance of the

transconductor will drop sharply as rds6 decreases - an effect consistent with a nonlinear

output current. Conversely, the same effect would occur when the current through M27

and M7 increased to Ii-h+iomx- In order to prevent this from happening, the gate voltages
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of M26 and M27 set by M16-M23 should be large enough to allow for the maximum Vgs at

ioMAx without pushing Me and M7 out of saturation.

3.2.2 Transconductor Linearity

The key characteristic of a transconductor is the linearity of the output current,

lout, as a function of the differential input voltage. Ideally, loutCVdi^ should be perfectly

linear. In practice, nonlinearity will exist due to 2"'' order effects in current mirroring and

the gds of the triode region transistor. To what extent this nonlinearity is acceptable

depends upon the application [3.6-3.7,3.12]. Often a "reasonably" linear response is

sufficient. In other applications, linearity is more critical and it is necessary to minimize

undesirable 2"^ order effects. For the pulse shaping amplifier, the principle concern for

linearity was the filter transfer fionction. A perfectly linear Iout(Vdi^ would yield

GmtVdiff) = = Gm(0) - a constant. A Gm that changes with the signal level causes lout to

be a nonlinear function of Vjiff. As Iout(Vdi^ becomes increasingly nonlinear, so does

Gm(Vdi^ [Figure 45 and Figure 46]. This non-constant Gm(Vd^ will result in biquad filter

poles that are actually functions of the input signal rather than fixed. Examining Gm(Vd^

makes it easier to determine the suitability of a transconductor for the pulse shaper than

examination of the Iout(Vdt^ information since Gm = . From Figure 47 it can be seen

that Gm(Vdij^ is nearly constant in the ±250mV range around Vdiff=OW, with a variation of

approximately 1.2%. Additionally, Figure 48 shows that Iout(Vdij^ is nearly linear in this

range, with a nonlinearity of-0.5%. Finally, it should be mentioned that the inclusion of

the cascode transistors M26 and M24 significantly improves the linearity of Iout(Vdi^ by
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reducing the contribution of the channel length modulation of Me and M?. Intuitively this

makes sense because as Rout increases, so does the circuit's ability to behave more like an

ideal linear current source.

Because of the relationship between Gm and the gjs of the triode region transistor,

the fabricated transconductor Gm becomes highly process dependent. Therefore, the

transconductors were designed for a nominal value of transconductance with the gate of

the triode region device at 0.5 V. This allowed the final transconductance to be increased

or decreased around this point by lowering or raising this voltage. This was done with the

intent to provide an easy method of adjusting the transconductor Gm to the desired point

in spite of process variations. Additionally, an effect not shown in the first order model

for gds (equation 2-12), is the process dependence of gjs upon the actual physical

dimensions of the transistor and not just the W/L ratio. To provide further protection

against this, the dimensions of the triode region device were selected by performing

SPICE simulations using BSIM3v3 models to select dimensions that appeared to be more

stable across multiple process runs (Table 2). From the table, it can be seen that the value

of gds is simulated to be highly susceptible to process variations when JV and L are small.

By using WL=14.4ii/14.4n, a fairly repeatable gd^ was predicted. The range over which

gds was observed to vary was 30-40^8, so the nominal value of Gm designed for was

~35|iS. The filter capacitors were selected as C;=6.IpF and C2=1.9pF, giving nominal

values of Qz 0.56 and T=~97nsec for the biquad low-pass filter (Table 3). As can be seen

from Figure 46, the transconductor Gm was less than gds, about 27pS, resulting in an

actual X of ~125nsec. This was a little higher than originally intended, but still within the

40



desired time constant range of 100-125nsec. Finally, the Gm of the transconductors in the

gain stages was set using different values of W/L for M5, such that the ratio of (W/LJs in

Gmi was ten times larger than that in Gm2 - hence the nominal lOX gain.

3.2.3 Transconductor Noise Analysis

As discussed in chapter 2, one of the primary motivations for using a pulse

shaping amplifier is to improve the system SNR. It therefore becomes important to

calculate the noise contribution from the transconductors and to estimate the total RMS

noise voltage at the output of the shaper. The first part of this, calculation of the

transconductor noise, is performed below. This noise is calculated at the output of the

transconductor and is then referred back to one input as an equivalent input noise voltage

spectral density.

Due to the differential nature of the circuit, the noise from any transistor could

contribute to either one or both ou^uts. For ease of analysis, the differential signal was

converted back to a single-ended signal at the transconductor output (see Figmre 49).

Thiis, the noise sources that produced output differential noise resulted in output noise

voltage generators and those that produced common mode noise could be ignored. The

noise voltage spectral densities at the output were then summed and referred back to the

input by dividing by the differential gain from Vi„+ to Vout- As outlined in [3.9], taking the

sum of the noise voltage spectral densities is valid only if each of the noise generators is

independent firom all of the other generators. If any two generators are not independent

then they are correlated and this component will add to the total noise voltage. Often,

when correlation is small, it can be neglected if its contribution is negligible compared to
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the other noise generators. For the transconductor circuit, it will be shown that the

majority of the transistor noise generators produce uncorrelated noise at the single-ended

output - meaning that, effectively, they contribute noise to only one of the two

differential transconductor output nodes.

The noise sources for a MOSFET transistor consists of the channel thermal and

flicker noise [3.9]. The thermal noise exists because the channel material is resistive. This

noise can be modeled as a noise current generator in parallel with the drain to source

resistance. Similarly, the flicker noise can also be modeled as a drain to somce current

generator. Both of these can be combined into one noise generator, ij, with a noise

spectral density of

f') ^ V. _2
i]if) = ̂kT f,

V J y

In order to calculate the flicker noise, a value for K/Vias necessary. As the models

provided by AMI did not include this information, data provided in [3.10] was used to

calculate reasonable values of Kf for the AMI 1.2|i process:

Kjn = 4.4x1 V^F NMOS (3-15)

Kjp=\.16x\Qi^^Y^V PMOS (3-16)

By examining Figure 39, the transistors with the most significant contribution to

the total output noise can be identified. In order to simplify the analysis, the transistors on

one side of the circuit will be examined first. Because of the circuit's large output

impedance, it can easily be shown that almost all of the current noise, rj, of transistors

+  (3-14)fr ' Li" Cox • j
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Me and Mg will generate a noise voltage at the outputs. Thus, the noise spectral density

from these transistors will appear at the nearest output, node 7, as

(/) = (/) = (s-f • (/) = (fi-f ■ AkT -gn.
Kfgl

/ W-L-Cox.f
V^/Hz. (3-17)

Keeping Figme 49 in mind, the noise at node 7 will then refer directly to the single-ended

output. The noise at the output was then referred back to the input as

vL(/) = vL(/)-7y^ V^/Hz,
o I

(3-18)

where the gain from the input to the output was calculated as Ayi„,o=25Q (hand) and

0^244.6 (SPICE).

As noted earlier, the local feedback loop will make the resistance looking into

nodes 3 and 4 very small — on the order of ~376i2. Conversely, the resistance looking

into the source of Ms will then be rdss+376 ohms, where rds5= 28.7kQ. Therefore almost

all of the noise current from M13 will flow into the low impedance point at node 3

rather than go through M5. Consequently, the resulting noise voltage at the outputs due to

Mi3 will appear almost entirely at output node 7 - meaning that the component at output

node 8 can be ignored for purposes of a first order analysis. The noise voltage spectral

density at the single-ended output will then come from node 7 as

v',3(/) = M-/J,3(/) V'/HZ, (3-19)
/

which can also be referred back to the input with

v'lsC/) ,r2,
<M) = V"/Hz (3

(Avin, o)
. -20)
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In a similar manner, because of the current mirroring and the local feedback loop, almost

all of the noise current from M3 can be considered to appear at output node 7, producing a

noise voltage with spectral density of

=  V^/Hz. (3-21)

This can also be referred to the input as

''L(/) = 7^^ V^/Hz. (3-22)
(^-4v/n, o)

The contribution from Mio can be calculated by considering the differential output

voltage generated by a current source in parallel with Mio. Examination of the local

feedback loop formed by nodes 5 and 3 shows that the test current, Ai, will cause a

current through M3 of

ids = Ai . A^/Hz. (3-23)
\  ginl -rdsSy

For the case of a noise current with spectral density ij, this current will then appear at the

output node 7 as a noise voltage with spectral density of

^ol0,7 - • A/ n
V  gml-rdsSy

V^/Hz. (3-24)

The noise current of Mio will also produce a noise voltage at the other output, node 8, but
■)

it will instead be

"io,.= v'/Hz. (3-25)

Since these noise voltages will be differential, they can then be summed at the single-

ended output shown in Figure 49. Finally, the contribution from transistor Mi can be
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calculated in a manner similar to the dijBferential pair [3.9] as an input noise voltage

generator at the input

=  V^/Hz. (3-26)
\ 3 y ^ gml J W • L' Cox n f

At this point the noise contributions from the transistors in one side of the

differential transconductor have been found at the single-ended output. Since the noise

power is being summed at the single-ended output, the contribution from the transistors

in the other side of the circuit can be included by doubling the sum of the mean-squared

values for the first side. Finally, the noise from the triode region transistor Ms needs to be

included as well. As this transistor is in the triode region, it's noise can be modeled as the

thermal noise of a resistor of value Vdss- This noise voltage can then be directly referred to

the input The values calculated by hand and from SPICE at the single-ended output

and at can be seen in Table 4. The total input noise voltage spectral density as

calculated by hand was

hmd -15 2.57-10"^5. (/) = 5.89 • 10 + —j— v^/Hz, (3-27)

while the sum of the SPICE spectral densities values gives an input noise voltage spectral

density of

SPiCE-\ ̂  -15 2.4510"^ ,5. (/) = 5.34.10 -H —J— v^/Hz. (3-28)

In order to provide a more accurate spectral density to compare against, the SPICE value

was also extrapolated from the .NOISE analysis output. The flicker noise constant was

found by examining the total input referred noise voltage spectral density at a low

frequency where flicker noise dominated. Similarly, the thermal noise was found by
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examining the total input referred noise voltage spectral density at a very high frequency

where the contribution from flicker noise was negligible. The result was an input noise

voltage spectral density of

SPICE-2 -15 2.4510"^ ,5. if) = 5.58 • 10 + —J— v^/Hz. (3-29)

From these values, it can be seen that the input noise voltage spectral density calculated

by hand agrees reasonably well with the SPICE values.

3.2.4 Common Mode Feedback Circuit (CMFB)

As mentioned earlier, because of the fully differential nature of the channel, a

common mode feedback circuit (CMFB) is necessary to keep the common mode level at

Vmd (2.5V). The common mode level at the output of the transconductor can be

controlled by adjusting the gate voltage of Mg and Mg. In essence, the common mode

feedback circuit adjusts Vsg8,9 to select the operating point which, for the same current

Id8,95 gives the necessary Vds8,9 to keep the common mode output level at Vmd- The

common mode feedback circuit used in the pulse shaper was based on a design presented

in [3.8] and is shown in Figure 50. The bias current, Icm, flows in transistors Ms- and Me-,

with Icml'2 in each of the differential pair transistors when the input common mode level

equals Vmid- If the input common mode level increases above Vmd, /n;',4'will be greater

than Id2',3', causing Vsgs'to decrease, and Vcm/b to increase. Since Vcm/b is connected to the

gates of Mg and M9 in the transconductor, their common mode current will also decrease,

returning the output of the transconductor, and the input of the CMFB circuit, back to

Vmd- Similarly, if the transconductor output is less than Vmd, the common mode
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feedback will restore it to Vmd- For the case of a differential signal, /oy will equal Ids-

and Id2' will equal Thus Idi'+Id2' and both still equal Icm, the drain current of

My is Icm, and Vcmjb remains imchanged. Therefore, the CMFB circuit, ideally, only

responds to the transconductor's differential output common mode level and not the

differential signal.

Consider now the complete common mode feedback loop through the

transconductor (Figiure 51). The loop transmission can be found by breaking the loop at

one input of the CMFB circuit injecting a test voltage, F,, and finding the retum

voltage, Vr, at the transconductor output. From this, and the operating points in Appendix

C, it can be shown that

Tdc — —

r  \
gniMv

gniMs-
n gJTlMi ' Rout =

^ 56ijS ̂ (nAfjS)-(A.lMa) = -244.8. (3-30)
84.3/iS^

Because of the large resistance at the transconductor output compared to CMFB-nodes 2

and 6, it can be seen that the dominant pole,^o„, is located there. The second pole,,;^^,

occurs at CMFB-node 6 (the Vcmjb control line) while the third appears at CMFB-node 2.

It can be shown that for the circuit of Figure 51, these poles are

fdom=lA5MHz, fp6 = 95AMHz, and^2 = 551Mfe. (3-31)

Given this, it would at first appear that the CMFB loop transmission would have a PM of

about 13°; however, the specific loading that occurs for the gain or biquad configuration

should actually be considered when examining the stability of the CMFB loop. For the

gain stages, the two transconductors share the same outputs, which halves Rout and

doubles the parasitic capacitance Com - which, by itself, would yield no change infdom-

However, the magnitude of Tdc will be halved due to the lower Rom- Also, the input
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capacitance of the resistor-connected transconductor, Gm2, will add to Com- Finally, the

input capacitance of the first transconductor in the following biquad will also add to Cout-

The result is that T(f) for the gain stage is

T/xN -122.4nf) = 7 n r \ r • ^ r-7-^ (3-32)
J-f 1 J-f , J-f1+ ' ' |. 1 +

^  650kHz J .2MHzJ I, 551J5%2MHz) 1, 55\MHz)

which gives a PM s 41° (Figure 52). This also seems low; however, the parasitic

capacitance from the layout was ignored. Adding a few hundred femtofarads to Com due

to layout quickly shows that the PM quickly improves. Ideally, and in the future, this loop

should be made more stable so there will be less chance of oscillation in the gain stage. A

sumlar examination of the biquad shows that due to the large filter capacitance, the two

CMFB loops (one for each common output) will have a PM that is approximately 90°

(Figure 53 and Figure 54). The two dominant poles vwll be

" 2-%-(235MQyil2.2pF) ~

and

from the 6.1pF and 1.9pF filter caps, respectively.

3.3 Complete Pulse Shaping Amplifier Noise Analysis

3.3.1 Pulse Shaper Noise Analysis

Using the model for the input noise voltage spectral density calculated in section

3.2.3, it is now possible to calculate the total RMS noise voltage at the output of the pulse
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shaper. This will be performed by summing the noise spectral densities at each significant

node in the pulse shaper and calculating the total mean-squared noise voltage at the

output:

=  (3-35)

So, for a system with multiple nodes, there will be a different Si(fy and Ay(f) for each

node. This analysis can be made easier by noting the points where the majority of the

contribution will occur — namely those that receive the most total gain through the shaper.

From Figure 38, it can be observed that the majority of the noise should be contributed by

sources occurring before the output of the second gain stage. From Figure 55, it can be

seen that four nodes need to be considered, and that sources at node A will receive more

gain than those at nodes B-D. By smnming the noise sources at each node (Figure 55), it

can be shown that the equivalent noise voltage spectral density at each node is as shown

in Table 5. The ideal transfer functions jfrom each of these nodes to the output are shown

in Table 6.

In calculating the transfer function from each node to the output, it should be

noted that in the fabricated pulse shaper, parasitic poles will exist in the transfer function.

If these poles are close to the shaper's transfer function poles, then they will need to be

included in these transfer fimctions. From Figure 38, it can be seen that the RHIC4B op

amp used for the differential to single-ended conversion will have a pole atj^7=GBW/10.

From [3.2] the GBW is found to be ~15MHz, meaning thatfpi is at 1.5MHz.

Additionally, the two unity gain buffer op amps, as well as the op amp used to drive the

signal off chip, will each add a pole at 15MHz. Finally, because the gain stages are not
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ideal, they too will introduce poles located their f-sds point. Simulations showed thatf.3dB

for the gain stages was ~13MHz. The simulations also showed that the actual midband

gain of the gain stages was 8.27 VN. This difference from the intended gain of 10 is to

be expected due to the process and dimension dependence of the transconductor's Gm.

This value was used in the transfer functions to provide meaningful comparisons between

the hand calculations and SPICE. Table 7 shows the location of all of the shaper's poles

and the corresponding time constants.

Table 8 and Table 9 show the final transfer functions including the effects of

parasitic poles. The first table shows the functions assuming the quality factor of the

biquads is 0.5 and all of poles are real. The second table includes the effect of in the

transfer function. This accounts for the actual fabricated shaper's Q of 0.56 resulting

from the values of C/ and C2 when Gmi=Gm2- The mean squared noise voltage at the

output from the equivalent sources at each node was then calculated numerically using

V\ (3-36)

The total output noise voltage was foimd by taking the sum of these four mean-square

values. The results from this are shown in Table 10. The numbers in the table show that

the majority of the output noise voltage will be contributed by sources before the first

gain stage, with minor contribution from the other three nodes before the second gain

stage. It can therefore be concluded that contributions by sources after the second gain

stage will be negligible. Thus the calculated value was ~17.3 mVnnsj which showed very

good agreement with the SPICE value of 16.2 mVnns.
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Chapter 4 - Layout and Simulation

4.1 Tools and Technology

4.1.1 Cell Layout and Simulation.

Prototype chips for the pulse shaping amplifier were fabricated using the 1.2fx AMI

ABN process provided by MOSIS. The process is an n-well CMOS process with two

polysilicon and metal layers. Process parameters and device models extracted by MOSIS

from earlier fabrication runs were used to simulate the prototype chips before fabrication.

Operation over processing variations was checked by simulating with several sets of

extracted models. One set of parameters used for the pre-fabrication simulation (n86o)

are shown in Figure 56, with the parameters from the shaper prototype run (n91a) shown

in Figure 57.

The layout was done using the public domain CAD tool Magic version 6.3 [4.1]. A

modified version of Magic's netlist extraction utility was used to extract the SPICE

netlists from the layout information. HSPICE version 96.3.1 by Meta-Software,Inc.was

used to perform the SPICE simulations. The models used were BSIM3 v3.1 models

provided by MOSIS.

4.2 Pulse Shaping Amplifier

4.2.1 Layout

The top-level block layout of the Gm-C pulse shaping amplifier prototype chip can

be seen in Figure 58. An expanded top level view showing the transistors and metal

traces is in Figure 59. The prototype chip had a complete shaper, a biquad, and a
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transconductor-CMFB cell. RHIC4B operational amplifiers with large output drivers

were used as output buffers to drive the signals off chip. The transconductors and the

CMFB circuits were laid out with power rails at the top and bottom and of the same

heights to facilitate series cormection of the cells.

4.2.2 Transconductor Layout

The transconductor circuit was laid out using a modified common centroid

arrangement for the input differential pair, with the difference being in the connections at

the source (Figure 38). The triode region transistor was laid out with its gate voltage

accessible to allow control over the circuit's Gm- Biasing was provided by voltage

control lines connected to transistors in a separate biasing circuit. The transconductor

layout can be seen in Figure 60.

4.2.3 Common Mode Feedback Circuit Layout

The layout of the common mode feedback (CMFB) circuit can be seen in Figure

61. The two source connected differential pairs were laid out using a common centroid

arrangement. The CMFB circuit compares a reference voltage to the common mode level

of a pair of shared output lines. Therefore, these sampled output lines pass through the

circuit from left to right to allow series connection of the transconductor and the CMFB

circuit (Figure 62). The common mode voltage control line from the CMFB circuit to the

transconductor can also be seen in the figure.
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4.2.4 Gain Stage

When two transconductors are connected into a gain cell as shown in Figure 31,

they share the same output connections. Thus, a common mode feedback circuit is

required to keep the common mode level of this output at Vmid- The layout of the gain cell

can be seen in Figure 63.

4.2.5 Biquad Layout

The transconductor based biquad filter layout is shown in Figure 64. Control lines

for each of the transconductor pairs identified in Figure 32 were made accessible. The

6.1pF and 1.9pF filter caps can be seen at the right. Each of these were laid out as a single

large capacitor to reduce total area but could have been laid out as two smaller capacitors

to reduce back plate parasitics (section 2.3.1).

4.2.6 Differential to Single-Ended Converter.

The differential to single-ended conversion was performed using three RHIC4B

operational amplifiers - two connected as non-inverting unity gain buffers and the third

as the converter. The layout of these can be seen in Figure 65.

4.2.7 Complete Shaper Layout

Figure 66 and Figure 67 show the complete Gm-C based pulse shaping amplifier

layout. The CR stages can be seen in the upper left and the lower right. The resistors were

polyresistors and the capacitors were poly-poly caps. Filter capacitors for the bias lines

were included in the prototype chip layout (upper left and upper middle Figure 67). The

pulse shaper signal path is firom the CR stage in the upper left, through the upper left gain
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stage, the biquad on the right, into the lower right gain stage, and then into the biquad in

the lower left. The signal is then converted to a single-ended signal by the operational

amplifiers at the bottom, then goes through the CR stage in the lower right, and finally

the RHIC4B off chip output driver at the top right. Voltage control lines are provided for

the two transcoiiductor pairs in the biquads, with the same lines shared by both biquads.

The two transconductor control lines in each gain cell are also accessible, with the pair of

control voltages fî om each gain cell separately accessible. This allows the gain of each of

the gain cells to be controlled independently. The break down of the bias and control

lines can be seen in Table 11. A pre-fabrication simulation of the shaping amplifier

output pulse can be seen in Figure 68. The simulation used the AMI n86o process BSIM3

v3.1 model and a step input of 16mV vrith a rise time of 20nsec.
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Chapter 5 - Experimental Results

5.1 Performance and Experimental Results

5.1.1 Test Board

A test board was constructed to test the devices on the prototype chip. The board

provided the necessary biasing and signal buffering for testing of the chip. Additionally,

adjustable voltage control lines were connected to the prototype chip's transconductor

control lines. A picture of the prototype test board can be seen in Figure 69.

5.1.2 Measured Transconductance

Transconductors with three different values for the triode region device's Wand L

were used. The principle device was the transconductor used in both biquads, labeled

Full_Gmlb, with a (W/L) for the triode region device of 14p/14|i. The other two

transconductors were in the Gain cell (Figure 31), and had a Gmi:Gm2 ratio set by their

triode region devices of 9:1. The first transconductor, labeled Full_Gmlc in the layout,

uses a (W/L)5 of 4.8p/9.6p, while the second transconductor, labeled Full_Gm3b, uses a

(W/L)5 of 21.6p/4.8)j,.The first dimension was chosen for the W/L ratio less than one to

keep the actual Gm of the second device small, and hence the bias current requirements

reasonable. The second dimension was inadvertently smaller than required for the

originally intended Gmi'.Gm2 ratio of 10:1, resulting in an ideal nominal gain of 9 instead

of 10. A breakdown of the prototype chip's transconductor parameters can be seen in

Table 12.
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The prototype chip contained a test transconductor that was used to measure the

linearity of the circuit's transconductance. This measurement was made using an

HP4156A semiconductor parameter analyzer. A fully differential voltage was applied to

the input terminals and the differential output current was measmed. The experimentally

measured results were compared to the behavior predicted by SPICE for the pre-

fabrication simulation using the N860 process data, and to the N91A fabrication run data

provided by MOSIS. A plot of the experimentally measured Iout(Vdi^ can be seen in

Figxire 70 (rc=0.5V) and Figure 71 (Fc=0 to IV). The measured nonlinearity of Iout(Vaj^

with Fc=0.5V, Figure 70, was ~2.7%. Note, that due to the differential nature of the

channel, the polarity of lout is arbitrary. The derivative of Iout(Vdiff) was calculated and

window averaged using Excel to give the measured G„(Vd^ (Figure 72 and Figure 73).

The measured variation of G„ from G„o was -6.8%. From the Iout(Vdij^ graph, the points

where the output current becomes limited by the DC bias currents can be seen as a sharp

comer in the output current. These points appear on the G„(Vdij^ graph as the drastic

decrease in Gm as approaches ~500mV. Figure 74 and Table 13 show the measured

value of Gm{Vdi^Oy) as a function of the control voltage, Vc, compared to that predicted

by SPICE.

The corresponding plots from pre-fabrication SPICE simulations with the N860

process data can be seen in Figure 75 and Figure 76. Simulations using the N91A

fabrication run data are shown in Figure 77 and Figure 78. From these figures, it can be

seen that the transconductor circuit's simulated behavior (N91A process) agrees well

with the experimental measurements. Additionally, by comparing the N91A figures to the
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N860 process figures, the process to process variation in Gm can be seen to be about 5% -

as predicted by the data in Table 2.

At this point, it should be mentioned that the fabricated transconductors were

slightly different than the transconductor circuit presented in Figure 39. The fabricated

transconductor circuit (Figure 89) had an extra diode connected transistor in the series of

diode-connected devices used to set the gate voltage of transistors M26 and M27. The

result was that the gate voltage of these two transistors was lower than desired. While

sufficient to keep Me and M7 in saturation under DC bias conditions, as Vgs26,27 increased

to accommodate the small signal output current, U, Me and M7 started to leave saturation.

This is the issue discussed in section 3.2.1 with regard to the circuit's output

impedance/output current linearity. This problem resulted in a Gm(Vdi^ curve that was

slightly lower and had a sharper roll-off than the transconductor circuit with the corrected

output stage. This effect also corresponds to an Iout(Vdij^ that has a smaller slope and is

less linear than the corrected circuit's. This difference is shown in Figure 79, Figure 80,

and Figure 81. From these figures, it can be, seen that while the of the fabricated

transconductor is smaller, the two sets of curves have regions where they overlap. The

noise analysis of chapter 3 was performed using a Gm of 27p,S, which can be seen to be a

value where there two curves overlap, and is thus a reasonably valid analysis for the

fabricated transconductor circuit. Finally, even though the fabricated circuit has a less

linear and a Gm(Vdi^ that has a sharper roll-off, it can be seen from the figures

that this effect will still be minimal over the operating region of Vd^= ±250mV.

Plots of Iout(Vdij^, Gm(Vdi^ and GmoCV,) for the Full_Gmlc and Full_Gm3b

transconductors are shown in Figures 82 to 86. This information was used to aid in
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controlling the gain of the adjustable gain cells during the experimental testing. From the

figures for the jSrst gain cell transconductor, Full_Gm3b, it can be seen that as Vc

decreases (and the gain increases), the ou^ut current quickly begins to be limited by the

circuit's bias current. For the first gain cell, where the largest gain is desired, this did not

present a problem due to the small differential input signal. Nor was there a problem in

the second gain cell, as the differential signal level after the first biquad was also well

below this limit. Therefore, both gain cells could be operated at their maxiTmim levels

without concem for bias current limitations.

I

From the simulations, it was found that the mid-band gain of the gain cell with

both control voltages set to 0.5V was -8.27 Y/V with the N860 model, and -8.83 Y/Y

with the N91A model. However, was the range over which the Gm ratios could be

adjusted was more important. Table 13 shows the G„o of the three transconductors for

different values of Vc. An examination of this information shows that a minimum gain

level of-3.0VA^ could be attained when Gm7=34.5pS and G;;^11.6pS. Similarly, a

maximum gain level of-21.6VA^ occured when G„;=106pS and G„f=4.9\iS. Therefore,

two operating modes for the gain cell were identified: a low gain mode and a high gain

mode (Table 14). The gain in both modes of operation was measured using a prototype

gain cell from an earlier fabrication run (N88Z) and compared to the gain predicted by

SPICE (Figure 87 and Figure 88). The figures show that while the measured gain was

more linear than the SPICE prediction, it did differ from the prediction in both modes of

operation.
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5.2 Pulse Shaper Experimental Testing

5.2.1 Shaper Operational Testing

The prototype pulse shaper was tested using the measured results for the

transconductor's Gm(Vdi^ and the gain cell operating modes. Bias points for proper

operation were established and can be seen Table 15. The first gain cell was operated in

the low gain mode, with a predicted gain of -9.1 VN. This provided the desired gain

level to keep the first transconductor in the shaper as the dominant contributor to the total

RMS ou^ut noise voltage (section 3.3). The second gain stage was operated in a very

low gain mode in order to keep the output signal level within the output drive range of

the RHIC4B differential-to-single-ended conversion stage. The total gain from the gain

stages needed for this ended up being smaller than pre-fabrication SPICE simulations

predicted. It is believed that this is due to a divergence between the gain cell

transconductors' actual G^o and that predicted by the extracted N91A SPICE model -

meaning that the gain cells have an even higher gain value than that predicted in Table

14. This is supported by the measured information shown in Figure 87. Future

implementations of transconductor based gain cells in a Gm-C pulse shaping amplifier

should include on chip test circuits for these transconductors as well. This would allow

more accurate knowledge of the actual fabricated gain of these devices. Because of the

higher shaper gain, it is also observed that the large lOX gain in the differential to single-

ended converter would also not be necessary in a future implementation. Finally,

experimental results showed that the output swing limitations of the RHIC4B were not

symmetrical. Instead of being centered around 2.5 V, they were centered at 2.75 V. By
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increasing the common-mode level in the differential channel to Vmid=2.75V, a larger

output pulse was possible.

The transconductor control voltage for the biquad transconductors was selected at

O.IV. This was based upon the experimental measurements (section 5.1.2) which showed

that a Fc=0.1 V would give a Gmo of 27pS. This choice would then give a higher Gmo', and,

hence, a t of 125nsec, as desired for the biquads to maintain consistency with the noise

analysis of Chapter 3. The transient response of the prototype pulse shaper with the

nominal Q of 0.56 can be seen in Figure 90 and Figure 91. The experimentally measured

times from the start of the input pulse to different points in the shaped pulse are shown in

Table 16. It can be seen that the time from the input step pulse to the first peak of the

bipolar output is ~615nsec while the complete shaped pulse time is ~1.95|xsec. As

discussed in Chapter 2, the first number is important for preventing large ballistic deficits

due to the detector charge collection time. The second number is important in limiting the

effects of pulse pileup. The time between these two numbers, about 1.335psec, is

effectively channel "dead time", in which the system cannot be used to process another

detector x-ray absorption event. Increasing the biquad low-pass filters' quality factor

above the nominal value can reduce this time. In so doing, the second lobe of the bipolar

pulse returns to the baseline (Vmid) faster in order to keep the same area as the first pulse

lobe. This also results in improved symmetry between the two lobes. An illustration of

this effect is shown in the results presented in Table 17. Because the fabricated

transconductors had a lower Gmo than originally intended, all later experimental testing

was performed using the bias values (Table 15) that gave the largest peak-to-peak output
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signal swing. Figure 92 shows the shaper's output signal from a 16mV input pulse of both

polarities. The maximum peak-to-peak output swing for both polarity pulses was

measured as 1.02V. Finally, a plot of the shaper's measured frequency response is shown

in Figure 93.

5.2.2 Shaper Noise Measurements

Before examining the noise of the shaper, it will be beneficial to recall the

relationship between the total mean-squared output noise voltage and the shaper's transfer

fimction:

(5-1)

From this, it can be seen that is related to the area imder the shaper's

frequency response cirrve. This observation will be important when comparing the shaper

noise predictions in Chapter 3 to the prototype shaper experimental results and the N91A

SPICE simulations.

The input of the shaper was shorted to ground and the total output RMS noise

voltage at the output of the shaper was measured using an HP3400A true RMS volt

meter. The result of this measurement was 7.7mVnns. The noise can also be measured

another way, as discussed in [5.1], using a pulse height analyzer. A constant amplitude

pulse is used as the input to the shaper, and the resulting pulse height at the output is

measured. This process involves the use of an analog-to-digital conversion, so that the

measurements are made with discrete height "windows". The pulse height analyzer then

counts the number of times the output pulse falls within each window. If the output pulse
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contains no noise, it will have a constant height and always fall within one "window" of

the pulse height analyzer. If noise is present, then the output pulses will be superimposed

on the noise voltage and the resulting output pulse will no longer be of a constant height.

This will result in counts in the "windows" to either side of the correct noiseless

"window". The result is a pulse height distribution with mean equal to the noiseless mean

pulse height and a standard deviation equal to Vmsj the RMS noise voltage level at the

ouQjut (Figure 14). The value of Vrms can then be found by relating the lull voltage width

at half max, Vfwhm, to Vms as [5.2]

^FWHM ~2.36-F„^. (5-2)

The value of Vms measured for the prototype pulse shaper using this method was

8.52mVnns. This value is a little higher than that found using the true RMS voltmeter.

This is expected as the measurements using the pulse height analyzer involve a pulse

generator, which introduces some noise into the input of the shaper.

Figure 94 shows a plot of the frequency response for the prototype shaper as

predicted by SPICE using the bias settings in Table 15. The total output noise voltage

predicted by SPICE was 5.2mVnns- This prediction is smaller than both of the

experimentally measured results. This is reasonable as the actually circuit should have a

larger output noise voltage because of noise introduced through the power supplies and

bias lines. Additionally, as can be seen from Figures 93 and 94, the mid-band gain of the

prototype shaper is higher than the SPICE prediction, 39.8dB versus 32.0 dB. Again, this

is also consistent with the earlier observations of a higher gain in the gain cells than
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predicted by SPICE. This higher mid-band gain which will also increase the shaper's

output noise above the value predicted by SPICE. These results can be seen in Table 18.

The noise results can also be compared to the calculations in Chapter 3 of

16.2mVnns (SPICE) and 17.6mVnns (hand). To do this, recall that the mid-band gain of

the prototype shaper's gain stages was lower than the nominal values used in the Chapter

3 calculations. By using the bias settings from Table 15, SPICE predicts a total output

noise voltage of 7.7mVnns for the shaper based upon the corrected transconductors - a

result consistent with the prototype shaper's SPICE prediction. A plot of the frequency

response for this shaper is shown in Figure 95.

In order to adjust the hand calculated noise value, the mid-band gain of the

shaper's transfer function (Table 9) needs to be adjusted. The nominal mid-band gain, K,

of 683.9 corresponds to a gain of 8.27^^ in both gain cells and 10 in the differential-to-

single-ended converter. At the operational bias settings of Table 15, the mid-band gains

are 8.93 for the first gain cell, and 2.9 for the second. This gives a nodd-band K of

-259, which can be used to give a calculated output noise prediction of 6.5mVnns. A plot

of the frequency response predicted using this new K can be seen in Figure 96. These

results can also be seen in Table 18.

As discussed above, the experimental measurements yield a slightly larger output

RMS noise voltage than that predicted by SPICE using the prototype fabrication rUn

models. This increase is to be expected due to noise introduce through the power supplies

and the bias lines. Additionally, it can be seen that the noise predictions from Chapter 3

are in agreement with the prototype shaper's SPICE and measured values when adjusted

for the lower mid-band gain at the operational bias settings. The pulse shaper's output
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signal to noise ratio was calculated as 17.8dB for the smallest anticipated input pulse of

1.6mV, and 38.1dB for the largest anticipated input pulse of 16mV (Table 19). Finally,

the experimental noise measurements for the shaper can be compared to the

preamplifier's ou^ut noise. This can be done using the experimental results fi-om the

HP3400A measurement by referring the shaper's total mean squared output noise back to

the input by dividing by the square of the mid-band gain. This gives a 78.8pVnns

equivalent input noise voltage fi-om the shaper, which can be compared to the

experimentally determmed 800pVnK output noise voltage for the MicroCAT preamplifier

[5.3]. Therefore, when compared at the input of the shaper, the preamplifier noise

dominates over the shaper noise by a factor of ten.

5.3 MicroCAT Chip

Figure 97 shows a picture of the complete analog channel prototype chip

implemented using a pulse shaping amplifier based upon the fixed transconductor design.

The gain of the differential to single-ended converter was reduced to IX, which should

allow for the increased gain of the transconductor based gain stages mentioned in section

5.1.2. The transconductors were based upon the fixed circuit design presented in Figure

39 and analyzed in Chapter 3. Currently this chip is awaiting testing.
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Chapter 6 - Summary and Future work

6.1 Summary

6.1.1 Conclusion

The prototype Gm-C based pulse shaping amplifier operated as desired with:

• An output bipolar pulse with a IV peak-to-peak swing for a 16mV input pulse.

• Approximately 615nsec time to the first pulse peak.

• Bipolar pulse return to baseline of -Ipsec.

• Adjustable shaper gain.

• Adjustable quality factors that can be used to improve the output pulse

symmetry and decrease the time for the signal to retum to baseline.

• Adjustable ©o and x by changing the filter transconductors' Gm(Vdiff=OV).

•  Fabricated transconductor Gm's that agree well with the SPICE predictions and

appear reasonably stable across multiple process runs.

•  Total output noise voltage ~7.7mVnns and an equivalent mid-band input noise

voltage of 78.8pVn„s.

The prototype shaper design could easily be improved upon by using the corrected

transconductor circuit design. This circuit has a current linearity and Gn, stability

simulated to be -5.5 times better than the fabricated transconductor design (sections 3.2.2

and 5.1.2). As the corrected circuit has a lower Gmo than the triode region transistor's gds,

the filter capacitor shoiild be adjusted to Ci=5.1pF and C2=1.3pF (corresponding to a
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nominal Gm, with Vc=0.5V, of ~25.5p,S). The back plate capacitance of the filter

capacitors should be taken into account as discussed in section 2.3.1. The operational

amplifier based differential-to-single ended conversion can be eliminated to reduce

overall circuit size and power consumption. This can be replaced with a transconductor

based gain stage and a single buffer operational amplifier, connected to a single-sided

output from the gain stage. The gain stage transconductors might need to be modified if

more gain is desired than the current/gain limitations will allow. This would entail larger

bias currents, a larger Gmi:Gm2 ratio and making sure the output transistors stay in

saturation over the larger signal swing. Finally, the common mode feedback loop of the

gain stages should be modified to improve the loop's stability against oscillation (section

3.2.4).

Observations taken from this design are that a Gm-C filter based pulse shaper offers

several advantages over more traditional Sailen-Key based shapers. The greater control

over filter parameters provides adjustable time constants and control over the bipolar

pulse symmetry while the transconductor based gain stages provide an easily controlled

shaper gain. In spite of these advantages, the experiences from this design have also

shown there are some disadvantages to using this type of shaper. The process dependence

of the triode region transistor's gds will cause the transconductors' Gm to change from run

to run. In order to fine tune the filters and the gain stages, these variations need to be

known. This introduces the need to either measure the transconductor's Gm for each

process run or to add additional automatic tuning circuitry. While process run

measurements may be acceptable for low volume designs, an automatic timing circuitry

would be essential in a large volume design.
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A second aspect of the Gm-C based shaper that increases its design complexity, is

the necessity of maintaining the signal level within the limits set by the transconductors'

bias currents. This becomes especially critical in the gain stage, where a large gain

requires a large Gmi- Additionally, the signal limitations imposed by keeping the triode

region devices in the linear region and the transconductor's output dynamic range

limitations can also increase the design complexity.

Because of the additional complexity required in a Gm-C based pulse shaper, it is

believed that such a design is best suited for applications where additional control over

the shaper parameters offsets the added engineering effort. Specifically, if tunable time

constants, controllable bipolar pulse lobe symmetry, or low power consumption are

desired, a Gm-C based pulse shaper approach should be considered. Such an approach

could be made even more compelling if an automatic tuning circuitry was readily

available. For the pulse shaper design presented here, this tuning circuitry should allow

the user to select a desired Gm product for the filter biquads to set the low-pass filters' ©o.

An additional function for the tuning circuit try, one that would greatly enhance the

potential of a Gm-C pulse shaper, would be the capability of maintaining a constant ®o

while the filter quality factors are adjusted. Finally, it should be noted that the output

pulse amplitude may not be entirely independent of the shaper's time constants because

the CR stages have fixed t's, while the biquads have adjustable time constants^ The effect

of this on the output pulse amplitude should also be considered in later work.
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Illustration of x-ray CT projection data acquisition as the x-ray source (A) and detector (C) and
are stepped about the subject (B). In the representative projection data plots the u is the axis
along the surface of the detector and v is the axis along which the x-rays are incident.

Figure 1. Acquisition of X-ray CT projections.
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Figure 3. Some 3-dimensional reconstructions.
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Figure 9. Single pixel CZT detector.
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Figure 10. Schematic diagram of a CZT double-sided semiconductor strip detector.
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Figure 14. Effect of noise on signal pulses. Source: Glenn F. Knoll, (1989) Radiation Detection and
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Figure 40. Transconductor local feedback loop transmission calculation.
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Figure 46. Transconductor Gm(Vd^ for a differential input signal ranging from - 1.5V to +1.5V
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response.
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Figure 52. Common mode feedback loop transmission for the gain cell (parasitics from layout
ignored). The top graph shows \T(f)\ in dB and the bottom graph shows the phase of T(f).
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RUN: N860

AMI

TECHNOLOGY: SON12

microns

MOSIS PARAMETRIC TEST RESULTS

VENDOR:

FEATURE SIZE: 1.2

COMMENTS: American Microsystems, Inc. 1.2 micron ABN.

TRANSISTOR PARAMETERS W/L

MINIMUM 1.8/1.2
Vth

SHORT 10.8/1.2
Idss

Vth

Vpt

WIDE 30/1.2

IdsO

large 10.8/10.8
Vth

Vjbkd
Ijlk
Gamma

Delta length
(L_eff = L_drawn-DL)

Delta width

(W_eff = W_drawn-DW)
K' (Uo*Cox/2)

N-CHANNEL P-CHANNEL UNITS

0.73

194

0.61

10.0

0.6

0.65

17.2

-3.7

0.62

0.32

1.39

35.0

-1.01 Volts

-95 uA/um
-0.84 Volts

-14.5 Volts

-8.2

-9.4

Volts

pA/ura

-0.83 Volts

-15.2 Volts

-1.4 pA
0.77 V'^0.5

0.15 microns

1.48 microns

-11.6

Figure 56. MOSIS process parameters used in pre-fabrication design (N860 process data).

113



RUN: N91A

AMI

TECHNOLOGY: SCN12

microns

MOSIS PARAMETRIC TEST RESULTS

VENDOR:

FEATURE SIZE: 1.2

COMMENTS: American Microsystems, Inc. 1.-2 micron ABN.

TRANSISTOR PARAMETERS W/L

MINIMUM 1.8/1.2

Vth

SHORT 10.8/1.2

Idss

Vth

Vpt
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-12.8 uA/V'^2

Figure 57. MOSIS process parameters for the protoype shaper run (N91A process data).
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Figure 58. Prototype pulse shaper chip layout, block view.
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Figure 61. Common mode feedback circuit layout.
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Figure 62. Transconductor and common mode feedback circuit connected in series.
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Figure 63. Transconductor based gain cell. Two transconductors and one common mode feedback
circuit.
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Figure 64. Transconductor based biquad filter.



Figure 65. RHIC4B based differential to single-ended conversion.
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Figure 66. Gm-C based pulse shaping amplifler with RHIC4B off chip driver block diagram
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Figure 67. Gm-C based pulse shaping amplifler with RHIC4B off chip driver and bias line filter
capacitors.



2.75

2.7 -

2.65

2.6

2.55

2.5

i, 2.45 :

2.4

2.35

2.3 -

225 -

22

2.15

2.1 -

7\

\

1

"I n

0  500n 1u 1.5u 2u 2.5u 3u 3.5u 4u 4.5u 5u 5.5u 6u
"nme (lin) (TIME)

Figure 68. Prototype pulse shaper simulation using AMI N860 BSIM3 v3.1 model.
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Experimentally Measured UtO/diff) for Full_Gm1b Transconductor (Ve=0.5V)
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Figure 70. Experimentally measured lou^dif^- Ful!_Gmlb transconductor, Fc=0.5V. Nonlinearity is
-2.7% at Frfj^lSOmV.



Experimentally Measured iouf(Vditf) for Full_Gm1 b Transconductor
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Figure 71, Experimentally measured loutO^dif^- Fun_Gmlb transconductor, Fc=0 to IV.
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Figure 72. Experimentally measured Gm(Vdij^. FulI_Gmlb transconductor, Ftf=0.5V. Gm variation is
~6.8% at Vdiff=2SQm\ from GmO-



Full_Gm1b Gn,(V(j|ff) Experimental Measurements
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Figure 73. Experimentally measured Gm(Vdi^ for Kc=0 to IV. Full_Gmlb transconductor.

Gm as a Function of Vc (Vdiff=0) - Expenmenta! and SPICE Results
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Figure 74. Experimentally measured and simulated GmO as a function of Vc for Full_Gmlb. N91A
process model. Vdiff= OV.
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Figure 75. Pre-fabrication simulation results for Full_Gmlb loutCf^dif^ using N860 process data
(Fc=0.5V; Outputs held at 2.5V).
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Figure 76. Pre-fabrication simulation results for Fnll_Gmlb Gm(Vd^ using N860 process data
(fc=0.5V; Outputs held at 2.5V).

127



18u

16u

14u

12u

10u

8j -

6u

4u

^  2u
c

»  0

O  -2u

-4u _

-6u _

-8iJ _

-lOu _

-12u _

-14u _

-16u

-18u

-500m

Voltage X (lin) (VOLTS)
500m

Figure 77. Fabrication run simulation results for Full_Gmlb Iout(Vdi]^ using N91A process data
(FcNl.SV; Outputs held at 2.5V).
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Figure 78. Fabrication run simulation results for FuIl_Gmlb Gm(Vdi^ using N91A process data
(Fc=0.5V; Outputs held at 2.5V).
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Figure 79. Simulation comparing FuII_Gmlb loutC^dijS^ for the fixed output stage transconductor
(top) and the fabricated transconductor circuit (bottom). N91A process data used with Fc=0.5V and
outputs held at 2.5V.
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Figure 80. Simulation comparing FuH_Gmlb Gm(Vdi^ for the fixed output stage transconductor
(top) and the fahricated transconductor circuit (bottom). N91A process data used with F'c=0.5V and
outputs held at 2.5V.
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Figure 87. Experimentally measured and predicted gains for the gain cell. Low gain mode. Measured
results from N88Z process.
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results from N88Z process.
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Table 1. Analog Channel Design Specifications.

CZT Pixel Detector Charge Collection Time -Ipsec
Preamplifier Rise Time ~13nsec

Experimentally Determined Xopt for ORTEC 571 Shaping
Amplifier with a capacitance equal to the CZT pixel detector
capacitance.

4-5psec

Gm-C Based Pulse Shaping Amplifier CR Time Constants -lOOnsec

Gm-C Based Pulse Shaping Amplifier Biquad Time Constants ~125nsec

Gm-C Based Pulse Shaping Amplifier SPICE Time-to-Peak ~700 nsec

Gm-C Based Pulse Shaping Amplifier SPICE Complete Pulse
Shaping Time (retum to baseline)

1.5 psec

Table 2. Triode region transistor gds for different process runs and dimensions with WIL=\.

W/L=2.4n/2.4p gds from AMI N77H Process gds from AMI N88Z Process % variation

BSIM3v3 model

Vgate
OV 24.5pS 18.32pS 25%

0.5V 20.64pS 15.2pS 26.4%

l.OV 16.46pS 11.8pS 28%

W/L=4.8p/4.8p
BSIM3v3 model

Vgate
OV 35.18pS 30.33pS 13.8%

0.5V 30.05pS 25.72pS 14.4%

l.OV 24.44pS 20.57pS 15.8%

W/L=9.6p/9.6p
BSIM3v3 model

Vgate
OV 40.55pS 36.92pS 8.95%

0.5V 34.72pS 31.54pS 9.2%

l.OV 28.40pS 25.5pS 10.2%

W/L=14.4p/14.4p
BSIM3v3 model

Vgate
OV 42.35pS 39.19pS 7.46%

0.5V 36.32pS 33.55pS 7.63%

l.OV 29.7 IpS 27.2 IpS 8.4%
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Table 3. Biquad low-pass filter time constants for different values of Gm (C;=6.1pF, C2=1.9pF,
e=0.56).

Gm COo f-«db T

SOpS 8.8x10° rad/s 1.4MHz 113nsec

35pS 10.3x10° rad/s 1.64MHz 97.3nsec

40pS 11.7x10° rad/s 1.87MHz 85nsec
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Table 4. Dominant noise contributions in transconductor.

Transistor Spectral density at single-ended output and referred to input (V''/Hz)
Output(Hand) Output(SPIC£) lnput(Hand) Input(SPICE)

MI

..-12 105 lO"'
8.77 • 10 + T o « .n -12 105 -108.26 - 10 +

-18 1.68-10 "'2
140 - 10 +

-18 1.75-10
138 • 10 + T-

-12

-12 30.910'-6
35.1-10 -•--

/

-12 20.5-10"®
22.3-10 -t-

/

-18 495-10 "'2
562 - 10 + T

-18 343-10
-12

374 -10 -I- n
/

31.8-10 -I-
-12 62910"r9

/

-12 418 -10 n
20 .2-10 + T- -18 10.1-10

509 • 10 -I- ;r-
-12

337 - 10 -H
-18 6.99-10

-12

MIO

-12 25.4-10"®
43.8 - 10 + 5 49.2-10 +

-12 30 .0-10 •

/
700 - 10 -f

-18 406-10 -12
-18 502-10

-12

822 - 10 +
f

-12 23.2-10"
30.7 - 10 -I- n

/ 27.5 • 10 -t-
12 21.9-10"

/

-18 371-10~'2
491 - 10 -I-

/

-18 367-10"*2
460 - 10 +

f

-12 366 -10
19.2-10 + ^

-9 -12 319-10"®
16.0 - 10 -f ;

-18 5.85-10"'^
307 - 10 -I- T

-18 5.33-10"'2
267 - 10 -f 7

M2
-12 105 -10

8.77 - 10 + 7-

-9
-12 105 -10

-9

8.26 - 10 +
-18 1.68 -10

140 • 10 + -

-12
-18 1.75-10

138 -10 -f 7

-12

-12 30.9-10"
35.1-10 + 7- -12 20.5-10"

22.3 -10 -1-
/

.^-'8 495-10
562 • 10 -f

-

/

12 -18 343-10"'^
374 -10 + 7

M14
-12 629-10"'

31.8-10 + 7 .r.. .."'2 418-1020.2 - 10 + 7-
-9 -18 10.1-10"'^

509 • 10 -f 7 337 - 10 +
-18 6.99-10

-12

/

M12

-12 25.4-10
-6

43.8 - 10 -K n
-12 30.0-10"

49.2 - 10 -f ^
-18 406-10"'2

700 • 10 + 7
-18 502-10"'^

822-10 + 7

-12 23.2-10"
30.7 -10 +■

/

-12 21 .9-10"
27 .5-10 -f ^ -18 371-10

491 - 10 -I- ^ 7-
- 12 -18 367 -10 -12

460 - 10 +

M9
-12 366-10"

19.2 -10 -I- ■
/

-12 319-10"
16.0 - 10 + ^ -18 5.85-10~'2

307 - 10 + 7
-18 5.33-10'

267 - 10 -f 7-
-12

476-10 (thermal) -18
542 -10 (thermal)

Total Si(0 (V^/Hz)
-15 2.57-10'

5.89 -10 +
r

f

9 -15 2.45-10'
5.34 -10 -1-

1-

/

9

150



Table 5. Equivalent noise voltage spectral densities.

Node Sources of Noise Equivalent Noise Voltage Spectral Density
A Gmi and the thermal noise of Ri.

Note: fc=l .59MHz - the comer
frequency of the CR highpass
filter.

f  f fV
1+ ̂

Vfi)
B Gni2 and GmS S 14.10"'

SB(f) = 11.78-10-''+ V^Hz

C Gm4 9 57.10"'
Sc(f) = 5.89-10-''+ V^Hz

D Gra5> Gm6> and Gm7 7 71.10"'
SD(f)-17.67-10"''+ V^Hz

f

Table 6. Ideal transfer function from noise nodes to the output.

Node Transfer Function to Output Ignoring Parasitic
Poles from Gain Stages and Op Amps

A

Ha{s) = -

(683.9).

(
s-\— ^  fiYls + + —

q-tc ytcj j

2

B

Hb(s) = »■'> -

["')■I  Z-cj Qn y-a) ^
2

C

Hc(s) =
(82.7). f-T-^TcJ

' 4'T^  Q-Tc [tcJ
\

y

D

Hd(s) = -

00 to

'Its
.1:0)

(  05 + — ^ +f'Ylq-tc UJ ^
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Table 7. Location of the pulse shaper poles and corresponding time constants.

Source Pole location (Hz) Time Constant
CR Stages 1.59MHz Tc=100nsec
Biquads 1.27MHz Tb=125nsec
Gain 10 Op Amp 1.5MHz Ti=106nsec
Gains Stages 13MHz T2=12.2nsec
Unity Gain Op Amps 15MHz T3=10.6nsec

Table 8. Transfer functions from noise nodes to output for Q=0.5. Includes the effect of the parasitic
poles from the gain stages and the op amps.

Node Transfer Function to Output Including Parasitic Poles from Gain Stages and Op
Amps

Ha{s) =
'""'■(i) {£ a-

r  1 y ^
^+ —

V  '^<=) V
1'

5 + —
T\j

1 '
r2j

'  r
J + —

.  73,
B

(82.7)- 1

Hb^s) = .7c, TV

/ 1

72.

..1
7c

/
Ml 1s + — • s + —

\  riy
j + —

73,

(82.7)-
Hc(s) =

(-] -1 f-1 .fll
^7lJ ^72, 1,73 j

1
s + —

<  7c/

1 n
s + — • s +

y  7i; I, 72/
^  P

S + —

V  73/

Hd(s) =
(82.7) {i ^2 /

71.
'r
^72^ -I-yT3j

r  lY (  0 (  1 ^ /

S + -\ ■ S + — •  J + — • J +
1, TcJ I  7lJ V  2"2j \ 73.
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Table 9. Complete shaper transfer function, and the transfer functions from the noise nodes to
output Includes the parasitic poles from the gain stages and the op amps.

Node Transfer Function to Output Including Parasitic Poles from Gain Stages and Op Amps
Complete
Shaper
Transfer

Fimction

(683.9)•
1

His) =
n

n riV
vr2y

(  1
S + —

\
Qn

/

1
J H

^  71 y

/
1 r

s + —

V  72y

1
n3

5 + —

^  73 y

(683.9)
''iV roMV

Ha(s) =
VT2y VT3y

s + —

V  Ta^

2  S
s + +
Qu VXby

S + -
1

XI,

s.l
X2,

s + i
X3,

B

(82.7) n
^iV rn ̂

Hb(s) = \'^y .XI .i
(  0

f
2

s + — • s

\  XaJ
\

Q-Xb

.lyV
Xb,

S + —

XI ;

s + —

^2/

1
\3

s + —
X3y

1
\3

Hc(s) =

(82.7). -
VUy

r 1 \

V^xiy VX2y
-  -S

tij

v2 C

SH

Xa,

2  S
S + +

/ 2 /

Q-u ^xby

n

/

SH

V  XI y

/
1

s + —

V  X2y

^  r
s + —

V  X3,

(82.7) •

Hd(s) = -

ov rr
1^X1^^xby

— • — -s

X2 y V X3

s + —

Xa

2  S
S + +

Qxb Tb

s.iUs.i
XlJ I T2>

^  1
8 + —

V  X37

\3
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Table 10. Hand calculated noise voltage at the output. Q=0.56. Noise numerically integrated from
lOHztolOMHz.

Source Node Squared Noise Voltage at Output
(integrated from 1 GHz to lONfflz)

A 2.65830E-4

B 7.70673E-6 V'

C 3.4506E-6

D 2.29092E-5

mean-squared sum of 2.99896E-4

2
squares

RMS noise voltage at the
output

0.01732 Vnns

Table 11. Prototype pulse shaper bias and signal lines.

Vc_1 0.5V Vcontrol 1 - Controls the Gm of two of the transconductors in each biquad.

Vc_2 0.5V Vcontrol 2 - Controls the Gm of two of the transconductors In each biquad and Full_Gm.

Vcg1_1 0.5 Vcg1_1 - Gain control Voltage, Gain block #1, voltage 1

Vcg1_2 0.5 Vcg1_2 - Gain control Voltage, Gain block #1, voltage 2

Vcg2_1 0.5 Vcg2_1 - Gain control Voltage, Gain block #2, voltage 1

Vcg2_2 0.5 Vcg2_2 - Gain control Voltage, Gain block #2, voltage 2

11 bias 30uA 11 bias current

I2bias lOuA 12 bias cunent

Ion 20uA Icm bias current (for common mode feedback drcult)

ir4b_bias 80uA RHIC4B bias line

VDD 5V VDD

VSS OV VSS

VMID 2.5V VMID

Vin_Shaper N/A Vln_Shaper

Vout_Shaper N/A Shaper Output

Table 12. Prototype Chip Transconductor parameters using MOSIS n91a process models.

Full_Gmlb Full_Gmlc Full_Gm3b

(W/L)5 14p/14n 4.8p/9.6p 21.6n/4.8p

gdsS 32.8535nS 11.7292nS 156.0924pS

Nominal Gm (Fc=0.5V) 23.1pS 10.2pS 93pS
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Table 13. Gm of the transconductor circuits for Fc^O to 1.5V. N91a process and measured data.

Vc

Measured

FuII_Gm1b
SPICE

Full_Gm1b
SPICE

Full_Gm1c
SPICE

Full GmSb

0 2.8387E-05 2.68E-05 1.16E-05 1.06E-04

0.1 2.7631 E-05 2.61 E-05 1.13E-05 1.03E-04

0.2 2.6799E-06 2.54E-05 1.10E-05 1.01E-04

0.3 2.5877E-05 2.46E-05 1.07E-05 9.79E-05

0.4 2.5196E-05 2.39E-05 1.04E-05 9.50E-05

0.5 2.4282E-05 2.31 E-05 1.01 E-05 9.20E-05

0.6 2.3429E-05 2.24E-05 9.81 E-06 8.99E-05

0.7 2.2732E-05 2.16E-05 9.50E-06 8.57E-05

0.8 2.2043E-05 2.08E-05 9.18E-06 8.25E-05

0.9 2.0891E-05 2.00E-05 8.86E-06 7.91 E-05

1 2.0014E-05 1.91 E-05 8.53E-06 7.57E-05

1.1 - 1.83E-05 8.19E-06 7.21 E-05

1.2 - 1.74E-05 7.85E-06 6.84E-05

1.3 - 1.65E-05 7.51 E-06 6.47E-05

1.4 - 1.56E-05 7.16E-06 6.08E-05

1.5 - 1.46E-05 6.80E-06 5.67E-05

1.6 - 1.37E-05 6.44E-06 5.26E-05

1.7 - 1.27E-05 6.07E-06 4.83E-05

1.8 - 1.17h-05 5.69E-06 4.38E-05

1.9 - 1.06E-05 5.30E-06 3.92E-05

2 - 9.56E-06 4.91 E-06 3.45E-05

Table 14. Gain cell modes of operation.

Mode G„, Fr=OV Gn,i Fc=2V

Low Gain: Gni2 Fc=OV. 9.1
2 va:

High Gain: Gm2 Fc=2V 21.6
yV/V

Table 15. Prototype Chip Bias Settings

Signal Bias Value for

Maximum Shaper
Output Signal Swing

VMID 2.75V

Vc 1 O.IV

Vc 2 O.IV

Vcgl 1 OV

Vcgl 2 OV

Vcg2 1 2V

Vcg2 2 OV
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Table 16. Prototype Pulse Shaping Amplifier Response to an Input Step Pulse.

Input Pulse Amplitude 16mV

Input Pulse 10%-90% Rise Time ~17nsec

Start of input pulse to l®* lobe Vmin (2.14V) 615nsec

Start of input pulse to zero crossing (2.76V) 920nsec

Start of input pulse to 2°^ lobe Vmax (3.16V) ~1.245nsec

Start of input pulse to 10% of final baseline (2.8V) ~1.95psec

Start of bipolar pulse to 1®' lobe Vmin (2.14V) 415nsec

Start of bipolar pulse to zero crossing (2.76V) 720nsec

Start of bipolar pulse to 2"^ lobe Vmax (3.16V) ~1.035psec

Start of bipolar pulse to 10% of final baseline (2.8V) ~1.75nsec

Table 17. Effect of biquad quality factor on pulse symmetry.

Q (Uo Vc_l Vc_2 Vmid'Viow VMlD-V iiigi) Pulse Lobe

Ratios

0.558 8.17Mrad/sec 0 0 776mV 488mV 0.629

0.599 7.60Mrad/sec 0 0.5V 784mV 520mV 0.663

0.658 7.55Mrad/sec 0 IV 800mV 572mV 0.715

0.750 6.08Mrad/sec 0 1.5 V 800mV 664mV 0.830

Table 18. Pulse shaping amplifier experimental noise measurements and predictions.

Measurement Peak

Gain at

Midband

RMS Noise

Voltage at
the Shaper's

Ouput
Experimental measurement of prototype shaper's noise using

HP3400A

39.8dB 7.7mVnns

Experimental measurement of prototype shaper's noise using
pulse height analyzer

39.8dB 8.5 mVfms

SPICE simulation of prototype shaper using fabrication run
models.

32.0dB 5.2 mVims

SPICE simulation of shaper using fixed transconductors and
experimentally determined bias settings.

36.6dB 7.7mVims

Hand calculation of the noise using the shaper's transfer function
and the estimated gain at the experimentally determined

operating points.

29.3dB 6.5niVims

SPICE simulation of the shaper using the fixed transconductors
and nominal bias points (Chapter 3 calculation). Vc of all gain

cell transconductors is 0.5 V.

43.2dB 16.2 mVims

Hand calculation of the noise using the shaper's transfer function
and the estimated gain at the nominal bias points (Chapter 3

calculation). Vc of all gain cell transconductors at 0.5V

37.7dB 17.64 mVnns
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Table 19. Pulse shaper output signal to noise ratio.

Input
Signal

Shaper Output
Baseline to Peak

Shaper Output Noise
(volts RMS)

Shaper Output SNR
(dB)

16mV 620mV 7.70mV 38.1 dB

1.6mV 60mV 7.70mV 17.8 dB

Table 20. HSPICE operating point information on the transistors in the transconductor circuit.

Device Id Vg, Vd, Vb, Vu, Vdsat Sm Sds Smb Cgs Cgd
Ml -10.05U -1.20 -2.83 1.30 -967.5m -2472m 79.50U 4.25U 12.28U 72.83f 7.92f

M2 -lO.OSu -1.20 -2.83 1.30 -967.5m -2472m 79.50U 425u 12.28U 72.83f 7.92f

Mj 20.53U 866.2m 3.70 0.00 626.1m 202.6m 144.1U 1.02U 63.86U 38.77f 6.98f

Ml 20.53U 866.2m 3.70 0.00 626.1m 202.6m 144.1U 1.02U 63.86U 38.77f 6.98f

Ms 0.00 -3.20 0.00 1.30 -1.08 -1.96 0.00 34.87U 0.00 110.6f 103.7f

Ms 17.07U 866.2m 554.6m 0.00 627.4m 201.6m 1252U 1.62U 55.64U 38.84f 7.02f

M? 17.07U 866.2m 554.6m 0.00 627.4m 201.6m 1252U 1.62U 55.64U 38.84f 7.02f

Ms -17.07U -1.22 -7132m 0.00 -803.1m -385.4m 78.38U 4.73U 19.20U 47.24f 5.16f

M, -17.07U -1.22 -7132m 0.00 -803.1m -385.4m 78.38U 4.73U 19.20U 47.24f 5.16f

Mio lO.OSu 799.8m 866.2m 0.00 627.3m 1573m 95.92U 801.0n 43.04U 38.54f 6.99f

M,2 lO.OSu 799.8m 8662m 0.00 627.3m 157.3m 95.92U 801.On 43.04U 38.54f 6.99f

Mi3 -30.59U -1.23 -1.30 0.00 -782.6m ^02.7m 130.1U 7.84U 32.10U 74.00f 7.85f

M.4 -30.59U -1.23 -1.30 0.00 -782.6m ^02.7m 130.1U 7.84U 32.10U 74.00f 7.85f

M,6 -4.47U -2.02 -2.02 0.00 -925Jm -776.6m 7.5 lu 574.8n 1.87U 2.80f 2.50E-

16

M.7 -4.47U -1.36 -1.36 2.02 -1.14 -249.3m 35.61U 1.90U 4.68u 36.36f 3.97f

M,9 4.47U 1.62 1.62 0.00 666.7m 561.6m 8.990U 85.29n 3.69U 4.47f 3.56E-

16

M20 -4.47U -2.02 -2.02 0.00 -9253m -776.6m 7.51U 574.8n 1.87U 2.80f 2.50E-

16

M2, -4.47U -1.36 -1.36 2.02 -1.14 -249.3m 35.61U 1.90U 4.68u 36.36f 3.97f

M23 4.47U 1.62 1.62 0.00 666.7m 561.6m 8.99U 85.29n 3.69u 4.47f 3.56E-

16

M24 -17.07U -1.31 -1.76 713.2m -909.5m -392.6m 79.23U 4.64u 14.69U 46.94f 5.10f

M25 -17.07U -1.31 -1.76 713.2m -909.5m -392.6m 79.23U 4.64u 14.69U 46.94f 5.10f

M26 17.07U 1.06 1.97 -554.6m 8442m 204.0m 132.8U l.Olu 43.59U 38.42f 6.98f

M27 17.07U 1.06 1.97 -554.6m 8442m 204.0m 132.8U 1.01U 43.59U 38.42f 6.98f
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