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Abstract

The motivation for this study comes from the fact that aerodynamic interference is

present in all wind tunnels. Here, aerodynamic "interference" is taken to be the deviation

between the true result—^which can only be estimated—and the actual result obtained

from the wind tunnel. Because interference effects give rise to errors in wind tunnel

simulation, they are an impediment to aerodynamic correlation of any new wind tunnel.

Correction methods for interference effects have been most thoroughly investigated and,

as a result, are best understood for solid wall test sections. Unfortunately, solid wall

wind tunnels devoted to full-scale automotive testing have to be very large (test section

areas of approximately 500 ft^ or larger) to hold the simulation error to correctable levels.

For open jet test sections, which have traditionally been the choice of the European

community for aerodynamic testing, interference effects have never truly been

quantified. Only in recent years have open jet test sections become a popular choice for

aerodynamic test facilities in North America. The cumulative result is that open jet

aerodynamic interference is poorly understood.
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Chapter 1

Summary

The motivation for this study comes from the fact that aerodynamic interference is

present in all wind tunnels. Here, aerodynamic "interference" is taken to be.the deviation

between the true result—^which can only be estimated—and the actual result obtained

from the wind tunnel. Because interference effects give rise to errors in wind tunnel

simulation, they are; an impediment to aerodynamic correlation of any new wind tunnel.

Correction methods for interference effects have been most thoroughly Investigated and,

as a result, are best understood for solid wall test sections. Unfortunately, solid wall

wind tunnels devoted to full-scale automotive testing have to be very large (test section

areas of approximately 500 ft^ or larger) to hold the simulation error to correctable levels.

In automotive applications, an open jet wind tunnel is a wind tunnel where the test

section is three-fourths open and a level floor represents the road (SAE SP-1465, 1999).

A plenum contains the test section in the current study, and is a typicai feature of open

jet wind tunnels. For open jet test sections, which have traditionally been the choice of

the European community for aerodynamic testing, interference effects have been difficult

to quantify. Only in recent years have open jet test sections become a popular choice

for aerodynamic test facilities in North America. The cumulative result Is that open jet

aerodynamic interference is poorly understood.



There are four types of test sections commonly used in automotive wind tunnel testing:

closed wall, slotted wall, open jet, and adaptive wall. Each type of test section has

advantages and disadvantages associated with its use. A closed wall test section has

rigid walls that cannot be moved. Of the four test section types mentioned, the closed

wall type exhibits the worst test section interference. However, it is the most common

type of test section because of the traditional role it has played in aerospace research.

Its popularity makes it a common subject of interference research, providing a wider

base of knowledge for closed test section interference. Another type of test section is

the open jet—more specifically the three-quarter open jet. This typically employs a fixed

ground plane in front of a three-sided jet, which is often placed In a larger enclosure

called a plenum. The current research focuses on interference in this type of test

section. A third type of test section is the slotted wall—a compromise between a closed

wall and open jet test section in that the streamlines in the flow are given more freedom

to diverge at the side and top walls of the test section (Hoffman et al., 2001). The

complex nature of the boundary conditions makes a theoretical correction scheme

difficult to create. A fourth type of test section is the adaptive wall, which is utilized in the

current investigation to yield interference-free data. By shaping the walls to create the

streamline shape that would occur in an interference-free environment, the adaptive wall

test section imparts no interference effects on the model. A later section provides

additional discussion of the adaptive wall concept.

In addition to the large capital cost for a solid wall wind tunnel sufficiently large for

aerodynamic testing, there are other cohipelling reasons to . choose an open jet

configuration. The low background noise level required for acoustic testing requires an



open jet test section. Due to the absence of boundary layer noise radiating from the

walls of the test section, open jet wind tunnels can be designed to be substantially

quieter than those with solid wail test sections. In a previous study, a sub-scale

experimental program was carried out to investigate the advantages of using a slotted

wall test section insert for irfiproved aerodynamic simulation relative to the open jet

(Hoffman et al., 2001). The program showed, no increase in aerodynamic simulation

fidelity for a wind turinel with both open jet and slotted wall test capabilities. This

coupled with (i) the operational penalty associated with interchangeable test sections,

i.e. separate acoustic and aerodynamic test sections, and (ii) the acoustic penalty

associated with a slotted wall relative to an open jet, (i.e. the open jet is substantially

quieter than the slotted wall)—resulted in the conclusion that it is advantageous to have

an exclusively open jet facility.

Because aerodynamic interference is pooriy understood for open jet test sections, the

current study, was carried put to provide a thorough investigation of aerodynamic

simulation in an open jet wind tunnel. The specific objectives of the project were: .

•  to carry out a sub-scale experimental investigation of aerodynamic simulation error

present in open jet wind tunnels. Simulation errors were obtained by direct

comparison to measurements obtained in an adaptive wall wind tunnel, and,

•  to use multivariate linedr regression oh the resulting dataset to develop lift and drag

corrections that remove to the extent possible simulation errors attributable to open

jet interference.
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In summary, the objective was to establish correlations between %-open jet data

obtained in a 1:11-scaie model and interference free data. The open jet experiments

were carried out in a 1/11-scale model of an existing full-scale open jet facility, namely

Wind Tunnel 8 of the Ford/Sverdrup Driveability Test Facility in Allen Park, Michigan.

This wind tunnel has a 200 ft^ nozzle area and has a maximum test section speed of 150

mph. The facility has aerodynamic, powertrain, acoustic, and thermal test capabilities.

To maximize its applicability, the experiments were carried out for an ensemble of

models representative of a full range of vehicle shapes and blockages. Reference data

were obtained by testing the same models In an adaptive wall wind tunnel, using the

same force balance as employed in the open jet experiments. The adaptive wall test

section has been shown to be free of aerodynamic interference for vehicle blockages

approaching 30%, so the adaptive wall results were adopted as "error free" reference

data for the current study. Test section, speed measurement was accomplished using

the "nozzle method" of dynamic pressure measurement, which uses the differential

pressure across the contraction section of the wind tunnel; This process is described in

detail in a later section.

The subscale facility employed in the current study is part of Sverdrup Technology, Inc.'s

Aerodynamic Laboratory in Tullahoma, Tennessee. It is an open-inlet wind tunnel

utilizing a 30 horsepower axial fan. The wind tunnel can be reconfigured to replicate,a

scaled-down version of virtually any full-scale wirid tunnel, including those with open jet,

closed wall, slotted wall, and adaptive wall test sections. The wind tunnel is used for

applied research and development activities, typically In support of a facility design.



The employed vehicles were based on the Motor Industry Research Association (MIRA)

vehicle geometry, which is a generic vehicle intended for use in test section interference

studies. The model blockages for the MIRA models can be derived from their names.

For example, the MIRA 15 has a 15% blockage in the open jet test section, which has a

cross-sectional area of 12"x20"=240 in^. Because only the model backlight angle was

changed to achieve a different model type (i.e. fastback, squareback, or pickup), the

frontal area did not change for a given model. For example, the MIRA 11 fastback has

the same frontal area as the MIRA 11 squareback. SUV and MIRA model blockages in

all of the employed wind tunnels are presented in Appendix A in Table 13.

This thesis summarizes the experiments that were performed and the process by which

the correction equations were obtained. The final results indicate that:

1. Vehicle blockage and the vehicle's location in the test section are important

variables for correcting aerodynamic drag interference errors.

2. Increasing vehicle size (especially height) increases interference on lift

measurements.

Although the results of this work will likely not be directly applicable to all open jet wind

tunnels due to the multitude of potential configurations, they provide a solid foundation

for developing a standing correction procedure suitable for use in the current open jet

wind tunnel. The results highlight several key test variables that should be considered in

interpreting aerodynamic force and moment measurements. Combining these results

with full-scale correlation testing activities should provide a comprehensive data set with

which to deveiop an aerodynamic correction methodology.



Chapter 2

Review of Previous Work

The current study quantifies the difference between open jet measurements and

"interference-free" measurements, which is required to deveiop a data correction

procedure for open jet wind tunnels. Previous work by Mercker carried out in Europe

yielded a drag correction method intended for general use in open jet wind tunnels

(Mercker et al., 1996). The study provides valuable insight into the physical mechanisms

that govern open jet aerodynamic interference, but the resulting drag correction does not

do a good job of correcting ail open jet data, sets to within acceptable limits. Specifically,

application of Mercker's open jet correction to data obtained in a study performed by

Hoffman did not successfully remove the interference effects (Hoffman et ai., 2001).

The current study is based on using a purely empirical method (linear regression) to

determine the influence of several relevant independent variables on the total

interference magnitude, whereas other methods have attempted to deveiop a semi-

theoretical model with which to quantify interference effects.

Experiments were performed at the University of Maryland Glenn L. Martin Wind Tunnel

to supplement the current experimental campaign. The University of Maryland wind

tunnel employs a closed-wall test section with cross sectional area of 85.04 ft^, and has

a maximum test section velocity of 230 mph. Unlike the other facilities used in the



current study, the University of Maryland wind tunnel has boundary control capability to

minimize boundary layer thickness'on the Test Section floor.

The University of Maryland. experiments were conducted to verify the results of the

adaptive wall tests. Because of the relatively small blockage ratio (all models were less

than 0.5% blockage), the data truly, approached a zero-blockage case, where

interference effects are non-existent—the scenario simulated by the adaptive wall test

section. Therefore, the University of Maryland tests were conducted to independently

evaluate the interference-free coefficients.

Open jet corrections for automotive applications have taken several forms. The Society

of Automotive Engineers formed a subcommittee to investigate such correction

techniques due to their importance in the wind tunnel community. The results of their

findings are presented in Aerodvnamic Testing of Road Vehicles in Open Jet Wind

Tunnels (SAE SP-1465, 1999). It references to an investigation employing mirror

imaging and potential flow to estimate the boundary influences (Wuest, 1961). That

study concluded that the three quarter open jet correction was much smaller than the

closed jet correction. Further work by Mercker et al. identified four different open jet

interference, effects using small perturbation theory (Mercker et al., 1996 and 1997).

That work characterizes the test section flow dynamics using theoretical models before

applying a correction to experimental data, a sort of semi-theoretical approach.

However, Hoffman et al. showed application of this correction scheme is not universally

successful (Hoffman et al., 2001) at removing boundary influences from experimental

data. Hackett et al. implement a pressure signature-based correction scheme in a



closed wall facility where axial static pressure distribution Is measured along the test

section walls, but the author knows of no attempt to apply the same technique to open

jet test sections (Hackett et al., 1978). The distinguishing feature of the current

investigation Is that It relies entirely on empirical data to derive the correction scheme.

8



Chapters

Current Approach to Developing Lift and Drag Corrections

Correction equations for drag and lift were derived using multlvarlable linear regression.

Employing such analysis assumes that the Interference effects add linearly. This

assumption greatly simplifies the governing aerodynamics, but makes Implementing the

resulting correction straightforward. The current work does not attempt to formulate a

physical model of the aerodynamics governing open jet Interference. The governing

aerodynamics are complex, and have not yet been captured In a coherent theoretical

model. Rather, the least squares method (described In detail below) was used to

empirically determine weighting coefficients for each of the Independent variables

considered In the study. A complete explanation of the selected variables Is presented

In the next section.

Regression Methodology

In a typical Implementation of the correction equation, adjustments are made to the open

jet data based on the physical parameters of the model being tested. The general form

of the drag and lift correction equations Is:

^Corrected ~ ̂Open Jet + C\OC\ + C2CC2 + ■■■

Equation 1

where C Is an aerodynamic coefficient (Co or Cl)

Q Is a weighting coefficient

a\ Is a dimenslonless variable



The weighting coefficients in Equation .1 are determined using,the least squares method

for multiple variables.

The variables used in the linear regression were selected based on previous experience

(primarily from publications on open jet corrections) and engineering judgment (Mercker

et al., 1996; Williams et al., 1999). All independent variables used in this study were

cast in dimensionless form. Obviously, model blockage is a principle factor in

determining open jet interference. While this captures gross effects of the model size, it

does not include other effects that can significantly alter the interference, such as model

geometry and proximity to wind tunnel boundaries. Therefore, variables were selected

that characterized not only the model geometry, but also the model's position in the wind

tunnel.

Blockage Ratio (%)

In open jet testing, models with large frontal areas relative to the nozzle cross section

deflect the jet boundary and alter the aerodynamic lift and drag on the vehicle. How

these flowfield alterations influence the aerodynamic lift and drag is difficult—in fact,

currently impossible—^to predict theoretically. However, it is well established that

interference effects generally increase with increasing blockage ratio. The vehicles

tested had blockage ratios ranging from 11% to 25%. Translating these results to the

open jet facility employed in the current study, this range of blockages would include full-

scale vehicles with frontal areas as large as 50ft^.

10



Lenath/^rontal area

Large blockage ratios do not necessarily indicate large drag coefficients. For example, a

long model with large projected frontal area can have a relatively low drag coefficient if it

is reasonably faired. The parameter defined by model length over the square root of

frontal area is included to refine the model geometry characterization and allow for larger

vehicles with faired bodies. This dimensionless variable was adopted from Mercker's

open jet correction work, which captures the three-dimensional geometry of the model.

yProntal area / Distance from nozzle

A central reason for including a model position parameter is that aerodynamic forces are

not independent of model scale when taken in an open jet test section. In an

environment free of boundary influences, scale does not affect aerodynamic coefficients.

However, in an open jet, similarly shaped models of different scale are subjected to

different levels of "collector" or "nozzle" interference effects. By considering the model's

size relative to the test section, the correlation of the current study attempts to capture

these effects. Note that the parameter is defined such that, as the clearance between

the nozzle exit and the model approaches infinity, the parameter goes to zero. By this

line of reasoning, this definition is physically intuitive.

A previous subscale study performed by Hoffman revealed that axial model position in

the wind tunnel influences aerodynamic model drag (Hoffman et al., 2001). As

illustrated in Figure 1, a repeat of this experiment in the current program confirmed this

dependence. In this experiment, the Co and Cl behavior of two models was observed

when the model was, placed at different positions along the test section length. In Figure

11



1 and Figure 2, "balance center" is the location of the force measurement balance in the

full-scale facility, and where the location of the balance for remaining tests. The two

models were a fastback and a Sport Utility Vehicle (SUV). The trend of a slight adverse

pressure gradient resulting in increasing static pressure at the base of the model as it is

positioned further downstream (closer to the diffuser downstream of the test section) is

consistent with the results of a study in the Lockheed Low Speed Wind Tunnel (Garry et

al., 1994).

Figure 2 presents the lift results from the same experiments, highlighting that the lift

coefficient is likewise strongly affected by model proximity to the ends of the test section.

Note that the data points on the plot represent the axial location of the balance center for

the measurements. In general, the results of Figures 1 and 2 show that the drag

coefficient decreases and the lift coefficient increases as the model is positioned further

downstream from the nozzle exit plane. Because model proximity to the downstream

end of the test section affects both drag and lift measurements, it must be characterized

to fully capture aerodynamic influence near the collector and nozzle. This is

accomplished by including the parameter defined as the square root of frontal area

divided by the distance from the nozzle to the model front bumper.

M^rontal area/Rear bumper to collector

Similar to the previous parameter, the distance from the model trailing edge to the

collector leading edge was defined to capture "collector" effects, which are nominally

associated with adverse static pressure gradients in the vicinity of the collector. Again,

as the distance between the model and the collector increases (which would cause this

parameter to becorhe less relevant), the ratio decreases.

12
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Aspect Ratio

Williams showed that vehicle aspect ratio affects drag coefficient (Williams et al., 1999).

While this ratio (defined here to be the ratio of width/height) is fixed for all of the MIRA

models used in this study, several "Sport Utility Vehicle" (SUV) models whose

dimensions were based on the Ford Explorer and Expedition were also used. Therefore,

this parameter is included to capture any aerodynamic trends attributable to changes in

aspect ratio. Each of the SUV models was equipped with removable modification blocks

that could be used to change the model aspect ratio by increasing the model height (at

constant width). A complete definition of the geometry of the various models is

presented below.

Vehicle height / nozzle height

This parameter is included to characterize the vehicle's tendency to deflect the jet exiting

the nozzle. Since larger models will tend to be taller, they will therefore approach the top

boundary of the jet core. As a result, a model height-dependent aspect of the

aerodynamic interference is possible. This parameter captures the height changes of

the variable-scale MIRA models, which aids the correlation by further defining the model

shapes. Including a parameter to characterize vehicle width to nozzle width would not

add significant value because typical vehicle aspect ratios are near unity—meaning that

vehicle width changes almost proportionately to vehicle height. In extreme cases,

vehicle height is large relative to other parameters. It is in these cases that this

parameter is expected to be particularly effective at quantifying the interference effects.

Other parameters could be used to characterize the vehicle and the test section

aerodynamics. For example, a parameter that quantifies how "faired" a vehicle shape is

14



would be appropriate. Such a variable could take the vehicle's edge radii with respect to

other lengths Into consideration, including test section or vehicle dimensions. A study on

the effect of leading-edge radii on the drag of a rectangular box showed that (for a given

bus-like configuration) including rounded leading edge radii decreased drag coefficient

by greater than 50%—a dramatic improvement in aerodynamic performance for a

modest change in front-end geometry (Gilhaus, 1981). This supports the fact that gross

passenger vehicle profiles have remained virtually unchanged for decades, but still

benefit from further reductions in drag by the use of modest alterations to edge radii.

Such vehicle characterization parameters, while appropriate in vehicle design, were not

included in the current study because they reiate more to vehicle design than to test

section interference. Moreover, the employed model set would reap little benefit from a

parameter that quantifies how "faired" the vehicles are due to the fact that the same

model was created at different scales (in the case of the MIRA models). In this case,

that specific parameter would not vary from model to model—and would therefore offer

little insight into the test section aerodynamics.

Potential variables were excluded from the regression analysis for two reasons: i)

changes in the dimensioniess variabie did not change the measured coefficient, and ii)

the dimensioniess variable was constant—or near constant—^for all tests. The first

reason was substantiated through experiments (e.g. a test was conducted to determine

if changing a variable affected the results). The rationale for the second reason was that

If a variable were constant for all tests, it wouid not enhance the understanding of the

Test Section interferences.
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Chapter 4

Experimental Procedure

This chapter describes the experimental procedure. Detailed descriptions are presented

of the empty tunnel flow characteristics, model geometries, wind tunnel configurations,,

and measurement techniques.

Empty Tunnel Flow Characteristics

Tests were performed to characterize empty tunnel flow in the current model. Because

empty test section aerodynamics plays an important role in model interference, the

results are critical to understanding the overall interference effects.

Axial Static Pressure Gradient

A nonuniform static pressure distribution along the test section centerline will tend to

"puii" the test , vehicle in one direction, creating drag due only to the test section

aerodynamics. This effect is commonly referred to as horizontal buoyancy.. To quantify

the magnitude of this pressure gradient, a pipe with static pressure taps was placed in

the test section. The pipe was positioned on the spanwise centerline and extended

axiaiiy. The thirty-two static taps on the pipe covered a region from the nozzle exit to the

collector exit. The static pressure at each tap was measured and compared to the static

pressure at the nozzle exit, and a pressure coefficient was calculated. A flat pressure

coefficient distribution indicates that there is no pressure gradient—and therefore zero

horizontal buoyancy effect. The results of this test are shown in Figure 3.
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Figure 3. Axial static pressure distribution in the empty test section.

The collector consists of three flaps that guide the jet into the diffuser. Collector flap

angle was defined to be the angle formed between the flow axis and the face of the

collector flap. Three flap settings were tested: 0°, 10°, and 20° relative to the flow

directioh. In Figure 3, X/L=0 is at the nozzle exit and X/L=1 is at the plane of the

collector entrance. The data show that the pressure gradient in the test region is small,

indicating that horizontal buoyancy effect will be proportionately small.

Boundary Layer

The empty tunnel boundary layer was measured using Particle Image Velocimetry (PIV)

in the open jet test section. PIV instantaneously captures the movement of buoyant fog

particles in the flow using an NdiYAG laser and digital photography techniques. The

result is a plane of two-dimensional velocity vectors indicating magnitude and direction

of the flow. Over one hundred vector fields at the balance center were averaged to yield

the velocity profiles shown In Figure 4.
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Figure 4. Velocity boundary layer profiles at balance center (20 m/s and 60 m/s).

It should be noted that the boundary layer thickness increases with increasing wind

speed, which runs counter to the trend predicted by flat plate boundary layer theory.

Several repeat runs of the experiment confirm that this is a characteristic of the

boundary layer in the employed model. PIV measurements made at balance center

axially, but at a different spanwise location (two inches left of tunnel centerline, when

looking upstream) show the same trend, but with lower magnitudes of boundary layer

thickness. This suggests complicated three-dimensional behavior near the floor.

However, mean pitch flow angularity (less than one-half degree in both the boundary

layer and in the mean flow) was not large enough to suggest strong vortical patterns that

might adversely affect the pitch- and yaw-moment of the vehicle. While this boundary

layer behavior is puzziing, it is not believed to influence the vehicle measurements

because of the high ground clearance maintained in the tests.
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Mean pitch flow angle may be extracted from the boundary layer results, as well. Using

the PIV results, the mean pitch flow angle Is found to be 0.5 degrees, pitching upward.

While this Is a relatively small flow angle. It will manifest In the model force data.

Specifically, It will alter the lift and drag results by causing a component of the drag force

to add to the lift component. Although considered a secondary effect. It will also affect

model pitching moment.

Pressure Fluctuations

The fluctuating component of static pressure was measured In the empty test section.

Pressure fluctuations are a result of flow oscillations In the shear layer emerging from

the open jet nozzle. The fluid emerging from the jet Interacts with the quiescent plenum

air and excites the flow, causing It to oscillate. If the frequency of this oscillation Is near

a naturally occurring acoustic mode In the circuit ducting, large pressure fluctuations In

the test section result.

Fluctuating pressure measurements were acquired for a range of test section velocities,

as shown In Figure 5. Cr rms Is defined as the standard deviation of the pressure,

divided by the mean dynamic pressure In the test section. The peak In fluctuation

amplitude near 57 mph Is evidence of a shear layer frequency that has excited another

component of the wind tunnel ducting. This pressure fluctuation could contaminate the

model force measurements by causing the model to fluctuate, as well. This slight

fluctuation would most likely Impose a frequency on the model data, not altering the

mean value.
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Figure 5. Fluctuating pressure, Cp,rms

For example, a model placed near the jet boundary will tend to deflect the jet more

outward (away from centerline), be subjected to a non-uniform dynamic pressure

distribution (because of being partially submerged in the shear layer), and may even

experience interference from the plenum walls due to local acceleration. This illustrates

the complex, three-dimensional aerodynamics of open jet testing, and makes apparent

the need for high flow quality standards. Under ideal circumstances, the entire jet core

is considered usable for aerodynamic testing. However, even in that circumstance,

proximity to plenum walls and the collector vyill subject the model to pressure gradients

that influence the final data.
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Model Geometries

Automobile models were created for use in the current work. The set contained a total

of 18 models, consisting of two main model sets: MIRA (Motor Industry Research

Association) vehicles, and SUV models. MIRA created a set of generic vehicle

geometries for use in evaluating test section interference effects. The MIRA shapes

used were the pickup, fastback, and squareback. Six SUV shapes were also used.

These include two models, the small SUV and the large SUV—geometrically similar to

the Ford Explorer and Expedition, respectively. Each of the SUV models has three

modification blocks that can be used to change the height of the model, but not the

width. These modification blocks vary the width-to-height ratio of the SUVs, with

possible combinations of 0.85, 1.00, and 1.15. The dimensions of the MIRA vehicles are

shown with a diagram of the cars in Figure 6. The SUV dimensions are shown in Figure

7. Figure 8 shows the MIRA models with the possible modification blocks, and Figure 9

shows the two SUV models.

High dimensional accuracy was critical to attaining the fidelity required for a reliable

correlation. In addition, low model weight was desirable because of the employed

balance's weight limit. For that reason, stereo lithography was chosen as the

manufacturing technique for the models. This technique employs a laser to fuse

polymer liquid into lightweight, accurate parts. Nominal accuracy of the manufacturing

process is approximately 0.002 inch. This provides the required accuracy for the current

tests. The models were hollow to further reduce their overall weight, with a honeycomb-

like supporting structure inside for rigidity. An added benefit of using stereo lithography

is that creating scale versions of the same model geometry is straightforward.
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N

a

> J

R

All body edge radii are dimension 19
Except rear edges of D and C

A = notch back

B = fast back

C= square back
D - pick-up

Blockage *, % 11 15 20 25

Model Scale ** 0.096 0.112 0.129 0.144

Width (1) 6.128 7.157 8.264 9.236

Half width (2) 3.064 3.578 4.132 4.618

Overall height (3) 4.974 5.810 6.709 7.499

Body height (4) 4.585 5.355 6.184 6.912

Clearance (5) 0.389 0.455 0.525 0.587

See ID (6) 2.660 . 3.107 3.588 4.010

See ID (7) 1.926 2.250 2.598 2.904

Length (8) 15.709 18.347 21.186 23.678

See ID (9) 3.991 4.661 5.382 6.015

See ID (10) 6.742 7.874 9.092 10.162

See ID (11) 4.999 5.838 6.742 7.535

See ID (12) 2.843 3.320 3.834 4.285

See ID (13) 2.018 2.357 2.722 3.042

See ID (18) 2.660 3.107 3.588 4.010

Edge radii (19) 0.504 0.589 0.680 0.760

Figure 6. MIRA Model geometry with tabulated dimensions (dimensions in inches).
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rAII three modification blocks shown

— W/2-

-W-

4

-HOL

TOP

-L1-

Dimension Expedition Explorer

W 7.15 6.38

y
7.35 6.44

6.08 5.31

5.15 4.47

R 0.73 0.73

Length 18.60 17.34

L1 8.36 7.79

HOL 4.65 4.34

Flgure 7. SUV Model geometry with tabulated dimensions (dimensions in inches).
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Figure 9. The Small SUV and Large SUV (Before wheels were removed).



A validation model was included in the study to confirm the effectiveness of the derived

correlation. This model, a MIRA 15% blockage fastback with a rear spoiler, was tested

in both the open jet test section and adaptive wall test section, but the measured data

were not used in developing the correction equations. This permitted an independent

"check" on the correction equations. An image of the validation model is shown in

Figure 10.
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Figure 10. Back end of validation model.



Reynolds number, which was based on mode! length, was held constant for all

experiments. For a given wind speed, the minimum vehicle length from the ensemble of

models defines the upper bound for Reynolds number. The maximum achievable wind

speed in the wind tunnel is the other constraint. The minimum Reynolds number that

could be obtained in the test configuration was 1.6x10® (up from 1x10® in the first study,

where a shorter model was included). This 60% increase moves the typical model drag

coefficient into a nriore stable, fiat region of the Cq versus Re curve plotted in Figure 11.

This Co versus Re trend for the MIRA Fastback shape is consistent with data published

in the SAE document on open jet interference, J2071. The basic motivation for holding

Re constant in the current study was to eliminate any Reynolds number effects in the

data set, thereby isolating aerodynamic "interference" effects.
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Figure 11. Co and Cl as a function of Reynolds number (Fastback model).
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All four "half-wheels" were removed frorh the underside of each model. Because the

boundary layer thickness was on the order of the ground-to-model underbody clearance,

the wheels would be partially, if not whoily, submersed in the boundary layer, causing

complicated acceleration effects beneath and around them. While a smooth underbody

has been shown to affect drag results, the exact effect on lift was unknown (Ahmadi et

al., 1996). Removing the wheels simplifies the underbody effects of the models by

removing the wheel/boundary layer interaction, which would vary with model scale

(varying wheel size and varying proximity of the wheels to the floor).

Ground clearance (the distance from the test section floor to the vehicle underbody) was

held constant at 1.07 inches for all tests, excluding those tests expressly intended to

study boundary layer effects. That height was selected for two reasons: first, it is slightly

greater than the boundary layer thickness; and secondly, it matches the ground

clearance of several models in Hoffman's earlier study (Hoffman et al., 2001). Holding

the ground clearance constant (as opposed to raising or lowering a model based on its

size) was intended to maintain constant underbody effects for all models.

Open Jet Wind Tunnel Configuration

Figure 12 shows a diagram of the setup, including the pressure tap location used to

determine the differential static pressure across the contraction section. The

downstream pressure tap is located 65 Inches upstream of the balance center, sufficient

to avoid upstream interference in the current test section configuration (Hoffman et al.,

2001). Figure 13 shows a detailed drawing of the test section. An image of the open jet

setup is shown in Figure 14.
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Figure 12. Overall open jet wind tunnel configuration.
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Figure 13. Open jet wind tunnel (Dimensions in inches)
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Figure 14. image of scale model setup showing open jet plenum with inset coiiector flaps.

An open circuit arrangement was used, extending from the contraction to the test

section, then downstream through a high-speed diffuser to two acoustically treated

corners that redirected the flow towards the fan. This configuration replicates the

boundary influences around the model in the test section, and creates the gross effects

of the corners and contraction. The acoustic treatment in the corners had the added

benefit of suppressing fan noise propagation into the test section that, if high enough.

could possibly have influenced the aerodynamic coefficient measurements.



Wind tunnel pressures were measured using a Scanivaive® transducer, signal

conditioner and switching unit. The pressure measurement equipment was located next

to the test section. Each pressure port was measured sequentially, with a sample time

of 5 seconds for each port. The data were then time averaged and the switching unit

stepped to the next port. The time required to initialize the data acquisition process

allowed the pressure to stabilize. Both this time-averaging procedure and the employed

lengths of pressure tubing acted as low-pass filters on the measured pressures, making

it simple to acquire the desired average pressures. Ail data were acquired for 5 seconds

at 100 Hz using a 200 MHz PC and National Instruments PCI-6031E data acquisition

card.

Adaptive Wall Wind Tunnel Configuration

A photograph of the adaptive wall wind tunnel setup is presented in Figure 15. The

circuit utilized the contraction section from the open jet configuration, the adaptive wail

test section, and a diffuser section that lead to the fan. The test section consists of

twelve 96-inch long flexible panels arranged with three slats on each wall, and six slats

on the ceiling. Wiper blades form airtight seals between each slat, sealing off the test

section from ambient air. Manually adjustable jacks that are located at axial locations

along the test section control the wall shape. Seventeen such jacks are located on each

of the twelve slats for adjustment of wall shape. The adaptive wall test section is 12

inches high and 24 inches wide at the inlet. A diagram of the adaptive wail test section

is shown in Figure 16.
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Figure 16. Diagram of adaptive wail test section.

Source: Hucho, Wolf-Heinrich, "Aerodynamics of Road Vehicles" 4'^ Edition, Society of
Automotive Engineers, Inc., Warrendaie, PA, 1998.



Dynamic pressure measurement (Adaptive wall)

The adaptive wall tests used the differential pressure across the contraction section to

Indicate test section dynamic pressure. A calibration was performed that was similar to

that carried out for the open jet testing. The dynamic pressure measured with a pltot-

statlc tube Inserted Into the test section was' plotted against the differential pressure

between two sets of static pressure taps In the nozzle, each at. a different axial location.

This data Is plotted In Figure 17. The relationship between the actual tunnel dynamic

pressure and that measured by the nozzle static taps Is: APnozzib = 0.583*APprobe. where

APnozzig Is the pressure differential across the nozzle and APprobe is the difference

between the dynamic and static pressures measured with the pitot-static probe.

5.000

4.000

^ 3.000

2.000

1.000

0.000

- ^ = 0.583X

0.000 1.000 2.000 3.000 4.000 5.000 6.000 7.000 6.000 9.000 10.000
AP probe

Figure 17. Adaptive wail dynamic pressure calibration.
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Correct placement of pressure taps is critical for accurate dynamic pressure

measurement using the nozzle method. Locating a tap too close to the model yields

inaccurate static pressure readings due to the tap's proximity to model's upstream

stagnation region. Conversely, distance is required between the upstream and

downstream pressure taps so that the area change creates a pressure difference.

Therefore, the distance used in Hoffman's study was adopted. This distance (47 inches

upstream of the largest model) was shown to be out of the stagnation region while still

providing sufficient area change to determine dynamic pressure (Hoffman et al., 2001).

Adopting the square root of the frontal area as the characteristic length, this corresponds

to approximately six length scales for the largest model. The calibration shown in Figure

17 was used to compute the actual dynamic pressure in the test section for all adaptive

wall tests.

Adaptive Wall Measurements

Reference aerodynamic coefficients were obtained with an adaptive wall test section.

These values were considered the "correct" values when computing the correlation to

interference-free measurements.

The adaptive wail test procedure is as foilows. The models were centered in the

spanwise direction, and located near the center of the test section axiaily. Static

pressure distribution along each slat is measured, indicating the local flow velocity. The

current position of the slats is also measured, indicating the local wall angle, and

therefore the local flow angle. These inputs are used to predict a more streamlined wall

shape using an aigorithm developed by Sverdrup Technology for the adaptive wall test

section (Whitfieid et ai., 1982). Adjusting the wall jacks generates the next wall shape
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iteration. Wall static pressure and position measurements are acquired and the entire

process repeated until the changes in wall position are less than 0.005 inches. Previous

work has shown that fully converged adaptive wall measurements yield results free of

any wall interference effects (Arnette et al., 2001; Goenka et al., 1990; Whitfield et al.,

1982). A more detailed explanation of the theoretical background and principle of

operation for the adaptive wall test section can be found in these references.

The test section wall shape was adjusted using the manual jack screws until additional

iterations resulted in negligible changes to the aerodynamic coefficient results (defined

as a change in drag coefficient of less than 1%). At this point, the final "interference-

free" reference coefficients were measured.

Force Balance

A six-component balance, manufactured by Modern Machine and Topi, was employed to

measure aerodynamic model forces and moments. The balance was mounted internal

to the models in.a cavity—eliminating the need to place a pressure seal between the test

section plenum and the ambient air. the balance measurement characteristics are

shown in Table 1, which shows that the balance dqes not measure lift forces as

accurately, as the other components. This is because, it is designed for sidewall

mounting in a wind tunnel—a typical configuration for testing 2-D wing models. .

Table 1. Measurement characteristics of employed force balance.

Component Lift Drag Pitch Moment Roli Moment. Yaw Moment Side Force

Limit (ib or in*lbs) 10 10 75 . 168 168 25

2-a error (%) 4.3 0.22 0.21 0.09 0.03 0.06
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In those tests, the component normal to the balance surface (lift force in the current

mounting scheme) corresponds to side force on a wing model, which is not measured for

2-D airfoil tests. Previous tests confirmed that shifts in the data due to thermal drift and

preloading are on the order of the iift forces, making the employed balance unsuitable for

reliable lift measurements. Therefore, another lift measurement technique was needed

that could provide better accuracy without significantly altering the previously used

balance configuration.

Model lift was measured using three small load cells fastened to the bottom surface of

the balance, as shown in Figure 18. The load cells mounted to a plate that was fastened

to a rotation stage with a 3/8-inch diameter rod, which passed through the test section

floor. The entire assembly (including the model) could be rotated 360 degrees allowing

any yaw angle to be set. The entire balance/load cell assembly fit inside each model in

a cavity designed for mounting the balance. This balance/load cell assembly is shown

mounted inside a typical model in Figure 19 using a double-exposure photograph.
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Figure 18. Image of load cell arrangement (balance is tilted on its side).
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Figure 19. Double-exposure photograph showing how balance mounts inside model.

The load cells offered a good compromise between size and accuracy. They had to be

small enough to fit into the existing models without significantly altering the configuration,

and needed to provide enough accuracy to resolve the expected loads. The load cells

selected have a 0.25-inch height (not including threaded ends) and are accurate to 1%

of full-scale {Omega part number LC201-25). Because all lift force is transmitted

through the load cells, the total lift force is determined by summing the forces in the

vertical direction, as measured by the calibrated load cell outputs. The load cells were

individually calibrated before being attached to the force balance. The load cell output is

linear, as can be seen in a typical calibration curve (Figure 20).
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Figure 20. .Typical load cell calibration curve.

Methods of Open Jet Dynamic Pressure Measurement

In the open jet test section, dynamic pressure was measured using both the nozzle and

plenum methods. The nozzle method measures the differential static pressure between

two points in the contraction section, and relates that pressure to test section veiocity

using standard incompressible flow calculations. Considerable attention must be paid to

this measurement because of its direct effect on, aerodynamic coefficient results. Since

dynamic pressure is the normalization parameter in aerodynamic coefficient calculations,

an error in dynamic pressure measurement translates directly to an error in the

aerodynamic coefficient. For example, a 1 % error in dynamic pressure translates to a

1 % error in the aerodynamic coefficient result.

Upstream model influence contributes to dynamic pressure measurement errors using

the nozzle method. This upstream interference was quantified in Hoffman's open jet
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study. The results of that experiment showed that the pressure tap locations selected in

the nozzle were sufficiently upstream of the stagnation region in front of the model.

Therefore, these pressure measurement locations were maintained for the current study.

Dynamic pressure was also obtained using the plenum method. In this technique,

differential static pressure is measured between the stilling chamber and a point in the

plenum, which is then related to test section dynamic pressure. Several static pressure

taps were placed in the plenum to permit data analysis using the plenum method of

dynamic pressure measurement. The locations of these taps are specified in Figure 21.

The nozzle height in the subscale model (12 inches) is shown in the figure for purposes

of scaling the tap locations to the full-scale facility.

25.13 in

44 in

22.5 In
8.63 in

2 In
12 In

1.25 In

6.5 in—

55 in

1.63 In

Figure 21. Diagram of pienum pressure taps piacement in open jet modei.
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Plenum taps located in the full-scale facility were replicated in the subscale model; the

other taps were included to define the sensitivity of tap iocation when using the plenum

method. Previous work has shown that the presence pf a model in the test section may

alter the dynamic pressure reading—suggesting that the plenum method rhay be more

sensitive to model placement and geometry than the nozzle method (Kuenstner, 1992).

Neither the nozzle method nor the plenum method has emerged in the wind tunnel

testing community as the primary way to measure dynamic pressure.

The relationship between the differential pressures at the tap locations and the test

section dynamic pressure was determined over a range of velocities in the ernpty test

section. The results of this calibration are shown in Figure 22.
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Figure 22. Open jet dynamic pressure caiibration.
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The data show that dynamic pressure measured using the plenum method is relatively

insensitive to tap location for empty test section measurements. This can be seen by

looking at the slopes of the calibration lines shown in Figure 22. The slopes do not vary

significantly for the taps located in the plenum, (less than 3 percent at most). This

shows that for empty test section dynamic pressure measurements, the dynamic

pressure measurement is virtually Independent of plenum tap location. However, for

dynamic pressure measurements made with a model installed, this is not true. This is

demonstrated in the results presented below.

Comparing the Co as a function of blockage for the nozzle method and the plenum

method shows an interesting result. For a given model, the range of (Cd-Cd,o)/Cd,o using

the nozzle method is typically larger than the plenum method In the current data sets,

where Cd,o is the reference drag coefficient measured in the adaptive wall. In the case

of the pickup (Figure 23), the (Cd-Cd,o)/Cd,o range is near zero, but the overall "error" Is

consistently less than zero. This conclusion is consistent with the findings of Kuenstner

et al., which showed that plenum-referenced dynamic pressure data generally yields

lower drag coefficients. Data for the MIRA models used In the study (pickup, fastback,

and squareback) are shown In Figure 23 through Figure 25, respectively.

Ground Effects

Floor boundary layers have been shown to influence both drag and lift data In wind

tunnel measurements. Fundamentally, the viscous boundary layer present beneath the

car In the wind tunnel Is not present under the car on the road. This affects the wind

tunnel's ability to provide a replication of the on-road environment.
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Figure 23. (Cd-Cd,o)/Cd,o for Q measurement methods (MIRA Pickup).
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Figure 24. (CD-CD,o)/CD,ofor Q measurement methods (MiRA Fastback).
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Figure 25. (CD-CD,o)/CD,ofor Q measurement methods (MIRA Squareback).

In the current study, however, open jet effects are quantified by comparing between two

test sections with fixed ground planes. By matching Re and model ground clearance

between the open jet and adaptive wall tests, the boundary layer effects are the same in

the open jet and adaptive wall test sections. This isolates the open jet interference

effects without requiring boundary layer corrections. However, it should be noted that

boundary layer flow still pollutes both open jet and adaptive wall data sets.

A boundary layer correction was investigated as a possible approach to adjust the data

for boundary layer influence. However, when the adjustment was applied to the

adaptive wall data, the data changed from being independent of blockage (which is the

expected trend for adaptive wall measurements) to varying significantly with blockage.
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This was a strong indication that the boundary layer adjustment would probably inject

more harm than good into the study.

No boundary layer corrections were applied to the data because (I) the correction

method does not have a solid physical basis, (II) any 'reasonable' boundary layer

correction was found to cause, the adaptive wall results to vary with model blockage,

which should not occur, and (ill) equivalent ground-plane effects occur in both test

sections (open jet and adaptive wall) and therefore do not invalidate any comparisons

between the open jet and adaptive wall data.

Ground effects were quantified, however, to confirm that model height was sufficiently

outside the floor boundary layer. Aerodynarpic forces were measured on the MIRA.15

fastback in the open jet test section at constant speed. These forces were measured for

a range of ground clearances that spanned the boundary layer thickness. The drag and

lift coefficients at various ground clearances are shown in Figure 26 and Figure 27,

respectively.

The abrupt change occurring near the middle of each plot corresponds to the boundary

layer thickness, which was approximately 1 inch for the current tests. Examination of the

plots shows that although the drag coefficient is more stable outside the boundary layer,

the lift coefficient's behavior is quite different. It approaches the boundary layer

thickness differently above and below, with the strongest downforce (smallest lift

coefficient) occurring at the boundary layer height. Therefore, a vehicle placed at the

boundary layer height is precariously positioned at the edge of two steep gradients-^

making it extremely sensitive to changes in ground clearance.
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This type of experiment was also performed at the University of Maryland Wind Glenn L.

Martin Wind Tunnel. The boundary layer thickness is approximately equal at that facility,

and therefore the ground effects are similar, as well. Drag coefficient for a MIRA 15

fastback model was determined over a range of ground clearances, yielding the results

shown in Figure 28. These data from the current study agree well with trends in the

University of Maryland data. Both of these tests were performed on the MIRA 15

fastback; however, the wheels were removed in the current tests. Even with the slight

model geometry variation (the wheels were still attached to the vehicle body in the UMD

tests), the trends are strikingly similar. This suggests that the lift measurement scheme

employed in the current study yields lift data that is accurate enough to extract

meaningful trends.
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Figure 28. Comparison of Cl dependence on ground clearance (MIRA 15 fastback).
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Estimate of Experimental Error

An estimate of measurement uncertainty has been performed for a typical drag

coefficient. Uncertainty is typically, expressed in counts, which is defined to be one

thousandths of a coefficient (Co or Cl=0.001). The results of this sample calculation are

shown in Figure 29. For a Co of 0.32 (typical for a squareback model), this calculation

yields an uncertainty of 5cd = 0-003, or 3 drag counts. For reference, one-tenth, of one

count—Cd or Cl=0.0001—is typically differentiated in full-scale automotive test facilities.

1
-pV^-A
2

q-A

Cj ±ACj = — ±^AF±^Aq±^AA
'  ' q-A 8F dq dA

\  J \ ! \ !

0.005" ̂ 0^00043
Area„,„

-F^ = ̂{Fq-A-)= ,
dA 8A^ ' qA^

Aq = 0.0003

dC.-^ = -^[Fq-'A-')=^
8q 8q q A

AF = 0.0435 lb

dC. -{Fq:'A-')= —
8F 8A^ ' qA

C.tAC. =0.302 + (0.0022/4)+ ro.oo03-^^l + -^I4.843^j(o.248/t') (^14.843^j (o.248/r^)^ ^ |^14.843^j(o.248/(^f

= 0.302 + 0.000597 - 0.000027 - 0.002307

= 0.302 ±0.0029

Figure 29. Example uncertainty caiculation on drag coefficient.
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The measurement repeatability was estimated ,by repeating measurements for the same

model. To capture all sources of uncertainty, the model was either removed or,

reoriented between consecutive measurements. For a given configuration, the model

Cd repeated to within 1 drag count—much tighter than the 3 drag count uncertainty

predicted by static calibration results.

Estimation of measurement uncertainty has also been performed for lift data. The load

cell measurement uncertainty (as reported by the manufacturer) is 1% of full-scale,

which includes linearity, hysteresis, and repeatability., However, because the three load

cells are arranged in series with the balance, the total measurement uncertainty for, lift

will be larger than this specified value. If the total uncertainty in the lift measurement is

assumed to be the square root of the sum of the squares, then the uncertainty

associated with each measured load can be added, as illustrated in Equation 2.

Vlotal '\]ij?Load celll L̂oad cell 2 H Load cell 3 )

Equation 2

The load cells employed have a maximum load measuring capability of 25 pounds. If

the above estimation of total uncertainty is adopted, then the total uncertainty for lift

measurements is 0.43 lbs. This translates into an estimated 30 to 50 lift counts

(Cl=0.030 to 0.050) for the employed models. This amount of resolution permits trends

to be seen over large spans in downforce where the measured forces are much greater

than the measurement uncertainty. For lift data that hover near zero Cl, trends are

harder to recognize because the actual measurements are on the sarhe order as the

uncertainty.
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Chapter 5

Presentation of Experimental Results

For clarity, the model data are presented in two separate categories: MIRA models

(including the validation model) and Sport Utility Vehicles. The nozzle method of

dynamic pressure measurement was used to compute the aerodynamic coefficients.

Also, recall that the model tests performed at the University of Maryland employed the

models before the half-wheels were removed. The half-wheels were removed for the

current study to avoid their influence on the lift results due to being partially submerged

in the boundary layer. Therefore, a slight offset in either Cp or Cl is to be expected due

to the additional aerodynamic obstruction beneath the vehicles. Published work puts

this offset at approximately 0.030 for Cp. There are no known published works relating

lift change to the presence of haif-wheels.

Open Jet: MIRA Models

The trend of increasing Cp with increasing blockage (for a given vehicle shape) is

evident, and confirms Hoffman's earlier results (Hoffman, 2001). Figure 30 shows this

trend for several vehicle shapes. A notable difference between Hoffman's previous open

jet results and the current open jet results is the apparent interference at higher blockage

tests. In Hoffman's previous open jet work, the open jet data converged toward the

estimated interference-free measurement, but most Cp values were higher than the

reference value. This is potentially attributable to differences in underbody simulation

between the two studies, caused by removing the "half-wheels".
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Figure 30. Co values for the MIRA models (Open jet and adaptive wall).

Figure 30 shows that the open jet values Intersect the adaptive wall data near 20%

blockage for most models. This Is likely attributable to the trend commonly seen In other

open jet tests, In which the Co measured In the open jet Is below the reference number

for medium blockage vehicles—typically In the 5% to 15% range (SAE Publication

J2071).

Another observation Is that Co trend with increasing blockage Is nearly flat for the

adaptive wall tests. The pickup and squareback data are seen to yield virtually the same

result regardless of blockage. This Is a confirmation of the adaptive wall's ability to

remove Interference effects. The trend seen In the fastback (changing with blockage) Is

possibly due to Reynolds number effects. With only a small angle on the rear end of the

vehicle relative to the flow direction, the flow separation point Is not fixed, as It Is In the
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case of a squareback or pickup. This makes the separation point (and therefore the

induced aerodynamic drag) very sensitive to slight variations in flow conditions. It is also

possible that there are slight geometry variations between the different fastback models

(imperfect tolerancing).

The University of Maryland measurements were taken to confirm the adaptive wall

results. Some selected results are plotted in Figure 31 for comparison. Because the

model blockage ratio was much larger iri the adaptive wall test section than in the UMD

tunnel, reference lines are shown for the adaptive wall data. This line is the average of

all drag coefficients for a given model, shape at all of the tested blockages in the adaptive

wall. For example, the pickup Co plotted is the average of the 11%, 15%, 20%, and 25%

drag coefficients.
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Figure 31. Co values for the MIRA models (University of Maryland and adaptive wall).
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The University of Maryland data compare weli to the adaptive wall results. The

extremely low model blockage in the UMD tunnel (less than 0.50% for all models) truly

approaches the case of no boundary interference, with the exception of boundary layer

effects—justifying the comparison to adaptive wall results. The slight offset between the

UMD and adaptive wail data can be attributed at least in part to the presence of "half-

wheels" during the UMD tests. The wheels were removed in the current tests, and likely

account for the slight offset between the two data sets..

Figure 32, shows the open jet and adaptive wall lift coefficients for the models! Lift

coefficient comparisons are difficult to make due to the limited amount of published data.

However, several comments can be made regarding the trends in the data. For

example, the squareback vehicles are shown to exhibit a large downforce (negative lift

coefficient). While this seems contrary to intuition, it confirms data trends seen by Wallis

and Williams in earlier tests for squarebacks with smooth underbodies (Wallis et al.,

2001).

Also of note is that the addition of a rear spoiler to the MIRA 15 fastback (the validation

model) had the net effect of increasing the downforce. This is consistent with published

data for addition of a rear spoiler. While the lift coefficient is seen to decrease with

increasing blockage In the open jet, this trend is also seen in the adaptive wall data. In

fact, the open jet and adaptive wall results follow each other closely with blockage,

suggesting that other effects dominate the test section effects on lift. This trend is seen

for all of the MIRA models shown in Figure 32.
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Figure 33 illustrates the comparison between the lift coefficients acquired in the adaptive

wall, and those acquired in the University of Maryland wind tunnel. Because the

adaptive wall results should not change with vehicle size, they are presented as being

constant with blockage—as indicated in the plot with the horizontal lines. The Cl values

shown in Figure 33, show that trends between the UMD and current tests are consistent

for lift. The slight downward trend in the Maryland data may be caused by the floor

boundary layer effect. The overall comparison is quite good—even showing the offset

caused by the removal of the "half-wheels" in the current tests. The largely flat profile of

all plotted datasets indicate that the blockage effect minimal (due to the large cross-

sectional area of the test section).
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Figure 33. C(. values for the MIRA models (University of Maryland and adaptive wall).

Open Jet: SUV Models

Care must be taken when examining the SUV model data trends. Contrary to the MIRA

models, the SUV models are not simply larger scale versions of each other. While the

width was maintained for each model size (small or large SUV), the height was changed.

Therefore, trends relating model scale to measured aerodynamic coefficients cannot be

extracted from the SUV data because model geometry was simultaneously changing.

Figure 34 shows drag coefficient values for the SUV models. These models exhibit

behaviors also seen in the UMD data where there is a slight increase in the Co of the

middle SUV. A notable aspect of the plot is that all of the open jet SUV data are lower

than the reference data obtained in the adaptive wall.
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Figure 34. Co values for the SUV models.

The Large SUV-Medium Top adaptive wall data point is suspiciously out of place on the

plot, and may be erroneous. This is substantiated by the University of Maryland data

shown Figure 35, which illustrates that this model has a higher Co than the other Large

SUV models. The Small SUV data are also consistent with this trend—showing a

slightly higher Cd for, the W/H=1.0 SUV models.

Comparison is good between the adaptive wall and UMD data for the Sport Utility

Vehicles. The trend of slightly higher Co for the middle-height SUV models is still

apparent in the UMD data. For purposes of making comparisons, the adaptive wall data

are presented at the UMD blockages. Actual model blockages in the adaptive wail can

be found in Appendix A.
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Figure 35. Cd values for the SUV models (University of Maryland and adaptive wall).

The Large SUV-Medium Height appears but of place on the plot, suggesting that it is an

anomaly of the experiment. However, the consistent offset between the UMD data and

the adaptive wall data—likely caused by the removal of the "half-wheels"—is again

present.

The SUV Cl values are shovyn in Fiigure' 36. A .notable feature of this figure is the

increase in the difference between open jet and adaptive wall data as the model size

increases. Recall that the aspect ratio of the SUVs is changing simultaneously with

blockage. In fact, the model height is changing disproportionately with model blockage,

unlike the MiRA models that changed at a constant rate with respect to model size. This

feature may be linked to a jet deflection effect, which will be discussed in a later section.
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Figure 36. Qu values for the SUV models.

The Large SUV (medium height) model's Cl appears out of place when compared to the

UMD data and the open jet data. The UMD data (found in Table 12) reveal a consistent

Cl value for the SUV models, with slight differences due to the increasing height. This

suggests that the Cl and Co for the Large SUV (medium height) are irregularities caused

by errors during the execution of the experiment.

Adaptive Wall: MIRA and SUV Models

The entire adaptive wail data set is presented in this section, from Figure 37 to Figure

53. Convergence was defined to have occurred when the most recent change of the

test section wall contour resulted in a change in Cd of less than 1% relative to the

previous iteration. This typically required up to 6 iterations, but some cases required

fewer. The final wall shape from the previous model was used as the initial wall shape

for the next model in a|l but one case, the MIRA 20 squareback (shown in Figure 45).
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Cd and Cl change with Iterations (MiRA11FB)
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Figure 37. MIRA11 Fastback.

Cd and Cl change with iterations (MIRA11 SB)

0.330

0.310

(5 0.290

0.280

0.270

0.250

n  i

1T  '

1

-O-CD

-•-CL

n

--

--

-

-

2  3

iteration

-0.300

 -0.320

 -0.340

- -0.360

- -0.380

-0.400

Figure 38. MIRA11 Squareback.
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Cd and Cl change with iterations (MIRA11PU)
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Figure 39. MIRA11 Pickup.
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Figure 40. MIRA15 Fastback.
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Cd and Cl change with iterations (MiRA15SB)
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Figure 41. MIRA15 Squareback.
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Figure 42. MIRA 15 Pickup.
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Coand Cl change with Iterations (MIRA15vm)
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Figure 43. MIRA15 Validation Model (Fastback with spoiler).
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Figure 44. MiRA 20 Fastback.
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Co and Cl change with Iterations (MIRA20SB)
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Figure 45. MIRA 20 Squareback.
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Figure 46. MiRA20 Pickup.
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Cd and Cl change with Iterations (MIRA25 PU)
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Figure 47. MIRA 25 Pickup.
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Figure 48. Smaii SUV (Low height).
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Coand Cl change with Iterations (SMSUV; med top)
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Figure 49. Small SUV (Medium height).
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Figure 50. Small SUV (High height).
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Cd and Cl change with iterations (LGSUVsmtop)
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Figure 51. Large SUV (Low height).
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Cd and Cl change with iterations (LGSUV; Ig top)
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Figure 53. Large SUV (High height).

The adaptive wall plots Illustrate the final result of each Iteration, showing that the

adaptive wall successfully converged In every case. In cases requiring a higher number

of Iterations, the Initial wall positions were typically the converged wall positions for a

model with very different geometry. In cases with few Iterations, the previous model was

likely similar In shape and/or size. Also, because some data points were acquired more

than once (for repeatability checks), the wall shapes were well known and could

therefore be set before the first Iteration. In .this scenario, usually only one Iteration was

required to verify that further wall changes would be such that there was no measurable

effect on the data.

The data acquisition sequence was similar to that of the open jet. The model was

Installed at the correct height and a pre-test wind-off measurement taken. The correct
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test speed was set, and the model sideforce was zeroed by adjusting the rotation stage

on which the balance was mounted. This assured that the model axis was aligned with

the flow. The first data set was taken, and a post-test wind off was acquired. At this

point, the required wall movement was determined using the adaptive wall algorithm.

This process was completed without disturbing the model. Model ground clearance was

maintained at 1.07 inches for both adaptive wall and open jet tests in the model tunnel.
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Chapter 6

Results of Regression Analysis

The lift and drag correction equations were deveioped using multivariate iinear

regression techniques and the data sets inciuded in this report. Aii open jet and

adaptive wall data were included in the regression analysis—^with the ione exception of

the vaiidation modei, which was heid out of the anaiysis to serve as an independent "test

case" for the resulting iift and drag corrections. AN open jet aerodynamic coefficients

used in the correiation were based on dynamic pressure measured using the nozzie

method (as opposed to the plenum method).

Developing a linear iift or drag correction consists of assigning "weighting coefficients" to

all of the independent variables under consideration. As the absolute value of an

independent variabie's coefficient increases, the significance of the independent variable

to the overall correction magnitude increases. The reiative importance of the

independent variables can be determined oniy by considering the coefficient-variabie

products, since the range of magnitudes varies for the different independent variabies,

e,g, 0.1 to 0.25 for biockage versus 0.9 to 1.5 for aspect ratio). The dimensionless

independent variable values for each model are presented in Appendix A, Tabie 14.

The regression anaiyses were carried out with different combinations of independent

variabies to identify the least number of variables that would provide a suitable
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correction, in so doing, the residual error from each variable combination gives a direct

indication of which independent variables are important to the data correction process.

One fundamental decision was required with respect to the regression analysis. Since

the correction was constrained to provide a lift (or drag) coefficient correction increment

as a function of independent variables such as blockage, model geometry, and model

position in the test section, one would expect that for a model with some ideal set of

independent variables (e.g. zero blockage), the correction increment should go to zero,

assuming no bias errors are present. This would imply that the constant "intercept"

normally included in a linear equation should be constrained to be zero. Conversely,

allowing the intercept to float to non-zero values provides the correction with an extra

degree of freedom with which to minimize the residuals between the corrected open jet

and adaptive wall results (given the constraint of a linear equation). In this study, both

"zero intercept" and "floating intercept" correction equations were developed. For a

given set of independent variables, the "floating intercept" models can be considered to

represent an upper bound on the performance of the "zero intercept" models.

Drag correlation

Each of the drag correlation equations included the open jet Op as a standard variable.

Additionally, blockage was included in ail but one equation because of its well-

established importance to aerodynamic simulation errors. The remaining equations

used various combinations of the independent variables presented earlier. This permits

a systematic comparison of the residual error obtained by using various groups of

independent variables. As a point of comparison, blockage was not included in one

case to verify that its inclusion was essential to minimize residual error.
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"Floating Intercept" Drag Corrections

The values presented in Table 2 are the coefficients in the linear correlation equation

that resulted from the regression analysis for the chosen independent variables, allowing

a non-zero intercept. For example, the second line of Table 2 Indicates a correction

equation including Co, blockage, and vehicle length/VProntal area. This is presented in

Equation 3

Vehicle length
D,Corrected = 0.267 +1.242 • Co - 0.279 • Blockage - 0.089 ■^Frontal area

Equation 3

Table 2. Independent variables used In drag correlation.

tpecre
tnI

o
Oegakco

lB elciheVhtgneL/ latnorFV aer
A latnorFV aerA/ ecnatsiD

 morf elzzon ottnorf repmu
b latnorF/(■ aerA/ ecnatsiD

 morf raer repmubot rotcell
oc tcepsAoitar

 elciheVelzzoN/thgieH thgie
H egarevArorre )%
( mumixaMrorre )%
( noitadilaVledoM oCrorre )%
(

-0.0201.22
2-0.116 -----4.618.52.6

0.26
7

1.24
2-0.279-0.089----2.412.70.8

-0.0461.23
9

575.
0-0.091 ---3.013.
0

2.5

0.19
0

1.24
9

2.18
7

--
 
'-2.598 --2.55.4

1
0.2

0.12
7

732.
1-0.234 ----0.102 -3.015.
0

1.2

-0.1061.25
3-0.754 ----0.38
8

4.117.
8

3.0

0.43
6

1.20
4

--0.078-0.0381.03
2-0.114-0.6212.010.
1-0.2

0.39
6

791.
1

797.
1

0.01
0-0.056-0.413-0.178-0.7971.910.
6 -0.9

69



The average error resulting from applying this equation to the open'jet data (and

comparing those value to the adaptive wall results) is 2.4%. The maximum error is

12.7%, and the error between the corrected open jet Qo for the validation model and the

adaptive wall Cp is 0.8%. In general, the error is reduced as more variables are included

in the correction equation./

In general. Table 2 shows that the average errpr for the modef ensemble does not vary

substantially across the indicated sets of independent variables. Note that the average

error is computed as the average Cd error as a fraction of the adaptive wall Cp over the

model ensemble. The average errors in Figure 54 range from 2%-5%. Note that in

Figure 54, the horizontal axis labels Indicate the independent variables used to develop

the specific correction equation. Cp was included as an independent variable in all of the

cases. As an example, the second set of bars indicates the results for using a correction

equation that includes Cp, open jeu blockage, and the ratio of vehicle height/nozzle height.

The first set of bars represents the results of using a correlation equation that corrects

raw open jet Cp values based only on blockage.

As also shown in Figure 54, the maximum error for any single model in the ensemble

ranges from approximately t0%-20% for the various cases. On the surface, these

results seem to suggest the selection of Independent variables is somewhat arbitrary.

However, bear in mind that the intercept was allowed to float. This provides an

additional degree of freedom to the regression analysis that a forced-zero intercept

equation does not have.
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Figure 54. Errors from combination^ of correlation variables ("Floating Intercept", Drag).

A simple thought exercise ,is instructive. If Cd is subtracted from each side of Equation

5, it becomes a formuia for ACp. A non-zero intercept suggests that even if no correction

increment is suggested from the independent variables (e.g. Cd = 0, Blockage = 0, etc.),

a significant correction increment is indicated. This floating intercept explains the

impressive results for the validation models, with errors in the range of 0%-3%.

In general, Figure 54 shows that increasing the number of Independent variables in the

correction equation reduces the error between the open jet and adaptive wall results.

Each Independent variable represents a degree of freedom for the regression, and

simple mathematics dictate that increasing the degrees of freedom present in a system

provides the system with more flexibility with which to minimize residuals, in addition, as
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shown in Table 2, many of the correction equations suffer from a large intercept. From

left to right on the plot, each variable is successively included with bipckage (and raw

Cd) in the equation. The two sets of bars on the right-hand side of Figure 54 show the

cases when "everything except blockage" and "all . variables" are included in the

correlation. These two cases yield the lowest average error.

Another way to quantify each parameter's importance is to examine the error with

respect to the validation model. Because the validation model was not included in

deriving any of the correlation equations, a small error is a strong positive indicator for

the quality of a given correction equation. Figure 54 shows that two independent

variable sets (plus intercept) results in small validation model errors: "blockage + Vfrontal

area/distance from rear bumper to collector" and "everything except blockage". The

latter seems counterintuitive due to the important role blockage plays in traditional

correction schemes. However, another variable^namely the ratio of vehicle height to

nozzle height—indirectly measures a vehicle's blockage by relating the vehicle and

nozzle geometries. The former is a very encouraging result. Both model blockage and

model-to-collector distance would be expected to be important independent variables.

Figure 54 also shows that there is a relatively large maximum error, regardless of the

variables selected. This largest error always occurs with the Large SUV (medium top).

Referring again to Figure 34, it can be seen that the drag coefficient for that vehicle

appears to be an anomaly and is most likely due to experimental error. Including this

point in the least squares regression forces the equation to fit to a point that is likely non-
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physical. If you leave out the Large SUV (medium top) model, the maximum error is

reduced to levels more consistent with the reported average error for each case.

The preferred drag correction equation is shown in Equation 4. It is chosen for its

simplicity and for the accuracy with which it predicts the interference-free drag—

employing only the frontal area and the vehicle's distance to the collector.

CDcorrect = 0.190+1.249- +2-187-5/octege-2.598-
■^FrontalArea

rear bumper to collector

Equation 4

Table 3 shows the relative accuracy of the drag correlation equation for the various

models in the ensemble using Equation 4. This table presents the predicted

"interference-free" Cd value, the residual compared to the adaptive wall, and the error in

percentage. It shows that even a modest set of independent variables can yield an

accurate correction equation. From the standpoint of ease of application, this is in fact

more desirable than an "all-inclusive" correction scheme that includes a large number of

independent variables.

As stated in the discussion above, the Large SUV with the medium height exhibits the

largest error when compared to the adaptive wall results. Although the error for each

model obtained from each correction equation is not presented in this report, this same

trend occurs regardless of the variable combinations employed: highlighting the fact that

the drag results for this model are suspect.
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Table 3. Prediction accuracy of drag correlation equation using Equation 4.

Model CoPredicted Cd.aw % Error

Lg SUV (Lg) 0.309 0.298 3.50%

Lg SUV (Mad) 0.292 0.334 15%

Lg SUV (Sm) 0.273 0.273 0.30%

MIRA11 (FB) 0.216 0.21 2.60%

MIRA11 (PU) 0.267 0.259 3.10%

MIRA11 (SB) 0.307 0.302 1.60%

MIRA15(FB) 0.203 0.203 0.30%

MIRA15(PU) 0.255 0.255 0.10%

MIRA15(SB) 0.31 0.303 2.20%

MIRA20 (FB) 0.219 0.22 0.80%

MIRA20(PU) 0.253 0.253 0.10%

MIRA20 (SB) 0.311 0.304 2.10%

MIRA25 (PU) 0.267 0.259 3.00%

Sm SUV (Lg) 0.286 0.281 1.70%

Sm SUV (Mad) 0.282 0.286 1.40%

Sm SUV (Sm) 0.273 0.282 3.20%

The regression analysis was performed excluding this point, and the average error was

recomputed. Using the same variable combination as in Equation 4, the maximum error

reduces to 3.5% (from 14.5%), and the average error reduces to 1.3% (from 2.5%).

"Zero Intercept" Drag Corrections

The regression analysis was performed using the same combinations of variables as in

the last section; however, the equation was forced to pass through zero. This forces the

equations to obey a physically intuitive trend—going through zero when the parameters

are zero. In the previous section, the curve fit was allowed to float, which could result in

a non-zero coefficient even at zero blockages. The resulting linear coefficients are

presented in Table 4, which has an identical format as Table 2.
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Table 4. Independent variables used in drag correlation.
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Consider the average error between the "floating intercept" and "zero intercept"

corrections, found in Table 2. and Table 4, respectively. The first variable combination in

the top row of both tables (Co and blockage) yields a lower average error in the "zero

intercept" case. The average error for the zero-intercept case is -0.2% versus 4.6% for

the floating-intercept case. For all other combinations of independent variables, the

floating-intercept case yields a smaller average error than the zero-intercept case. This

general observation is not surprising given the additional degree of freedom for the

floating-intercept regression. The error in drag correlation for the "zero intercept" case is

graphically shown in Figure 55.
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Figure 55. Errors from combinations of the correlation variables ("Zero intercept", Drag).

For consistency, the variables employed in the "floating intercept" case are also used

here. While this aids in comparing the two different methods, the variables that minimize

the error for the zero intercept case may be different. These variables are the vehicle

blockage and the position-related parameter, VProntal area/(Distance from vehicle to

collector). Using the coefficients Shown in Table 4, the resulting equation is shown in

Equation 5:

Cocorrec, = O.OOO-f-l .432 ■ • B/octoge - 0.913 •
■JFrontal Area

Rear bumper to collector

Equation 5
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Table 5 presents the predicted drag coefficient using Equation 5, which employed a zero

intercept approach. Direct comparison between the "zero intercept" and "floating

intercept" techniques is possibie. In general, the error in the "zero intercept" case is

greater than the "floating intercept" approach. This indicates that the "floating intercept"

approach is a more desirable technique to use because it provides a corrected

coefficient that is closer to the interference-free value.

Table 5. Prediction accuracy of drag correlation equation using Equation 5.

Model Cd,Predicted Cd,aw % Error

Lg SUV (Lg) 0.284 0.298 4.70%

Lg SUV (Mad) 0.287 0.334 16%

Lg SUV (Sm) 0.275 0.273 0.90%

MIRA11 (FB) 0.201 .  0.21 4.30%

MIRA11(PU) 0.260 0.259 0.60%

MIRA11 (SB) 0.306 0.302 1.30%

MIRA15(FB) 0.197 0.203 3.40%

MIRA15(PU) 0.256 0.255 . 0.70%

MIRA15(SB) 0.320 0.303 5.20%

MIRA20(FB) 0.222 0.220 0.70%

MIRA20 (PU) 0.261 0.253 3.30%

MIRA20(SB) 0.328 0.304 7.10%

MIRA25(PU) 0.281 0.259 7.90%

Sm SUV (Lg) 0.275 0.281 2.10%

Sm SUV (Mad) 0.282 0.286 1.50%

Sm SUV (Snri) 0.276 0.282 2.00%
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Lift correlation

Lift correction equations are derived using the two methods described earlier; "floating

intercept" and "zero intercept."

"Floating intercept" Lift Corrections

In the following section, the intercept was permitted to "float". The coefficients for the lift

correlation equation presented in Table 6 take the sarrie form as those for the drag

correlation equations. . . /

Table 6. Potential variables used in lift correlation.
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The same variables combinations are used to determine the relative effectiveness of

each parameter. The average error is presented for each combination, as well as

maximum error, and the error occurring when the correction is applied to the validation

model. As would be expected, the average lift error decreases moderately as the

complexity of the correction equation increases (i.e. the number of independent

variabies is increased). This is not consistent with the drag cases, where several

combinations of few variables yielded relatively small errors. In fact, including more

definition of the modei/test section interaction may not be increasing the correlation's

value at all. Rather, it may improve the correction because it is obtaining an improved fit

to the original data set. Therefore, additional value may be extracted from the lift results

by examining not only the variable combinations and regression analysis, but also the

data trends seen between the open jet and adaptive wall tests.

Reexamining the MIRA lift results shown in Figure 32, we see that although lift

coefficient becomes more negative with increasing model blockage, the adaptive wall

results follow that trend closely. This trend is evident in the squareback, pickup, and

fastback data.

The lift data reveal that increasing vehicle height may increase the amount of

interference on lift. Observe in Figure 32 that the lift coefficient for the MIRA models

measured in the open jet is neariy identical to the adaptive wall lift measurements. This

is not true for the SUV models, as shown in Figure 36. For these models, the difference

between open jet and adaptive wail Cl increases with increasing blockage. With regard

to the model shapes, note that the SUV models increase only in height, whereas the
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MIRA models increase in width and height proportionately. It can be speculated, then,

that for a given width, a taller vehicle will experience interference effects causing more

dowriforce. This is physically intuitive—a taller vehicle will tend to interfere more with the

nozzle's top shear layer than a shorter vehicle. This interference might alter the static

pressure on the upper surface of the vehicle, resulting in more downforce on the vehicle.

This trend is consistent with the data. If this jet deflection effect dominates the lift

measurements, it would be consistent with the findings of Mercker et al., which showed

that the model's deflecting of the jet has a primary influence on test section aerodynamic

interference (Mercker et al., 1996). The errors resulting from different combinations of

the correlation variables ("floating intercept" for the lift data) are shown in Figure 56.
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Figure 56. Errors from combinations of correiation variabies ("Fioating Intercept", Lift).
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Equation 6 Is the final correlation equation for vehicle lift coefficients measured in the

subscale model of the employed open jet wind tunnel. As is the case with the drag

correlation equation, the coefficients from Table 6 can be substituted into the equation.

= 0.108+1.117 • Cj^ oj -5.360- Blockage - 0.225 n

-y]Frontal Area ^
0

\  /

Length

Frontal Area
-I-0.290-

■yj FrontalArea
Nozzle to front bumper

...-I-2.293-
Rear bumperto collector

.146 • Aspect ratio+1.105 H^ightreMcle
Height^^^

Equation 6

Table 7 shows the relative accuracy of the lift correlation equation. This table presents

the open jet lift coefficient, the adaptive wall lift coefficient (used as the reference), and

the predicted "interference-free" value. Also presented is the error between, the adaptive

wall and predicted value of Cl. The difference between the corrected lift coefficient and

that measured in the adaptive wall is also presented. This is because with

measurements near zero, normalizing by that number creates large relative error values

that do not communicate the absolute accuracy of the measurement.

"Zero intercept" Lift Corrections

The intercept was constrained to be zero in the following derivation of the lift correction

equation. The results of this analysis are shown in Table 8. An obvious quality of the lift

correction is its higher average errors. Keep in mind that the near-zero lift coefficients

result in extremely high errors due to dividing by a number that is close to zero. The

correction equation resulting from "everythirig except blockage" is an example where

dividing by zero caused a tremendous error of over 6000%.
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Table 7. Accuracy of lift correlation equation with all variables (Floating intercept).

Model Cl,Predicted Cl.aw ACl % Error

Lg SUV (Lg) -0.153 -0.157 0.004 -3% ,

Lg SUV (Med) -0.142 -0.103 -0.039 38%

Lg SUV (Sm) -0.124 -0.146 0.022 -15%

MIRA11 (FB) 0.097 0.082 0.015 18%

MIRA11 (PU) 0.06 0.042 0.018 43%

MIRA11 (SB) -0.346 -0.329 -0.017 5%

MIRA15(FB) 0.005 0.021 -0.016 -75%

MIRA15(PU) -0.051 -0.028 -0.023 84%

MIRA15 (SB) -0.41 -0.405 -0.005 1%

MIRA20 (FB) 0.041 0.017 0.024 139%

MIRA20 (PU) -0.153 -0.157 0.004 -3%

MIRA20 (SB) -0.142 -0.103 -0.039 38%

MIRA25 (PU) -0.124 -0.146 0.022 -15%

Sm SUV (Lg) 0.097 0.082 0.015 18%

Sm SUV (Med) 0.06 0.042 0.018 43%

Sm SUV (Sm) -0.346 -0.329 -0.017 5%

Table 8. Potential variables used in iift correiation.
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The prediction of the validation model lift coefficient is used to compare the two

techniques for deriving the lift correction equation. Both techniques yield very similar

error values when predicting the validation model's lift coefficient. In fact, only in one

case (the "Cl and blockage" case) do the two vary significantly. In this case, the "zero

intercept" scheme yields the lower error—consistent with earlier findings on Co. This,

again, is consistent with the primary physical process that dominates test section

interference: blockage. The remaining variable combinations yield comparable

estimates for Cl of the validation model, suggesting that neither technique is preferred in

estimating lift.

It must be noted that deriving a correction equation for lift is difficult considering that

measurement uncertainty was on the order of some results. That both approaches yield

comparable errors may be an artifice of the large measurement uncertainty.

Figure 57 shows the average and maximum errors of the various correction equations

resulting from a "zero intercept" approach. As can be seen from comparison with Figure

56, the maximum error is typically much smaller in the "floating intercept" approach than

in the "zero intercept" case.

Table 9 presents the results of applying the "zero intercept" lift correction equation to the

model set. The results are comparable to those shown in the "floating intercept"

approach for the lift coefficient. For comparison, the ACl is also shown in the table.
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Figure 57. Errors from combinations of correlation variables ("Zero intercept", Lift).
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Table 9. Prediction accuracy of lift correlation equation with ail variables.

Model Cl,Predicted Cl,aw ACl % Error

Lg SUV (Lg) -0.152 -0.157 0.005 -3.00%

Lg SUV (Med) -0.144 -0.103 -0.041 39.90%

Lg SUV (Sm) -0.127 -0.146 0.019 -13%

MIRA11(FB) 0.096 0.082 0.014 17.20%

MIRA11 (PU) 0.059 0.042 0.018 42.00%

MiRA11 (SB) -0.347 -0.329 -0.018 5.40%

MiRA15(FB) 0.007 0.021 -0.014 -68%

MIRA15(PU) -0.05 -0.028 -0.022 78.50%

MIRA15(SB) -0.409 -0.405 -0.004 0.90%

MIRA20 (FB) 0.043 0.017 0.026 151%

MIRA20 (PU) -0.083 -0.157 -0.021 34.50%

MIRA 20 (SB) -0.421 -0.103 0.039 -8.40%

MiRA25 (PU) -0.066 -0.146 -0.011 20.80%

Sm SUV (Lg) -0.118 0.082 0.014 -11%

Sm SUV (Med) -0.139 0.042 0.001 -1.00%

Sm SUV (Sm) -0.142 -0.329 -0.004 2.70%
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Application of Correction to Validation Model

The lift and drag correction equations were applied to the validation model. Recall that

the validation model data was not used in deriving the correlation to ensure that a

completely independent verification would be accomplished. The result of this

application of the cprrection equations is shown in Table 10, which shows that prediction

of open jet interference using the derived correlation equation yields excellent

agreement with the adaptive wall results. The lift prediction is less accurate for

predicting open jet interference, as described earlier.

Table 11 shows the results of applying the "zero intercept" correction equations on the

validation model. Comparison with the previous table shows similar results regardless of

which approach is used (zero- versus floating-intercept). However, as mentioned earlier,

an equation with several degrees of freedom is capable of fitting the data better due to

its flexilDility.

Measurement uncertainty can be estimated using the balance and load cell information

stated earlier. For a CB of 0.32 (typical for models employed here), the measurement

uncertainty is 0.003, or 3 drag counts. Because the drag coefficients in the current study

stay close to this value, measurerinent uncertainty for drag does not vary significantly

from one, model to the next.

Table 10. Correlation accuracy for predicting Co and Cl for vaiidation model ("floating
intercept" using a|l independent variables).

Open Jet Adaptive Wall Corrected % Error

Cd 0.245 0.255 0.253 -0.9

Cl -0.256 -0.177 -0.235 -33.9

86



Table 11. Correlation accuracy for predicting Co and Cl for validation model ("zero
intercept" using all independent variables).

Open Jet Adaptive Wail Corrected % Error

Cd 0.245 0.255 0.258 1.0

Cl -0.256 -0.177 -0.233 31.9

Lift'coefficient uncertainty is approximately 0.040, or 40 counts, using the result of

Equation 2. For a squareback model, this represents an uncertainty of 13%. For a

fastback with a spoiler, this represents an uncertainty of 30% or more. Fundamentally,

the ability to minimize error in the lift corrections was limited by the uncertainty of the lift

measurements, which is exacerbated by the fact that the models employed here have

moderate downforce characteristics (i.e. the lift coefficients have small absolute values).
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Chapter 7

Conclusion

Measurements were taken in subscaie open jet and adaptive wall wind tunneis for the

purpose of deveioping iift and drag corrections for open jet interference based on iinear

regression. The measurements yieided all six aerodynamic coefficients (three moments

and three forces), but complete analysis has been performed on iift and drag only. Lift

was measured using three load cells mounted to the balance employed in the previous

tests. This arrangement has provided results consistent with the University of Maryland

tests. Considering the lack of available lift results in model studies, the current tests

have proven useful in understanding iift trends in open jets. The models employed

range from 11% to 25% blockage in the open jet test section and characterize typical

production vehicles.

Qualitatively, both the lift and drag results are consistent with trends shown in previous

studies. The open jet drag coefficients increase with increasing blockage, as is

commonly seen. These drag coefficients are below the reference (adaptive wall) value

for blockages below .20%. The adaptive wall measurements yielded values for drag

coefficient that were independent of vehicle blockage. These values are, in agreement

with the values obtained during the University of Maryland tests. The lift measurements

yield consistent trends, as, well.. ppr example, the iift force on squareback models

became more negative with increasing blockage. These squareback lift forces were
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strongly negative—a trend that has been observed by other investigators.

Measurements made at the University of Maryland were also included for confirmation of

data trends.

The resulting correction equations minimize the effects of interference effects that

naturally occur in open jet facilities. The linear regression model of the interference

effects appears to be very effective in correcting for drag interference. Several of the

drag correction equations presented in this report may be suitable for implementation at

a full scale version of the wind tunnel modeled in the current study. However, the lift

correction does not work as well. The ability to minimize error in the lift correction

appears to have been fundamentally limited by the measurement uncertainty present in

the lift measurements,-which was amplified by the modest lift coefficients for the models

employed in the study (large percentage uncertainty). However, lift trends with respect

to blockage can be usefully extracted and applied in data corrections.

The current study provides a complete data set for predicting open jet drag and lift

interference effects. Trends emerge from the data that can aid not only in the correction

of interference effects in this subscale open jet model, but also in understanding open jet

interference effects in general.

The ability to generate trustworthy reference data was a key element of the program. If

the correction scheme is to adjust the open jet data to within acceptable tolerances for

production testing (typically less than 1%), the experimental data from which the

regression is derived must have accuracy that is of the same order. This further
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indicates that the current data set can be used towards the deveiopment of a correction

scheme appropriate for a full-scale facility, but its appiicability is limited due to the

relatively large uncertainty ievels.

Future research of open jet interference can benefit from the author's experience in the

current study. With that in mind, the following recommendations are offered. Revisiting

the open jet and adaptive waii data with a semi-theoretical approach may provide a more

solid understanding of the physicai nature of the interference process. In the current

work, the regression variabies were selected based on engineering judgment and

previous investigations. However, no theoretical derivation was performed to predict the

reiative importance of each of the parameters. Employing a semi-theoretical approach

might offer more insight into the physical basis for open jet interference.

The author also recommends using a more accurate lift measurement. The transducers

employed in the current study suffered from their relatively high uncertainty (1 % of full-

scale). Additionally, it is advised to use transducers with a maximum force input ranged

for the expected loads.

Finally, employing additional dimensionless variables in the regression analysis may

capture the complicated interferences within the test section more effectively. Such

variables might take into consideration the empty test section flow quality, the vehicle

aerodynamics, or further specify the geometrical relationship between the test article and

the test section.
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Appendix A

Tabulated numerical values for selected plots

Plotted values of Cn and Ci

Table 12 presents the experimental data from the open jet and adaptive wail tests, and a

partial listing of the University of Maryland data. Because such a large data set was

taken at UMD—including variations of height, speed, and yaw—only the UMD data

plotted within this document are shown here.

Table 12. Numerical values for open jet, adaptive wall, and University of Maryland data.

Adaptive Waii Open Jet University of Maryland

Model Type Cd Cl Cd Cl Cd Cl

Mira 11 Fastback 0.210 0.082 0.201 0.060 0.220 -0.080

MiralS Fastback 0.203 0.021 0.203 -0.041 0.230 -0.122

Mira 20 Fastback 0.220 0.017 0.226 -0.047 0.246 -0.144

Mira 11 Pickup 0.259 0.042 0.242 0.027 0.277 -0.164

Mira 11 Squareback 0.302 -0.329 0.274 -0.336 0.319 -0.529

Mira 15 Squareback 0.303 -0.405 0.289 -0.413 0.319 -0.565

Mira 15 Pickup 0.255 -0.028 0.244 -0.092 0.276 -0.175

Mira 15 Validation model 0.255 -0.177 0.245 -0.256 - -

Mira 25 Pickup 0.259 -0.055 0.272 -0.228 0.283 -0.192

Mira 25 Fastback - - 0.239 -0.166 0.250 -0.169

Mira 25 Squareback - - 0.320 -0.473 - -

Mira 20 Pickup 0.253 -0.062 0.253 -0.159 0.272 -0.199

Mira 20 Squareback 0.304 -0.459 0.300 -0.461 0.314 -0.592

SmSUV Low 0.282 -0.138 0.256 -0.129 0.325 -0.298

SmSUV Med 0.286 -0.141 0.260 -0.161 0.333 -0.191

SmSUV High 0.281 -0.132 0.254 -0.181 0.315 -0.102

LgSUV Low 0.273 -0.146 0.258 -0.137 0.316 -0.191

LgSUV Med 0.334 -0.103 0.269 -0.179 0.320 -0.163

LgSUV High 0.298 -0.157 0.259 -0.197 0.309 -0.157
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Model blockage

Model blockage was different for different tunnels. Therefore, the Table 13 presents the

model blockage for each model In each test section that was used. Note that all model

geometries based on one MIRA model exhibit the same blockage.

Table 14 lists the dimensionless parameters for the various vehicle models used in the

study. These values are presented to permit complete analysis using the coefficients for

the correction equations found within the report.

Table 13. Model blockage for all wind tunnels used in study.

Vehicle Model* Open jet test section Adaptive Wall**
University of Maryland

Wind Tunnel

MIRA 11 (All models) 11% 9% 0.21%

MIRA 15 (All models) 15% 12% 0.29%

MIRA 20 (All models) 20% 17% 0.39%

MIRA 25 (All models) 25% 21% 0.49%

Small SUV (Low height) 12% 10% 0.24%

Small SUV (Medium height) 14% 12% 0.28%

Small SUV (Large height) 17% 14% 0.34%

Large SUV (Low height) 16% 14% 0.32%

Large SUV (Medium height) 19% 15% 0.36%

Large SUV (Large height) 23% 19% 0.45%

* : Blockages based on frontal areas including the "half-wheels" removed in the current study.

**: Because test section area changed in the adaptive wall, blockage is based on the cross-sectional
area of the contraction exit.
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Table 14. Dimensionless parameters for models.

Model Shape Blockage l/Vfa
VFA/Noz to

front bumper
Vfa/

Rear bumper to collector
Aspect Ratio

Vehicle
height/Nozzle height

LgSUV Ig top 22.9% 2.511 1.139 0.271 0.973 0.613

LgSUV med top 18.5% 2.789 1.025 0.244 1.176 n 0.507

LgSUV sm top 16.3% 2.974 0.962 0.229 1.388 0.429

MIRAH FB 10.9% 3.069 0.637 0.179 1.336 0.382

MIRA11 PU 10.9% 3.069 0.637 0.179 1.336 0.382

MIRA11 SB 10.9% 3.069 0.637 0.179 . 1.336 0.382

MIRAIS FB 14.9% 3.069 0.900 0.218 , 1.336 0.446

MIRA15 PU 14.9% 3.069 ,0.900 0.218 1.336 0.446

MIRA15 SB 14.9% 3.069 0.900 0.218 1.336 0.446

MIRA15 VM 14.9% 3.069 0.900 0.218 1.336 . 0.446 ~

MIRA20 FB 19.9% 3.070 1.344 0.265 1.336 0.515

MIRA20 PU 19.9% 3.070 1.344 0.265 •, 1.336 0.515

MIRA20 SB 19.9% 3.070 1.344 0.265 1.336 0.515 .

MIRA25 PU 24.8% 3.069 2.019 0.310 1.336 0.576

Sm SUV Igtop 17.3% 2.692 0.898 0.231 0.991 0.537

Sm SUV med top 14.3% 2.960 0.816 0.210 1.202 0.443

Sm SUV sm top 12.1% 3.222 0.750 0.193 1.427 0.373
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