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Abstract

The motivation for this study comes from the fact that aerodynamic interference is
present in all V\;ind tunnels. Here, aerodynamic “interference” is taken to be the deviation
between the true result—which can only be estimated—and the actual result obtained
from the wind tunnel. Because interference effects give rise to errors in wind tunnel
simulation, they are an impediment to aerodynamic correlation of any new wind tunnel:
Correction methods for interference effects have been most fhoroughly investigated and,
as a result, are best understood for solid wall test sections. Unfortunately, solid wall
wind tunnels devoted to full-scale automotive testing have to be very large (test section
areas of approximately 500 ft® or larger) to hold the simulation error to correctable levels.
For open jet test sections, which have traditionally been the choice of the European
community for aerodyﬁamic testing, interference effects have never truly been
quantified. Only in recent years have open jet test sections become a popular choice for
aerodynamic test facilities in North America. The cumulative result is that open jet

aerodynamic interference is poorly understood.
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Chapter 1

Summary

The motivation for this study comes from the fact that aerodynamic vinterf‘erence is
present in all wind tunnels. Here, aerodynamic “‘interference” is taken to be the deviation ‘
between the true result—;which can only be estimated—and the actual resuit obtained

from the wind tunnel.. Because interference' effects give rise to errors in .wind‘ tunnel .
simulation, they are’an impediment to aerodynamic correiation of any nevv‘ wind tunnei." '
Correction methods for mterference effects have been most thoroughiy |nvest|gated and :
as a result, are best understood for SOlld waII test sections Unfortunately, SO|Id waII .
wmd tunnels devoted to fuII-scaIe automotive testing have to be very large (test section

areas of approximately 500 ft? or Iarg,er)‘ to hold the simulation error to correctable levels.

In automotive applications a‘ﬁ- open jet wind tunnel is a wind tunnel where the test
section is three-fourths open and a IeveI floor represents the road (SAE SP- 1465 1999)

A plenum contains the test section in the current study, -and IS a typical feature of open ‘
jet wind tunnels. For open Jet test sections, which have traditionally been .the ‘choice of
the European community for aerodynamic testingv', interference effects have-been"‘difficuit
to quantify. Onlyin recent years have open jet test sections become a popular ‘choic_e 4

for aerodynamic test facilities in North America. The cumulative result is that open jet

aerodynamic interference is poorly understood.




There are four types of test sections commonly us-ed" in autornoti:ve wi‘nd tunnel testing:
closed wall, slotted wall, open jet,"ano ada;’JtiVejv;/aIl.f' ‘Each type of test section has
advantages and disadvantages associated with its use. A closed wall test section has
rigid walls that cannot be moved. Of the four test section types mentioned, the closed
wall type exhibits the vt/orst test section interference. However, it is the most common
type of test section because of the traditional role it has played in aerospace research.
Its popularity makes it a common subject of interference research, providing a wider
base of knowledge for closed test section interference. Another type of test section is
the open jet—more specifically the three-quarter open‘ jet. This typically empioys a fixed
ground plane in front of a three-sided jet, which is often placed in a larger enclosure
called a plenum. The current research foc'uses on interference in this type of test
section. A third type of test section is the slotted'wall—a compromise between a closed
wall and open jet test secti.on in that the strearnlin_es 'in the flow are given more freedom
to diverge at the side and top walls of the test section (Hoffman et al., 2001). The
complex nature of the boundary conditions makes a theoretical correction scheme
difficult to create. A fourth type of test section is the adaptive wall, which is utilized in the

current investigation to yield interference-free data. By shaping the walls to create the

streamline shape that would occur in an interference-free environment, the adaptlve wall )

test sectlon imparts no mterference effects on the model -A later section provrdes -

additional discussion of the adaptlve waII concept

In addition to the large capital cost for a solid wall wind tu'nnel sufficiently Iarge"for

aerodynamic testlng, there are other compelllng reasons to. choose an open jet

confrguratlon The Iow background noise IeveI requrred for acoustlc testlng réquires an’



open jet test section. Due to the absenoe of boundary Iayer noise radiating from the

walls of the test section,. open Jet wmd tunnels can be desngned to be substanhally' :

quieter than those with sol|d wall test sections. In a prewous study, a sub-scale"

experlmental program was carrled out to mvestlgate the advantages of using a ‘slofted

" wall test sectlon |nsert for |mproved aerodynam|c S|mulat|on relatlve to the open jet:‘,

(Hoffman et al., 2001) The _program showed no lncrease in aerodynamlc S|mulat|on :
fidelity for a wmd tunnel W|th both open Jet and slotted wall test capabllltles Thls

coupled W|th (i) the operatlonal penalty assomated with . mterchangeable test sectlons .

ie. separate acoustlc ‘and aerodynamlc test sectlons and (l/) the acoustlc penalty

associated with a slotted wall relat|ve toan open jet (| e. the open jet is. substantlally

qweter than the slotted wall)—resulted in the conclus:on that it is advantageous to have ;

an excluswely open jet f,ac»:lllty‘.r

Because aerodynamlc mterference is poorly understood for open ]et test sectlons the L

current study was carrled out to prov1de a thorough mvestlgatlon of aerodynamlc‘

S|mu|at|on inan open Jet wrnd tunnel The specmc objectlves of the pro;ect were ol

o to carry out a sub- scale expenmental |nvest|gat|on of aerodynamlc S|mulat|on error ~

present in open jet W|nd tunnels Slmulatlon errors were obtalned by d|rect

» comparlson to measurements obtalned inan adaptlve wall wmd tunnel and |
e touse multlvanate linear regression on the resultlng dataset to develop lift. and drag
correctlons that remove to the extent possible simulation errors attrlbutable to open

jet mterference.



In summary, the objective was to establish correlations between 34-open jet data
obtained in a 1:11-scale model and interference free data. The open jet experiments
were carried out in a 1/11-scale model of an exis_ting full-scale open jet facility, namely
Wind Tunnel 8 of the Ford/Sverdrup DriveaBiIity Test Facility in Allen Park, Michigan.
This wind tunnel has a 200 ft? nozzle area and has a maximum test section speed of 150

mph. The facility has aerodynamic, powertrain, acoustic, and thermal test capabilities.

To maximize its applicability, the experiments were carried out for an ensemble of
models representative of a full range of vehicle shapes and blockéges. Reference data
were obtained by testing the same models in an adaptive wall wind tunnel, using the
sahe force balance as employed in the open ‘jet experirﬁenté. The adapt-ive. wall test
section has been shown >to be free of aerodynamic interfefence for vehicle blockages
approaching 30%, so the adaptive wall resulfs were adopted‘ as “error free” référeni;e '
data for the current study. Test section.speed measurement was aé:bomblishéd- ljsing
the “nozzle method” of dynamic pressure meaéuremeht, ‘which uses the "diffé'rential
pressure across the contraction section of fhg wind tunAn'eI; _~,THis_ process is desAcribed in

detail in a later section.

The subscale facility‘ employed in the current stﬁc}y is part of S}/ce_rdrljpl TecHnology, }I.nct’s
Aerodynamic Laboratory in Tullahoma, Tenn‘essee. It i‘s an open-inléf ;fvind 'tunnel
utilizing a 30 horsepowef axial fan. The Wind tunnel can be réco'nfigured to,'re'plicate‘a.
scaled-down version of virtually any full-scaié wi‘rj'd tUnneI, ‘includin-gthoscle With open jét,
closed wall, slotted wall, and adéptive wail test vs'écti‘qns. Thé Wind tunnel is used 'f:or , |

applied research and development activities, typicélly in support of a facility design.

4



The employed vehicles were based on the Motor Industry Research Association (MIRA)
vehicle geometry, which is a generic vehicle intended for use in test section interference
studies. The model blockages for the MIRA models can be derived from their names.
For example, the MIRA 15 has a 15% blockage in the open jet test section, which has a
cross-sectional area of 12"x20”=240 in°>. Because only the model backlight angle was
changed to achieve a different model type (i.e. fastback, squareback, or pickup), the
frontal area did not changé fqr a given model. 'For‘exar'nple, the MIRA 11 fastback has
the same frontal area as tﬁejM-lIi‘A 1.1 Squéreback. SUV and MIRA model blockages in

all of the employed wind tun:nels‘ are presented in Appéndix Ain Table 13.

This thesis summarizes the» experimenfs that were performed and the process by which
the correction equations Wéfe obtained. The final results indicate that:
1. Vehicle blockage and the vehicle’s I;)cation in the test section are important
variables for cofrecting aérodynamic drag interférenc’e errdrs.
2. Increasing vehicle size (especially height)‘ increases interference on lift

measurements.

Although the results of this work will likely not be directly applicable to all open jet wind
tunnels due to the multitude of ;)loté_ntia]'co'nﬁgﬁr,ations, they provide a solid foundation
for developing a standing correction.prcscedUre: suitable for use in the current open jet
wind tunnel. The results hfghlight sgverél key test variables that should be considered in

interpreting aerodynamic force and moment measurements. Combining these results

with full-scale correlation testing 'actiy,itvies s"hoUId :provi'de a compréhensivé data set with

which to develop an aerodynamic correction metho’dolqu.




Chapter2
- Review of Previous Work '

The current study quantifies the difference bet@eén open jet meés;Jrements» aﬁd
,"interferehce-free” méasurements,' which is required to develop a data correction.
procedﬁre for open jet wind tunhel$. Previous work by Mercker carried out in Europe
yielded a drag correction method intended for general use in open jét wiﬁq ’tUnneIs
(Mercker et al., 1996). The study provides valuable insight into the thsicaI méc‘:ha-nisrﬁs

that govern open jet aero'dy'nami‘q interference, but'the resuiting drag cprrectibn does not

do a good job of cdrrec'ting all obqh jet_,d‘a,téféets to _withiﬁ acceptable limits. Specifically, .

application of Mercker's gpep“juet-; correction :to data obtained in a study peﬁorhed by

Hoffman did not successfully remove the interference effects (Hoffman ef ;al., 2001).
The current study is based on using a purély empirical method (linear regreséioh) to
determine. the influence of several relevant ‘independent variables on fﬁe-iotal
interference magnitude, whereas other metﬁods have attempted to develop a semi-

theoretical model with which to quantify interference effects.

Experiments were performed at the University of Maryland Glenn L. Martin Wind Tunnel
to supplement the current experimental campaign. The University of 'Maryland wind
tunnel employs a closed-wall test section with cross sectional area of 85.04 ft%, and has

a maximum test section velocity of 230 mph. Unlike the other facilities used in the



current study, the University of Maryland wrnd tunnel has boundary control capability to

minimize boundary layer thlckness on the Test Sectlon floor

The University of Maryland. experiments were conducted. to verify. the results of the
adaptive wall tests. Because of the relatively small blochage ratio (all models were less
than 0.5% blockage) the data truly approached a zero-blockage case, where
interference effects are non- eX|stent—the scenano simulated by the adaptlve wall test
section. Therefore the Umversrty of Maryland tests were conducted to mdependently

evaluate the mterference-free coeff C|ents

Open jet corrections for automotive applications have taken several forms. The Society

of Automotive Engineers - formed a subcommittee to investigate such correction

techniques due to their importance in the wind tunnel community. The results of their'

findings are presented in Aerodynamic Testing of Road Vehicles in Open Jet Wind
Tunnels (SAE SIDI-'1465t,"19'99). It references'to an investigation employing mirror
imaging and potential flo'vl/.to‘estim’ate the boundary influences (Wuest, 1961). That
study concluded that the thr‘eve. quarter open iet correction was much'smaller‘ than the
closed jet correction. Further.'yvork vby Mercl<er et al. identified "four different open jet
i'nterference effects using small pe"rturbation '-theory (Mercker et al, ‘ 1996 and: 1997)
That work characterlzes the test section flow dynamics usmg theoretical models before
applying a correctlon to expenmental data, a sort of seml-theoretical approach.
However, Hoffman et al showed appllcat|on of this correction scheme is not universally
~ successful (Hoffman et al., 2001) at removrng boundary mfluences from experimental

data. Hackett et al. implement a pressure signature-based correctlon scheme in a



closed wall facility where axial static pressure distribution is measured a_Iong the test
section walls, but the author knows of ho attempt to apply the same teghnique to open
jet test sections (Hackett et al., 1978). The distinguishing feature of the current

investigation is that it relies entirely on empirical data to derive the correction schei‘ne.



Chapter 3 -

Current Approach to Developing Lift and Drag Corrections

Correction equations for drag ahd lift were derived using multivariable linear regression.
Employing such analysis assumes that the interference effects add flinearly. Thisl
assumption greatly simplifies the goverhing aerodynamics, but makes implementing the
resulting correction straightforward. The cdrfeht work does 'n‘otlattempt‘to formulate a
physical model of the aerodynamics goverﬁing open jet interferencé. ‘:'I;he governing
aerodynamics are complex, and Héve not yet been céptu}ed in a coherent theofetical
model. Rather, thehleast squares nﬁetﬁdd (described in detail below) was uséd t;)
empirically determine weightingr.¢oefﬁcieﬁ'ts; for each of the independenf variables
considered in the étudy. A corﬁplete explanation of the selected variables is presented

in the next section.

Regression Methodology

In a typical implementation of the correction equation, adjustments are made to the open
jet data based on the physical parameters of the model being tested. The general form

of the drag and lift correction equations is:

C C +ca, +c,a, ¥ 0, + ..

Corrected — Open Jet

Equation 1

where C is an aerodynamic coefficient (Cp or C,)
¢; is a weighting coefficient

a; is a dimensionless variable




The welghtlng coefficients in Equatlon 1 are determrned usrng the least squares method

for multrple varlables

The variables used in the linear regression were selected based on previous experience

(primarily from publications on open jet corrections) and engineering judgment (Mercker

et al., 1996; Williams et al., 1999) AII rndependent variables used in this study were

cast in dlmensronless form Obvrously, model .blockage is a prrncrple factor rn
determrmng open jet mterference 'While this captures gross effects of the model size, rt
does not include other. effects that can srgnlfrcantly alter the rnterference such as model
geometry and prox‘rmlty to wmd tunnel boundarres. Therefore,, variables were selecteo
that characterized not only- the model geometry, but also‘th‘e model’s position in the wind

tunnel.

Blockage Ratio (%) |

In open jet testing, models with large frontal areas relative to the nozzle cross section
deflect the jet boundary and alter the aerodynamic lift and drag on th.e vehicle. How
these flowfield alterations inflluence the aerodynamic lift and drag is difficult—in fact,
currently impossible—to predictv theoretically. However, it is well established that
interference effects generally increase with increasing blockage ratio. The vehicles
tested had blockage ratios ranging from 11% to 25%. Translating these results to the

open jet facility employed in the current study, this range of blockages would include full-

scale vehicles with frontal areas as large as 50ft?.




Length/vFrontal area

Large blockage ratios do not necessérily indicate large drag coefficients. For example, a
long model wich large projected frontal area can have a relatively low drag coefficient if it
is reasonably faired. The parameter defined by model length over the square root of
frontal area is included to refine the model geometry characterization and allow for larger
vehicles with faired bodies. This dimensionless variable was adopted from Mercker’s

open jet correction work, which captures the three-dimensional geometry of the model.

vFrontal area / Distance from nozzle

A central reason for including a model position parameter is that aerodynamic forces are
not independent of model scale when taken in an open jet test section. In an
environment free of boundary ian‘u,e"ncés, scale does not affect aerodynamic coefficients.
However, in an open jet, sirﬁilarly shaped models of different scale are subjected to
different levels of “collectof’ or “ndzzle” interferen’ce effects. By considering the model’s
size relative to the test section, the cbrrélation of the current study attempts to capture
these effects. Note that the parameter is defined.such that, as the clearance between
the noizle exit and the model approaches infinity, the parameter goes to zero. By this

line of reasoning, this definition is physically intuitive.

A previous subscale study performed by Hoffman revealed that axial model position in
the wind tunnel influences aerqd)}namic model drag (Hoffman et al, 2001). As
illustrated in Figure 1, a répeat of this e)‘(periment in the current program confirmed this
dependence. In this experiment, the Col and C_ behavior of two models was observed

when the model was, placed 'at different positions along the test section length. In Figure

11




1 and Figure 2, “balance center” is the |ocat|on of the force measurement balance in the

full-scale faC|I|ty, and where the Iocatlon of the balance for remalnlng tests. The two
models were a fastback and a Sport Utnhty Vehlcle (SU\/). The trend of a slight adverse
pressure gradient resulting in increasing static preeeure at the base of the model as it is
positioned .further. downstream (closer to the diffus'er downstream of the test section).is
consisteht with the results of a study in the Lockheed Low Speed Wind Tunnel (Garry et

al., 1994).

Figure 2 presents ttte lift results from the same experiments, highlighting that the lift
coefficient is likewise strongly affected by model proximity to the ends of the test section.
Note that the data points on the plot represent the axial Ioeation of the balance center for
the measurements. In general, the results of Figures 1 and 2 show that the drag
coefficient decreases and the lift coefficient increaees as the model is positioned further
downstream from the nozzle exit plane. Because model proximity to the downstream
end of the test section affects both drag and lift meaeurements, it must be characterized
to fully capture aerodynamic influence inear the collector and nozzle. This is
accomplished by including the parameter defined as the square root of frontal area

divided by the distance from the nozzle to the model front bumper.

vFrontal area / Rear bumper to collector

Similar to the previous parameter, the distance from the model trailing edge to the
collector leading edge was defined to capture “collector” effects, which are nominally
associated with adverse static pressure gradients in the vicinity of the collector. Again,
as the distance between the model and the collector increases (which would cause this

parameter to become less relevant), the ratio decreases.

12
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Aspect Ratio

Williams showed that vehicle aspect ratio affects drag coefficient (Williams et al., 1999).
While this ratio (defined Here to be the ratio of width/height) is fixed for all of the MIRA
models used in this study, several “Sport Utility Vehicle” (SUV) models whose
dimensions were based on the Ford Explorer and Expedition were also used. Therefore,
this parameter is included to capture any aerodynamic trends attributable to changes in
aspect ratio. Each of the SUV models was equipped with removable modification blocks
that could be used to change the model aspect ratio by increasing the mode! height (at
constant width). A complete definition of the geometry of the various models is

presented below.

Vehicle height/ nozzle height

This parameter is included to characterize the vehicle’s tendency to deflect the jet exiting
the nozzle. Since larger models will tend to be taller, theS/ will therefore approach the top
boundary of the jet core. As a resulf, a model height-dependent aspect of the
aerodynamic interference is possible. This parameter captures the height changes of
the variable-scale MIRA models, which aids the correlation by further defining the model
shapes. Including a.parameter to characterize vehicle width to nozzle width would not
add significant value because typical vehicle aspect ratios are near unity—meaning that
vehicle width changes alhost proportionately to vehicle height. In extreme cases,
vehicle height is large relative to other parameters. It is in thesé cases'that this

parameter is expected to be particularly effective at quantifying the interference effects.

Other parameters could be used to characterize the vehicle and the test section

aerodynamics. For example, a parameter that quantifies how “faired” a vehicle shape is
14



would be appropriate. Such a variable could take thé vehicle’s edge radii with respect to

other lengths into consideration, including test section or vehicle dimensions. A study on
the effect of leading-edgé radii on the drag of a rectangular box showed that (for a given
bus-like configuration) including rounded leading edge radii decreased drag coefficient
by greater than 50%—a dramatic improvement in aerodynamic performance for a
modest change in front-end geometry (Gilhaus, ‘1981). This supports the fact that gross
passenger vehicle -profiles have remained virtually unchanged for decades, but still

benefit from further reductions in drag by the use of modest alterations to edge radii.

Such vehicle characterization parameters, while appropriate in vehicle design, were not
included in the current study because they relate more to vehicle design than to test
section interference. Moreover, the émployed hodel set would reap little benefit from a
parameter that quantifies how “faired” the vehicles are due to the fact that the same
model was created at different scales (in the case of the MIRA models). In this case,
that specific parameter would not vary from model to model—and would therefore offer

little insight into the test section aerodynamics.

Potential variables were excluded from the regression analysis for two reasons: i)
changes in the dimensionless variable did hot change the measured coefficient, and ii)
the dimensionless variable was constant—or near constant—for all tests. The first
reason was substantiated througﬁ e*periments (e.g. a test was conducted to determine
if changing a variable affected the results). The rationale for the second reason was that
if a variable were constant for all tésts, it would not enhance the understanding of the

Test Section interferences.

15



'Axial Static Pressure ,Gradiént '

Chapter 4

Experimental Procedure

This chapter describes the experimental procedure. Detailed descriptions are presented

of 'the empty tunnel flow characteristics, model geometries, wind tunnel configurations,

and measurement techniques.

Empty Tunnel Flow Charvac'teristicst

Tests were performed to characterize empty tunnel flow-in the current model. Because

-empty test section aerodynamics plays an important role in model interference, the

results are critical to understanding the overall interference effects.

]

A nonuniform static pressure distribution élong the test section centerline will tend to

“pull” the test.vehicle in one direction, créating drag due only to the test section .

aerodynamics. This effect is commonly referred to as horizontal buoyancy.. To quantify

. the mggnitude of this pressure gradient, a pipe with static pressure taps was placed in

the test section. The pipe was positioned on the spanwise centerline and extended

axially. The thirty-two static taps on the pipe covered a region from the nozzle exit to the

collector exit. The static pressure at each tap was measured and compared to the static

pressure at the nozzle exit, and a pressure coefficient was calculated. A flat pressure
coefficient distribution indicates that there is no pressure gradient—and therefore zero

horizontal buoyancy effect. The results of this test are shown in Figure 3.
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Figure 3. Axial static pressure distribution in the empty test section.

The collector consists of three flaps that guide the jet into the diffuser. Collector flap
angle was defined to be the angle formed between the flow axis and the face of the
collector flap. Three flap ‘settings were tested: 0°, 10° and 20° relative to the flow
direction. In Figure 3, X/L=0 is at the nozzle exit and X/L=1 is at the plane of the
collector entrance. The data show that the pressure gradient in the test region is small,

indicating that horizontal buoyancy effect will be proportionately smafl.

Bbundary Layer

The empfy tunnel boundary layer was measured using Particle Image Velocimetry (PIV)
in the open jet test section. PIV instantaneouély captures the movement of buoyant fog
particles in‘the flow using an’Nd:Y'AG laser and digital photography techniques. The
result is a plane of two-dimensional velocity vectors indicating magnitude .and direction

of the flow. Over one hundred vector fields at the balance center were averaged to yield

the velocity profiles shown in Figure 4.
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Figure 4. Velocity boundary layer profiles at balance center (20 m/s and 60 m/s).

It should be noted that the boundary layer thickness increases with increasing wind
speed, which runs counter to the trend predicted by flat plate boundary layer theory.

Several repeat runs of the experiment confirm that this is a characteristic of the

boundary layer in the employed model. PIV measurements made at balance center

axially, but at a different spanwise location (two inches left of tunnel centerline, when
looking upstream) show the same trend, but with lower magnitudes of boundary layer
thickness. This suggests complicated three-dimensional behavior near the floor.
However, mean pitch flow angularity (less than one-half degree in both the boundary
layer and in the mean flow) was not large enough to suggest strong vortical patterns that
might adversely affect the pitch- and yaw-moment of the vehicle. While this boundary
layer behavior is puzzling, it is not believed to influence the vehicle measurements

because of the high ground clearance maintained in the tests.

18




Mean pitch flow angle may be extracted from the boundary layer results, as well. Using
the PIV results, the mean pitch flow angle is found to be 0.5 degrees, pitching upward.
While this is a relatively small flow angle, it will manifest in the model force data.
Specifically, it will alter the lift and drag results by causing a component of the drag force
to add to the lift component. Although considered a secondary effect, it will also affect

model pitching moment.

Pressure Fluctuations

The fluctuating component of static pressure was measured in the empty test section.
‘Pressure fluctuations are a result of flow oscillations in the shear layer emerging from
the open jet nozzle. The fluid emerging from the jet interacts with the quiescent plenum
air and excites the flow, causing it to oscillate. If the frequency of this oscillation is near
a naturally occurring acoustic mode in the circuit ducting, large pressure fluctuations in

the test section resuit.

Fluctuating préssure measurements were acquired for a r;nge of tést section velocities,
as shown in Figure 5. Cprws is defined as the standard deviation of the pressure,
divided by the mean dynamic pressure in the test section. The peak in fluctuation
amplitude near 57 mph isAé\‘/idénce of a s‘heérv Iéyér frequehcy that has excited another
component of ‘the wind tunnél dﬂcting. This bres$Ure fluctuatioﬁ could contaminate the
model force measurements by causing the model to fluctuate, as well. This slight
fluctuation would most likely impose a frequency oﬁ the model data, not’altering the

mean value.
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For example, a model placed near the jet boundary will tend to deflect the jet more
outward (away from centerline), be'subject‘_ed‘ to a non-uniform dynarriic pressure
distribution (because of being partially subrrrerged in the shear layer), and may even
experience interference from the plenum walis due to local acceleration. This illustrates
the complex, three-dimensional aerodynamics of open jet testing, and rrlakes apparent
the need for high flow quality standards. Uncer ideal circumstances, the entire jet core .
is considered usable for aerodynamic testing.. However, even in that circumstance,
proximity to plenum' 'w'alls and the collector will subject the model to pressure gradients

that influence the final data.
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Model Geometries

Automobile models were created for use in the current work. The set c'ont'aineq( a total
of 18 models, consisting of two main model sets: MIRA (Mdtor Industry. Reseérch
Association) vehicles, and SUV models. MIRA created a set of generjé v'e.hicle
geometries for use.in evaluating test section interference effects. The‘IV-IIRA shapes
uéed were the pickﬁp, fastback, and squareback. Six SUV shapes were also used.
These include two modéls, the small SUV and the large SUV—geometrigélly similar to

thé Ford Explorer and Expedition, respectively. Each of the SUV models has threé

modification blocks that can be used to change the height of the modél, but not the

width. These modification blocks vary the width-to-height ratio of the SUVs, with
possible combinations of 0.85, 1.00, and 1.15. The dimensions of the MIRA veh‘icles are
shown with a diagram of thé cars in Figure 6. The SUV dimensions are shown in Figure
7. Figure 8 shows the MIRA models with the possible modification bIocksY and Figure 9

shows the two SUV models.

High dimensional accuracy was critical to attaining-the fidelity required for a reliable
correlation. In addition, low model weight was desirable because of the employed
balance’s weight limit. For that reason, stereo lithography was chosen as the
manufacturing technique for the models. This technique employs a laser to fuse
polymer liquid into lightweight, accurate parts. Nominal accuracy of the manufacturing
process is approximately 0.002 inch. This provides the required accuracy for the current
tests. The models were hollow to further reduce their overall weight, with a honeycomb-
like supporting structure inside for rigidit‘y. An added benefit of using stereo lithography

is that creating scale versions of the same model geometry is straightforward.
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Half width (2) 3.064 | 3.578 | 4.132 | 4.618
Overall height (3) | 4.974 | 5.810 | 6.709 | 7.499
Body height (4) 4585 | 5.355 | 6.184 | 6.912
Clearance (5) 0.389 | 0.455 | 0.525 | 0.587
See ID (6) 2.660. 3.107 | 3.588 | 4.010
See ID (7) 1.926 | 2.250 | 2.598 | 2.904
. |Length (8) 15.709 | 18.347 | 21.186 | 23.678
See ID (9) | 3.991 | 4.661 | 5.382 | 6.015
See ID (10) 6.742-| 7.874 | 9.092 | 10.162
See ID (11) | 4999 | 5.838 | 6.742 | 7.535
See ID (12) 2.843 | 3.320 | 3.834 | 4.285
See ID (13) 2.018 | 2.357 | 2.722 | 3.042
See ID (18) 2.660 | 3.107 | 3.588 | 4.010
Edge radii (19) 0.504 | 0.589 | 0.680 | 0.760
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Figure 6. MIRA Model geometry with tabulated dimensions (dimensions in inches).



All three modification blocks shown

L1

v/

Dimension | Expedition | Explorer
w 7.16 6.38 .
7.35 6.44
¥ 6.08 5.31
5.15 4.47
R 0.73 0.73
Length 18.60 17.34
L1 8.36 7.79
- HOL 4.65 4.34
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Figure 7. SUV Model geometry with tabulated dimensions (dimensions in inches).



Figure 8. MIRA models shown with various modification blocks.

Figure 9. The Small SUV and Large SUV (Before wheels were removed).




A validation model was included in the study to confirm the effectiveness of the derived
correlation. This model, a MIRA 15% blockage fastback with a rear spoiler, was tested

in both the open jet test section and adaptive wall test section, but the measured data

were not used in developing the correction equations. This permitted an independent
“check” on the correction equations. An image of the validation model is shown in

Figure 10.

Figure 10. Back end of validation model.
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Reynolds number, which was based on model length, was held constant -‘for all
experiments. For a given wind speed, the minimum vehicle length from the ensemble of
models defines \thev upper bound for Reynolds number. The maximum achievable wind
speed in the wind tunnel is the other constraint. The minimum Reynolds number‘that
could be obtained in the test configuration was 1.6x10° (up from 1x10° in the first study,
where a shorter model was included). This 60% increase moves the typipal modél drag
coefficient into a more stable, flat region of the Cp versus Re curve plotted in Figure 11.
This Cp versus Re trend for the MIRA Fastback shape is consistent with data published
in the SAE docu'ment on open jet interference, J2071. The basic motivation for holding
Re constant in the current study was to eliminate any Reynolds number effects in the

data set, thereby isolating aerodynamic “interference” effects.
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Figure 11. Cp and C, as a function of Reynolds number (Fastback model).
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" All four “half-wheels” were removed from the 'u.nd,e‘rside of each model. Because the

boundary layer thickness was on the order of the ground-to-model underbody clearance, .

the awheels would be partially, if not wholly, sub'mlersed in the boundary layer, causing

complicated acceleration effects beneath and around them. Wh|Ie a smooth underbody | o

" has been shown to affect drag results the exact effect on lift was unknown (Ahmadl et
., 1996). Removing the wheels S|mpI|f|es the underbody effects of the models by -
removing the wheel/boundary layer |nteract|on WhICh would vary with model scale

(varying wheel size and varying proximity of the wheels to the floor).

Ground clearance (the distance from the test section floor to the vehicle underbody) was
held constant at 1.07 inches for all tests, exclodi'_ng those tests expressly intended to
study boundary layer effects; That height was selected for two reasons: first, it is slightly
greater than the boundary layer thickness; and secondly, it matches the ground
clearance of several models in Hoffman’s earlier stud:y (Hoffman et al., 2001). Holding
the ground clearance constant (as opposed to raising or lower»ing a model based on its

size) was intended to maintain constant underbody effects for all models.

Open Jet Wind Tunnel Configuration

Figure 12 shows a diagram of the setup, including the pressure tap location used to
determine the differential static pressure across the contraction section. The
downstream pressure tap is located 65 inches upstream of the balance center, sufficient
to avoid upstream intefference in the current test section configoration (Hoffman et al.,
2001). Figure 13 shows. a detailed orawing of the test section. An.image of the open jet

setup is shown in t:igure 14.
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Figure 14. Image of scale model setup showing open jet plenum with inset collector flaps.

An open circuit arrangement was used, extending from the contraction to the test
section, then downstream through a high-speed diffuser to two acoustically treated
corners that redirected the flow towards the fan. This configuration replicates the
boundary influences around the model in the test section, and creates the gross effects
of the corners and contraction. The acoustic treatment in the corners had the added
benefit of suppressing fan noise propagation into the test section that, if high enough,

could possibly have influenced the aerodynamic coefficient measurements.
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Wind tunnel pressures were measured using a Scanivalve® transducer, signal
conditioner and switching unit. The pressure measurement equipment was located next
to the test section. Each pressure port was measured sequentia"y, with a sample time
of 5 seconds for each port. The data were then time averaged and the switching unit
stepped to Athe next port. The time required to initialize the data acquisition process
allowed the pressure tb stabilize. Both this .time-averéging procedure and the employed
lengths of pressure tubing acted as low-pass filters on the measured pressures, making
it simple to acquire the desired average pressures. All data were acquired for 5 seconds
at 100 Hz using a 200 MHz PC and National Instruments PCI-6031E data acquisition

card.

Adaptive Wall Wind Tunnel Configuration

A photograph of the adaptive wall wind tunhlell'setup is presented in Figure 15. The
circuit utilized the contraction section from the open jetlconfiguration, the adaptive wall
test section, and a diffuser section that lead to the fan. The test section consists of
twelve 96-inch long flexible panels arranged with three slats on each wall, and six slats
on the ceiling. Wiper blades form airtight seals between each slat, sealing off the test
section from ambient air. Manually adjustable jacks that are located at axial locations
along the test section control the wall shape. Seventeen such jacks are located on each
of the twelve slats for adjustment of wall shape. The adaptive wall test section is 12
inches high and 24 inches wide at the inlet. A diagram of the adaptive wall test section

is shown in Figure 16.
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Figure 16. Diagram of adaptive wall test section.

Source: Hucho, Wolf-Heinrich, “Aerodynamics of Road Vehicles” 4™ Edition, Society of
Automotive Engineers, Inc., Warrendale, PA, 1998.
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Dynamic pressure measurement (Adaptive wall)
The adaptive wall tests used the differential pressure across the contraction section to
indicate test section dynamic pressure. A calibration was performed that was similar to |
that carried out for the open jet testing. The dynamic pressure measured with a pitot- J
static tube inserted into the test section was. plotted against the differential pressure J
between two sets of static pressure taps in the no;Zlg, each at a different axial location. {
This data is plotted in Figure 17. The relationship between the actual tunnel dynamic

pressure and that measured by the nozzle static taps is: APnozze = 0.5830APpohe, Where

APnozze is the pressure differential across the nozzle and APppe is the difference

between the dynamic and static pressures measured with the pitot-static probe.
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Figure-17. Adaptive wall dynamic pressure calibration.
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Correct placement of pressure taps is critical for accurate dynamic pressure
measurement using the nozzle method. Locating a tap too close to the model yields
inaccurate static pressure readings due to the tap’s proximiiy to model's upstream
stagnation region. Conversely, distance is required between the upstream and
downstream pressure taps so that the area change creates a pressure difference.
Therefore, the distance used in Hoffman’s study was adopted. This distance (47 inches
upstream of the largest rﬁodel) was shown fo.be out of the stagnation region while still
providing sufficient area change to de’;ermine Qynamic pressure (Hoffman et al., 2001).
Adopting the square root of tﬁe frontal area as the characteristic length, this corresponds
to approximately six length scéles for the largest m‘<.)d.el.. The calibration shown in Figure
17 was used to compute thé éctuél dynamic pressure in the test section for all adaptive

wall tests.

Adaptive Wall Measurements

Reference aerodynamic coefficients were obtained with an adaptive wall test section.
These values were considered the “correct” values when computing the correlation to

interference-free measurements.

The adaptive wall test procedure is as follows. The models were centered in the
spanwise direction, and located near the center of the test section axially. Static
pressure distribution along each slat is measured, indicating the local flow velocity. The
current positibn‘ of the slats is also measured, indicating the local wall angle, and
therefore the local flow angle. These inputs are used to predict a more streamlined wall
shape using an algorithm developed by Sverdrup Technology for the adaptive wall test

section (Whitfield et al., 1982). Adjusting the wall jacks generates the next wall shape
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iteration. Wall static pressure and position measurements are acquired and the entire

process repeated until the changes in wall position are less than 0.005 inches. Previous
work has shown that fully converged adaptive wall measurements yield results free of
any wall interference effects (Arnette et al., 2001; Goenka et al., 1990; Whitfield et al.,
1982). A more detailed.explanation of the theoretical background and principle of

operation for the adaptive wall test section can be found in these references.

The test section wall shape was adjusted Using the manual jack screws until additional
iterations resulted in negligible changes to the aerodynamic coefﬁci'ent results (defined
as a change in drag coefficient of less than 1%). At this point, the final “interference-

free” reference coefficients were measured.

Force Balance

A srx-component balance manufactured by Modern Machlne and Tool was employed to ,
measure aerodynamlc model forces and moments The balance was mounted mternal A
to the models in.a cawty—ehmrnatmg the need to place a pressure seal between the: testl
sectlon plenum and the ambient air. The balance measurement characterlstlcs are
shown in Table 1 which shows that the balance does not measure lift forces as
accurately as the other components ThlS is because |t is desrgned for S|dewall

mounting in a wind tunnel—a typrcal conflguratlon for testlng 2-D wing models

Table 1. 'lllleasurement character_istics of employed force balance.

Component Lift | - Drag Pitch Moment 1| Roll Moment . | - Yaw Moment Side Force

Limit (Ib or in*lbs) | 10~ 10 15 1. 168 : 168 - 25

2-o error (%) 4.3 0.22 0.21 -1 . 009 - 0.03 ‘0.06
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In those tests, the component normal to the balance surface (lift force in the current
mounting scheme) corresponds to side force on a wing model, which is not measured for
2-D airfoil tests. Previous tests confirmed that shifts in the data due to thermal drift and
preloading are on the order of the lift forces, making the employed balance unsuitable for
reliable lift measurements. Therefore, another lift measurement technique was needed
that could provide better accuracy without significantly altering the previously used

balance configuration.

Model lift was measured using three small load cells fastened to the bottom surface of
the balance, as shown in Figure 18. The load cells mounted to a plate that was fastened
to a rotation stage with a 3/8-inch diameter rod, which passed through the test section
floor. The entire assembly (including the model) could be rotated 360 degrees allowing
any yaw angle to be set. The entire balance/load cell assembly fit inside each model in
a cavity designed for mounting the balance. This balance/load cell assembly is shown

mounted inside a typical model in Figure 19 using a double-exposure photograph.

Figure 18. Image of load cell arrangement (balance is tilted on its side).

35




Figure 19. Double-exposure photograph showing how balance mounts inside model.

The load cells offered a good compromise between size and accuracy. They had to be
small enough to fit into the existing models without significantly altering the configuration,
and needed to provide enough accuracy to resolve the expected loads. The load cells
selected have a 0.25-inch height (not including threaded ends) and are accurate to 1%
of full-scale (Omega part number LC201-25). Because all lift force is transmitted
through the load cells, the total lift force is determined by summing the forces in the ‘
vertical direction, as measured by the calibrated load cell outputs. The load cells were

individually calibrated before being attached to the force balance. The load cell output is

linear, as can be seen in a typical calibration curve (Figure 20).




0500

0.000
. L~
-0.500
y = 0.6339x +0.1362
-1000 ‘ ‘ : //

-Output volté

. /,/
A

e

A
-2.500
«

-3.000
-5.000 -4.500 -4.000 -3.500 -3.000 -2.500 -2.000 -1.500 - -1000 -0 500 0.000

Agplled load (Ibs)

Figure 20. Typical load cell calibration curve.

Methods of Open Jet Dynamic: Pressure Measurement

In the open jet test section, dynémic pressure was méasured using both the ﬁozzie and
plenum methods. The nozzle method measures the differential static pressure between
two points in fhe contraction section, and relates thét pressure to test section velocity
using standard incompressible flow calculations. Considerable attention must be paid to
fhis measurement because of its direct effec’t on,ae.rodynamic': coefficient results. Since
dynamic pressure is the normalizétion parameter in aero_dynamic coefficient calculations,
“an error in dynamic‘ pressure measurement translates directly to an error in the
aerodynamic coefficient. For example, a 1% error in dynamic pressure translates to a

1% error in the aerodynamic coefficient result.

Upstream model influence contributes to dynamic pressure measurement errors using
the nozzle method. This upstream interference was quantified in Hoffman’s open jet
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study. The results of that experiment showed that the pressure tap locations selected in
the nozzle were sufficiently upstream of the stagnation region in front of the model.

Therefore, these pressure measurement locations were maintained for the current study.

Dynamic pressure was also obtained using the plenum methpd. In this technique,
differential static p're.ssure is measured between the stilling chamber and a point in the
plenum, which is then related to test section dynamic pressure. Several static pressure
taps were placed in the plenum to permit data analysis using the plenum method of
dynamic pressure measurement. The locations of these taps are specified in Figure 21.
The nozzle height in the subscale mpdel (12 inches) is shown.in the figure for purposes

of scaling the tap locations to the full-scale facility.

25.131n

1 i
8.63in "/ 22.51n '

LI T /@
12in £ 2

J' T

-

1.25in ‘—T/® @\ 1.E§3 in
-f— ~6.5 in~l f

55 in

Figure 21. Diagram of plenum pressure taps placement in open jet model.
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- Plenum taps located in“the full-scale facility we;e (eplicated in tﬁe subscale model; the
other taps were included to define the sénsitivity of tap location when using t‘he'plénku‘m
method. Previous work ha§ shoWn that the presence of a model in the test section may
alter the dynamic pressure reading;suggesting that the plenum methda may be more
sen;itive to model p‘I‘acement and geometry fhéﬁ the nozzle method (Kuen.stner,~‘1992).
Néither the nozzle method nor the plenum method haé emerged in the wiﬁa tunnel

testihg community as the primary way to measure dynamic pressure.

The relationship between the differential preés;urgs. at the tap locations and the test
section dynamic pressure was determined over a range of velocities in the empty test

“section. The results of this calibration are shown in Figure 22,
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E = " S
9.0 —o— Nozzle [Q = 0.38"Q,Probe] 5%
— — —Plenum tap 1 [Q = 1.00°Q,Prabe} — ?;,’/
8.0 - ~~--—- Plenum tap 2 [Q = 0.98°Q,Probe}{ i
— —Plenum tap 3 [Q = 1.03*Q,Probe] /54’
------- Plenum tap 4[Q = 1.01'Q.Probe]‘\ v
- 101 — - — -Plenum tap 5 [Q = 0.99'Q,Probe] Y .
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3 60 Py
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< P
: 7
2 404 /—’
7
: L
g . #F
3.0 4 /
. il
2.0 2
1.0 //
0.0

0.0 1.0 20 3.0 40 5.0 6.0 7.0 8.0 9.0 10.0
I Qprose {inches of water)

Figure 22. Open jet dynamic pressure calibration.

39



The data show that dynahic pressure measured using the plenum method is relatively
insensitive to tap location for empty tést section measurements. This can be seen by
looking at the slopes of the calibration lines shown in Figure 22. The slopes do not vary
significantly for the taps located in the plenum, (less than 3 percent at most). This
shows that for empty test section dynamic pressure measurements, t-he dynamic
pressure measurement is virtually independent of plenum tap location. However, for
dynamic pressure measurements.made with a model! iﬁstalled, this is not true. This is

demonstrated in the results presented below. -

Comparing the Cp as a function of blockage for the nozzle method and the plenum
method shows an interesting result. For a gi\(én model, the range of (Cp-Cp)/Cp Using
the nozzle method is typically larger than ihe plenum method in the current data sets,
where Cp, is the reference drag coefficient meésurgd in the adaptive wall. In the case
of the pickup (Figure 23), the (Cp-Cp,)/Cp, range is near zero, but the overall “error” is
consistently less than zero. This conclusion‘ is consistent with the findings of Kuenstner
et al., which showed that plenum-referéﬁced dynamic pressure data generally yields
lower drag coefficients. Data for the MIRA models used in the study (pickup, fastback,

and squareback) are shown in Figure 23 through Figure 25, respectively.

Ground Effects

Floor boundary layers have been shown to influence both drag and lift data in wind
tunnel measurements. Fundamentally, the viscous boundary layer present beneath the
car in the wind tunnel is not present under the car on the road. This affects the wind

tunnel’s ability to provide a replication of the on-road environment.
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(Cp-Cpo)/Cpo (Plenum method vs. nozzle method) MIRA Pickup
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Figure 23. (Cp-Cp,)/Cp, for Q measurement methods (MIRA Pickup).
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Figure 24. (Cp-Cp)/Cp, for Q measurement methods (MIRA Fastback).
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Figure 25. (Cp-Cp,)/Cp, for Q measurement methods (MIRA Squareback).

in the current study, however, open jet effects are quantified by comparing between two
test sections with fixed ground planes. By matching Re and model ground clearance
between the open jet and adaptive wall tests, the boundary layer effects are the same in
the open jet and adaptive wall test sections. This isolates the open jet interference
effects without requiring boundary layer corrections. However, it should be noted that

boundary layer flow still pollutes both open jet and adaptive wall data sets.

A boundary layer correction was investigated as a possible approach to adjust the data
for boundary layer influence. Howevér, when the adjustment was applied to the
adaptive wall data, the data changed from being independent of blockage (which is the

expected trend for adaptive wall measurements) to varying significantly with blockage.

42



This was a strong indication that the boundary layer adjustment would probably inject

more harm than good into the study.

No boundary layer correctrons were applred fo the data because (i) the correctlon
method does not have a soIrd physrcal basis, (u) any reasonable boundary layer
~ correction was found to cause. the adaptlve wall results to vary with model blockage,

which should not occur, and (i) equivalent ground-plane effects occur in both test

sections (open jet and adaptive wall) and therefore do not.invalidate any comparisons .

between the open jet and adaptivewall data.

- Ground effects were quantiﬂed howeyer to 'confirm that model height was sufficiently

outside the floor boundary Iayer Aerodynamlc forces were measured on the MIRA 15

fastback in the open jet test sectron at constant speed These forces were measured for

‘arange of ground clearances that spanned the boundary layer thlckness The drag and
lrft coeff cients at various ground clearances are shown in Flgure 26 and Frgure 27,

respect|vely. ,

" The abrupt change occurnng near the mlddle of each pIot corresponds to the boundary
- layer thlckness WhICh was approxmately 1 |nch for the current tests. .Examination of the
.- pIots shows that although the drag coeffi crent is more stable outsrde the boundary layer,
the lift coefﬁcrents behawor |s qurte d|fferent At approaches the boundary Iayer

thickness dlfferently above and below with the strongest downforce (smallest Ilft

: coeff|0|ent) occurrrng at the boundary Iayer helght Therefore a vehicle placed at the’

boundary layer ‘helght is ‘precariously positioned ‘at the edge of two steep gradrents—a-
making it extremely s'ensitive to changes in grdund clearance. o
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This type of experiment was also performed at the University of Maryiand Wind Glenn L.
Martin Wind Tunnel. The boundary layer thickness is approximately equal at that facility,
and therefore the greurid effects are similar; as well. Drag coefficient for a MIRA 15
fastback model was determined over a range of ground clearances, yielding the results
shown in Figure 28. These data from the current study agree well with trends in the
University of Maryland data. Both of these tests were performed on the MIRA 15
fastback; however, the wheels were removed in the current tests. Even with the slight
model geometry variation (the wheels were still attached to the vehicle body in the UMD
tests), the trends are strikingly similar. This suggests that the lift measurement scheme

employed in the current study yields lift data that is accurate enough to extract

meaningful trends.
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Figure 28. Compérison of CL dependence on ground clearance (MIRA 15 fastback).
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Estimate of Experimental Error

An estimate of measurement uncertainty has been performed for a typical drag

coefficient. Uncertainty is typically. expressed in counts, which is defined to be one .

thousandths of a coefficient (Cp or C,=0.001). The results of this sample calculation are
shown in Figure 29. For a Cp of 0.32 (typical for a squareback model), this calculation
yieldé an uncertainty of 8¢cp = 0.003, or 3 drag counts. For reference, one-tenth. of one

count—Cp, or C.=0.0001—is typically differentiated in full-scale automotive test facilities.

Ci=1 £ =LA
—ovt.4 1
2 P
Cy+AC, =1 4504 g 4 Fa pg s % py
oF oq 04 .
N J\ J\ ) -
M= Perimeter,;, - 0.005 — 0.00043
Area
%gi(p -lA-l)=__1:
o4 od g4
Ag = 0.0003
&=i(p -lA-l)=i
o oq q'4
AF =0.0435 Ib,
| Lo 2 () L
oF o4 '
C, £AC, =0.302+ 1;1 — (o002216)+ —4.932l (o.ooos%]++3z"’(o.ooo4
[14.8437](0.248 1) [14_343%) (0.248 51) % (14.8437](0.248 7f

=0.302+0.000597 - 0.000027 — 0.002307
=0.302 +£0.0029

Figure 29. Example uncertainty calculation on drag coefficient.
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The measurement repeatat;ility was estimated by répeating measurements for' the same
model. To cépturé all sources of uncertainty, the model was éither removed or
reoriented beMeen consecutive measurements. For a inen 'conﬁguration, the mbdel
Cp repeated to within 1 drag count—much tig_ﬁter\than the 3 drag count uncertainty

predicted by static calibration results.

Estimation of measurement uncertainty has also been performed for lift data. The load
cell measurement uncertainty (as repOrted‘b'y"' the "manuféctu'rer) is 1% of full-scale,
which includes linearity, hysteresis, and repeatabilifty., HoWeVer, because the three load
cells are arranged in series with the balance, the 't'ot'_al'measurement uh‘certainty for lift
will be larger than this specified value. If the total 'uhcertainty in the I.ift .measuremen't is
assumed to be the square root.of the sum of fh_e squares, then the uncertainty

associated with each measured load can be added, as illustrated in Equation 2.

_ ( 2 2 2 )
77Tata1 - 77Load celll + nLoad cell 2 + nLoad cell 3

Equation 2

The load pells employed have é.fﬁaximﬁm Ioad mé‘asuring capability of 25 bounds. If
the above estimation of total uncgrtainty is adqptéd, ;(h'en"the‘total uncertainty for lift
measurements is 10.43 Ibs. This tranélates ilhto a'n"estiméted 30 to 50 lift 'cou'nts
(C.=0.030 to 0.050) for the employed 'models.‘ Thié amouﬁt ‘o'f resolution permits trends
to be seen over large spans "ir)_ downforce where fhe ‘meaSt’Jred‘forces are fnuch gréafer
than the measurement uncértéinty. For lift data tlh'alt hover near zero C._,: tr‘(er‘]dS’a‘ref
harder to recognize because thé actual measufémenfs ére on the same order as the

uncertainty.
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Chapter 5

Presentation of Experimental Results

For clarity, the model data are pfesented in two separate categories: MIRA models
(including the validation model). énd Spqrt Utility Vehicles. The nozzle method of
' dynamic pressure measurement was used to compute the aerodynamic coefficients.
Also, recall.that the model tests performed at the University of Maryland employed the
models before the half-wheels ‘were removed. The half-wheels were removed for the
current study to avoid their influence on the lift results due to being partially submergec_j
"~ in the boundary layer. Therefore, a slight offset in either CE_, or C, is to be expected due
to the additional aerodynamic obstructionl-\beneath the vehicles. F"ublished wbrk puts
this offset at approximately 0.030 for Cp. There are no known published works relating

lift change to the presence of half-wheels.

Open Jet: MIRA Models

The trend of increasing Cp with increasing blockage (for a given vehicle shape) is
evident, and confirms Hoffman’s earlier results (Hoffman, 2001). Figure 30 shows this
trend for several vehicle shapes. A notable difference between Hoffman’s previous open
jet results and the current open jet results is the apparent interference at higher blockage
tests. In Hoffrﬁaﬁ’s previous open jet work, the open jet dat_a converged toward the
estimated interference-free measurement, but most Cp values were higher than the
reference value. This is potentially attributable to differences in underbody simulation
'between the two studies, caused by rerﬁoving the “half-wheels”.
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Figure 30. Cp values for thé MIRA models (Open jet and adaptive wall).

Figure 30 shows that the open jet values intersect the adaptive wall data near 20%
. blockage for most quels. This is likely attributable to the trend commonly seeh in other
' o;)en jet tests, in which the Cp measured in the open jet is below the reference ‘numbér
for medium' blockage ’vehicles—typically in the 5% to 15% range (SAE Publication

J2071).

Another observation is that Cp trend with increasing blockage i's nearI)‘/ flat for the
adaptive wall tests. The bickup and squareback data are seen to yield virtually the same
result regardless of blbckage. This is a' cc;nfirmation of the adaptive wall's ability to
remove interference effects. The trend seen in the fastback (changing with blockage) is

possibly due to Reynolds number effects. With only a small angle on the rear end of the

vehicle relative to the flow direction, the flow separation point is not fixed, as it is in the
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case of a squareback or pickup. This makes the separation point (and therefore the
induced aerodynamic dfag) very sensitive to slight variations in flow conditions. It is also
possible that there are slight geornetry variations between the different fastback models

(imperfect tolerancing).

-The University of Marylavnd measurements were taken to confirm the adaptive wall
results. Some selected results are,plo’gted in Figure 31 for comparison. Becaﬁse the
model blockage ratio was much larger in the adaptive wall teét sectién than in the UMD
tunnel, reference-lines are shown for the adaptive wall data. This line is the average of
all drag coefficients for a given model shape at all 01; the tested blockages in the adaptive
wall. For example, the pickup Cp plotted is the average of the 11%, 15%, 20%, and 25%

drag coefficients.
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Figure 31. Cp values for the MIRA models (University of Maryland and adaptive wall).
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The University of Maryland data compafe well to.the adaptive wall results. The
‘extremely low model blockage in the UMD tunnel (less than 0.50% for-all models) truly
approaches th.é‘ case of no boundary interference, with the e‘xpeption of Boundary' layer
eﬁects—justifying the comparison to adaptivé wall results. The slight offset between the
UMD and adaptive wéll data can be attributed at least in paﬁ to the presence of “half- -
wheels” during the UMD tests.‘ The wheels were removed in the current tests, and likely

account for the slight offset between the two data sets..

Figure .32. shdws the open jet and adaptive wall lift coefficients for the models. Lift
coefficient comparisons are difficult to make due to the limited amou.nt of published data.
" However, several comments can be made reQarding the ‘trends‘in the data. For
example, the squareﬁagk vehicles are Showﬁ~to exhibit a Ia;fge downforce (negative lift
coefficient)..‘WhiIe thié seems contrary to intuition, it confirms data trends seen by Wallis
and Williams in earlier tests for squarebacks with smooth underbodies (Waliis et al.,

2001).

_ Alsb of hote is that the addition of a rear spoiler t6 the MIRA 15 fastback (the validation
model) had the net éffect of increasing the downforce. This is consistent with published
data for addition of a rear spoiler. WI:li!é th‘e lift coefficient is seen to decrease w.ith
increasing blockage in tﬁe; opeﬁ.jet, this trend is aI36 see}1 in the adaptive wall data. In
fact, the open jet and 'adaptive ;Nal_l results follow eaéh other closely with blockage,

suggesting that other effects dominate the test section effects on lift. “This trend is seen

for all of the MIRA models shown in Figure 32.
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C . Figure 32. C, values for the MIRA models (Open jet and adaptive wall).

'Figure‘ 33 illustrates the comparison between the lift coefﬁcienté -acquired in the adaptive
Wall, and tﬁose acq'uire.d in the Uﬁiversity of Méryland'wihd tunnel. Because the
adaﬁf[i\}e waI'I" re'sui'ts shduld"-hot change with vehiélé size, fhéy are .presented aé being
constant _with blockage—as jndicated in the plot with the horizdntal lines. The C_ values
éhown in Figure 33 show fhat‘tren'ds betWéen thé UMD and current tests are consistent
for lift. The 'slight downwardr-trenc-i in thé ’Mary_lar:{'d data may bel. caused by the floor
boundary layer effect. The ovei'alls compariéon is ‘quité good—even showing the offset
caused by the removal of thé “half-wheels” in the curr.ent tests. The largely flat profile of
all plotted datasets indicate that the blockage effect: minimal (due to the large cross-

‘sectional area of the test section).
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Figure 33. C,. valués for the MIRA hodels (Unive'rsity of Marslland and adaptive wall).

Open Jet: SUV Models

Care must be taken when examining the SUV model data trends. Contrary to the MIRA
models, the SUV models are not simply larger scale versions of each other. While the
width was maintained for each model size (small or large SUV), the height was changed.
Therefore, trends relating model scale to measured aerodynamic coefficients cannot be

extracted from the SUV data because model geometry was simuitaneously changing.

Figure 34 shows drag coefficient values for the SUV models. These models exhibit
behaviors also seen in the UMD data where there is a slight increase in the Cp of the
middle SUV. A notable aspect of the plot is that all of the open jet SUV data are lower

than the reference data obtained in the adaptive wall.
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Figure 34. Cp values for the SUV models.

The Large SUV-Medium Top adaptive wall data point is suspiciously out of place on the
plot, -and may be erroneous. This is substantiated by the University of Maryland data
shown Figure 35, which illustrates that this model has a higher'CD than the other Large
SUV models. The Small SUV data are also consistent with this trend—showing a

slightly higher Cp, for the W/H=1.0 SUV models.

Comparison is good between the adaptive wall and UMD data for the Sport Utility
Vehicles. The trend of slightly higher Cp for the middle-height SUV models is still
apparent in the UMD data. For purposes of making comparisons, the adaptive wall data
are presented at the UMD blockages. Actual model blockages in the adaptive wall can

be found in Appendix A.
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Figure 35." Cp values for thé SU’}\;I,rnodelsf(Univ‘ersity of Ma_r‘ylandand adaptive wall).

. The Large‘SUV—Medium Height appears ‘odt.of place on the plot suggesting that it is an

‘ anomaly of the expenment However the con5|stent offset between the UMD data and

the adaptlve wall data—hkely caused by the removal of the “half wheels —is agaln'

present.

The SuV CL values are shown in: Flgure 36 A notable feature of this flgure is the
increase in the dlfference between open Jet and adaptlve wall data as the model size
increases. Recall that the aspect ratlo of thel SUVs is changing simultaneously with
blockage‘.' In fact, the'modelf height is changing 'disp'rooortionately with model blockage,
unlike the MIRA models that'changed ata oonstant-'rate with respect to model size. This

feature may be linked to a‘jet’deflection effect, which will be discussed in a later section.
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. Figure 36. C, values for the SUV models.

The Large SUV (medium height) model's C_ appears out of place when compared to the
UMD data and the open jét data. The UMD data (found in Table 12) reveal a consistent
C. value for the SUV models, with slight differences due to the increasing height.‘ This
suggests that the CL_and _CD for the Large SUV (medium height) are irregularities caused

by errors dufing the execution of the experiment.

- -Adaptive Wall: MIRA and SUV Models

The entire adapfive wall déta set is presented in this section, from Figure 37 to Figure
53. Convergence was defined to have occurred when the most recent change of the
test section wall contour resulted in a. éhange in Cp of less than 1% relative to the
previous iteration. This typically required up to 6 iterations, but some ‘cases required
féwer. The final wall shape from the previous rﬁodel was used as the initial wall shape

for the nex"c model in all but one case, the MIRA 20 squareback (shown in Figure 45).
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Cpand C. change with ‘iterations (MIRA11 FB)
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Figure 37. MIRA 11 Fastback.
Cp and C change with iterations (MIRA11SB)
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Figure 38. MIRA 11 Squareback.
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Cpand C, change with iterations (MIRA11PU)
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Figure 39. MIRA 11 Pickup.
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Figure 40. MIRA 15 Fastback.
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Cp and C,. change with iterations (MIRA15SB)
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Figure 41. MIRA 15 Squareback.
Cpand C_ change with iterations (MIRA15pu)
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Figure 42. MIRA 15 Pickup.
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Figure 43. MIRA 15 Validation Model (Fastback with spoiler).
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Cpand C. change with iterations (MIRA20FB)
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Figure 44. MIRA 20 Fastback.
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Cpand C, change with iterations (MIRA20SB)
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Figure 45. MIRA 20 Squareback.
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Figure 46. MIRA 20 Pickup.

61




Cpand C, changé with iterations (MIRA25 PU)
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Figure 47. MIRA 25 Pickup.
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Figure 48. Small SUV (Low height).
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Cpand C, change with iterations (SMSUV; med top)
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Figure 49. Small SUV (Medium height).
Cpand C, change with iterations (SMSUV; Ig top)
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Figure 50. Small SUV (High height).
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Cpand C, change with iterations (LGSUVsmtop)
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Figure 51. Large SUV (Low height).
Cp and C. change with iterations (LGSUV; med top)
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Figure 52. Large SUV (Medium height).
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Cpand C. change with iterations (LGSUV; Ig top)
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Figure 53. Large SUV (High height).

The adaptive wall plots illustrate the finél result of each iteration, showing that the
adaptive wall successfully converged in every case. In cases requiring a higher number
of iterations, the initial wall positions weré typically the converged wall positions for a
model with very different geometry. In cases with féw iterations, the previous model was
likely similar in shape and/or size. aAIso,- because some data points were acquired more
than once (for repeatability checks), the wall shapes were well known and could
therefore be set before the firét iteration. In this scenario, usually only one iteration was
required to verify that further wall changes WOuld be 'such that there was no measurable

effect on the data.

The data acquisition sequence was similar to that of the oben jet. The model was

installed at the correct height and a pre-test wind-off measurement taken. The correct
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test speed wés set, and the model sideforce was zeroed by adjdsting the rotation stage
on which the balance was mounted. THis assured that the model axis was aligned with
the flow. The first data set was taken, and a post-test wind off was acquired. At this
point, the required wall movement was determined using the adaptive wall algorithm.
This process was completed without ‘disturbing the model. Model ground clearance was

maintained at 1.07 inches for both adaptive wall and open jet tests in the model tunnel.
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Chapter 6

Results of Regression Analysis

The lift and drag correction equations were developed using multivariate Iinear
regression techniques and the data sets included in this report. All open jet‘and
adaptive wall data were included in the regression analys‘is—with the lone exéeption‘of
the validation model, which was held out of the analysis to serve as an independent “test
case” for the resulting lift and drag corrections. All open jet aerodynamic coefficients
used in the correlation were based on dynamic pressure measured using the nozzle

method (as opposed to the plenum méthod).

Developing a linear lift or drag correction consists of éssigning “weighting coefficients” to
all of the independent variables under consideration. As the absolute value of an
independent variable’s coefficient increases, the significance of the independent variable
to the overall correction magnitude increases. The relative importance of the
independent variables can be determined only by considering the coefficient-variable
products, since the range of magnitudes varies for the different independent variables,
e,g, 0.1 to 0.25 for blockage versus 0.9 to 1.5 for aspect ratio). The dimensionless

independent variable values for each model are presented in Appendix A, Table 14.

The regression analyses were carried out with different combinations of independent

variables to identify the least number of variables that would provide a suitable
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correction. In so doing, the residual error from each variable combination gives a direct

indication of which independent variables are important to the data correction process.

One fundamental decision was required with respect to the regression analysis. Since
the correction was constrained to provide a lift (or drag) coefficient correction increment
as a function of independent variables such as blockage, model geometry, and model
position in the test section, one would expect that for a mode! with some ideal set of
independent variables (e.g. zero blockage), the correction increment should go to zero,
assuming no bias errors are present. This would imply that the constant “intercept”
normally included in a linear equation should be constrained to be zero. Conversely,
allowing the intercept to float to non-zero values provides the correction with an extra
degree of freedom with which to minimize the residuals between the corrected open jet
and adaptive wall results (given the constraint of a linear equation). In this study, both
“zero intercept” and “floating intercept” correction equations were developed. For a
given set of independent variables, the “floating intercept” models can be considered to

represent an upper bound on-the performance of the “zero intercept’” models.

Drag correlation

Each of the drag correlation equations included the open jet Cp as a standard variable.
Additionally, blockage was included in all but one equation because of its well-
established importance to aerodynamic simulation errors. The remaining equations
used various combinations of fhe independent variables presented earlier. This permits
a systematic comparison of the residual error obtained by using various groups of
independent variables. As a point of comparison, blockage was not included in one

case to verify that its inclusion was essential to minimize residual error.
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“Floating Intercept” Drag Corrections

The values presented in Table 2 are the coefficients in the linear correlation equation

that resulted from the regression analysis for the chosen independent variablés, allowing -

a non-zero intercept. ‘For example, the second line of Table' 2 indicates a correction

" equation including CD,‘bIockage, and vehicle Iength/\IFrontal area. This is présentedﬂ in

Equation 3

Co comeeed = 0-267+1.242:C,, —0.279 - Blockage — 0.089 (

Table 2. Independent variables used in drag correlation.

Vehicle length J '

1/F rontal area

Equation 3

& ] g9 = ' g
o 3g| 38| » g [ 2 § 5
3 2 B (23> |88»| 3 2| 8| = S
% o S 28 | 3Ks | zo8 3 oo |8 | RE | RE
& © 8 85 |go® | 2E® oy ga |20 | £3 R
B g >~ | %55 | 939 g =g g o o
% =G G o g e 3 o
= S5 S g - = o
g 23 g3 N @
& 8 3 ® 3
-0.020 | 1.222 | -0.116 - - - - - 4.6 18.5 2.6
0.267 | 1.242 | -0.279 | .-0.089 - - - - 24 12.7 0.8
-0.046 | 1.239 | 0.575 - -0.091 - - - 3.0 13.0 25
0.190 | 1.249 | 2.187 - - -2.598 - - 25 14.5 0.2
0.127 | 1.237 | -0.234 . - - -0.102 - 3.0 | 150 1.2
-0.106 | 1.253 | -0.754 - - - - 0.388 4.1 17.8 3.0
0.436 | 1.204 - -0.078 | -0.038 1.032 | -0.114 | -0.621 | 2.0 10.1 -0.2 .
0.396 | 1.197 | 1.797 0.010 | -0.056 | -0.413 | -0.178 | -0.797 | 1.9 10.6 -0.9
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. The average error resulting from applying this e‘lq‘uation tov the- open’ jet data (and ‘,

‘, "comparing those value to the adaptive wall results) is 2. 4% The maximum error is g
' ‘;.12 7%, and the error between the corrected open jet CD for the valldatlon model and the .
: fadaptlve wall Cp is 0 8% ln general the error is. reduced as more varlables are rncluded '

in the correctlon equation

‘ ln general, Table 2 shows that the average error for the'model ensemble does not vary
‘substantlally across the lndicated sets of mdependent varlables Note that the average
error. |s computed as the average CD error- as a fraction of the adaptive wall CD over the
model ensemble. The ayerage errors in Figure 54 range from 2%-5%. Note that in
- Figure 54, the horizontal axis labels indicate the independent variables used to develop
the specific.correction equ'ation. CD Was included as an independent variable in all of the
cases. As an example, the second set of bars indicates the results for using a correction
equation that includes Cb, open vets blockage, and the ratio of vehicle height/nozéle height.
The: first set of bars represents the results of usrng a correlatlon equation that corrects

raw open jet Cp values based only on blockage

As.als“o shown in Figure 54, the maximum error for any single model in the ensemble
ranges from approxrmately 10% -20% for the various cases On the surface, these
results seem to suggest the selection of mdependent varlables is somewhat arbitrary.
However, bear in mlnd that the |ntercept was allowed to float. This provides an
additional degree of freedom to the regressron analysrs that a forced-zero intercept

equation does not have.
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Figure 54. Errors from’éohbinatie'hs_bt correlation variables (“Floating Intercept”, Drag).

A simple thought exercise is instructi'v‘e If CD is subtracted from each side of Equation
5, it becomes a formula for ACD A non zero lntercept suggests that even if no correction
increment is suggested from the lndependent variables (e.g. CD =0, Blockage 0, etc.),
a significant correction’ lncrement is |’nd|cated. This floating intercept explains the

intpressive results for the validation models, with errors in the range of 0%-3%.

In general, Figurev5\4 shpws that inereasing the number of indegendent variables in the
correction equation'reduces the errer between- the open jet end adaptive wall results.
Each independent variable represents a degree of freedom for the regression, and
simple mathematlcs dlctate that mcreasmg the degrees of freedom present in a system

prowdes the system wrth more erxrbrhty with which to minimize residuals. In addition, as
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shown in Table 2, hany of the correction equations suffer from a large intercept. From
left to right on the plot, each variable is successively included with blockage (and raw
. Cp) in the equation. The two sets of bars on the right-hand side of Figure 54 show the
cases when “everything except blockage” and “all .variables” are included in the

correlation. These two cases yield the lowest average error.

Another way to quantify each parameter’'s importance is to examine the error with
respect to the validation model. Because the validation model was not included in
deriving any of the correlation equations, a small error is a strong positive indicator for
the quality of a given 'correctién equation. Figure 54 shows that two independent
variable sets (plus intercept) results in small validation model errors: “blockage + Vfrontal
area/distance from rear bumper to collector” and “everything except blockage”. The
latter seems counterintuitive due to the important role blockage plays in traditional
correction schemes. However, another variab'le—hémely the ratio of vehicle height to
nozzle height—indirectly measures a vehicle’s bldckage by relating the vehicle and
nozzle geometries. The former is a very encouraging result. Both model blockage and

model-to-collector distance would be expected to be important independent variables.

Figure 54 also shows that there is a relatively large maximum error, regardless of the
variables selected. This largest error always occurs .with the Large SUV (medium top).
Referring again to Figure 34, it can be seen that the drag coefficient for that vehicle
appears to be an anomaly and is most likely due to experimental error. Including this

point in the least squares regression forces the equation to fit to a point that is likely non-




v

physical. If you leave out the Large SUV (medium top) model, the maximum error is

reduced to levels more consistent with the reported average error for each case.

The preferred drag correction equation is shown in Equation 4. It is chosen for its
simplicity and for the accuracy with which it predicts the interference-free drag—

employing only the frontal area and the vehicle’s distance to the collector.

G

‘Dcorrect

J tal
=0.190+1.249-C, ,, +2.187- Blockage—2.598- Frontaldrea
" rear bumper to collector

Equation 4

~ Table 3 shows the relative accuracy of the drag correlation equation for the various
models in the ensemble using Eqﬁétion 4. This table presents the predicted
“interference-free” Cp value, the residual compared to the adaptive wall, and the error in
percentage. It shows that even a modest set of independent variables can yield an
accurate correction equation. From the standpoint of ease of application, this is in fact
more desirable than an “all-inclﬁsive" correction sqheme that includes a large number of

independent variables.

As stated in the discussion above, the Large SUV with the medium height exhibits the
largest error when compared to the adaptive wall results. Although the error for each
model obtained from each correction equation is not presented in this report, this same
trend occurs regardless of the variable combinations employed;' highlighting the fact that

the drag results for this model are suspect.
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Table 3. Prediction accuracy of dfag cofrelation equation using Equation 4.

Model Ch.predicted Coaw % Error

Lg SUV (Lg) 0.309 0.298 3.50%

Lg SUV (Med) 0.292 0.334 15%

Lg SUV (Sm) 0.273 0.273 0.30%
MIRA 11 (FB) 0.216 0.21 2.60%
MIRA 11 (PU) 0.267 0.259 3.10%
MIRA 11 (SB) 0.307 0.302 1.60%
MIRA 15 (FB) 0.203 ' 0.203 0.30%
MIRA 15 (PU) 0.255 0.255 0.10%
MIRA 15 (SB) 0.31 0.303 2.20%
MIRA 20 (FB) 0.219 0.22 0.80%
MIRA 20 (PU) 0.253 0.253 0.10%
MIRA 20 (SB) 0.311 0.304 2.10%
MIRA 25 (PU) 0.267 0.259 3.00%
Sm SUV (Lg) 0.286 0.281 1.70%
Sm SUV (Med) 0.282 0.286 1.40%
Sm SUV (Sm) 0.273 0.282 3.20%

The regression analysis was performed excluding this point, and the avefage error was
recomputed. Using the same variable combination as in Equation 4, the maximum error

reduces to 3.5% (from 14.5%), and the average error reduces to 1.3% (from 2.5%).

“Zero Intercept’ Drag Corrections

The regression analysis was performed using the same combinations_of variables as in
the last section; however, the equation was forced to pass through zero. fhis forces the
equations to obey a physically intuitive frend—going through zero when the parameters
are zero. Inthe preyious section, the curve fit was allowed to float, which could result in
a non-zero coefficient even at zero blockages. The reéulting linear coefficients are' .

presented in Table 4, which has an identical format as Table 2.
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Table 4. Independent variables used in drag correlation.

= T o = = <
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0.000 | 1.146 | -0.122 - - - - - -0.2 | 18.8 3.0

0.000 | 1.412 | -0.143 | -0.022 - - - - 40 [ 16.3 1.3

0.000 | 1.073 | 0.519 - -0.085 - - - 34 | 14.0 3.3

0.000 | 1.432 | 0.707 - - -0.913 - - 39 | 16.2 0.8

0.000 | 1.419 [ -0.160 - - - -0.050 - 37 | 160 1.0

0.000 | 1.039 | -0.367 - - - - 0.145 | 4.8 | 19.1 3.7

0.000 | 1.261 - -0.009 | -0.089 0.777 -0.043 | -0.119 | 3.0 | 124 22

0.000 | 1.244 | 2.529 0.106 | -0.108 | -1.223 -0.143 | -0.431 | 24 | 129 1.0

Consider the average error between the “floating intercept” and “zero intercept’
corrections, found in Table 2 and Table 4, respectively. The first variable combination in
the top row of both tables (Cp and blockage) yields a lower average error in the “zero
"intercept” case. The average error for the zero-intercept case is -0.2% versus 4.6% for
the floatiﬁg-intercept case. For all other combinations of independent variables, the
floating-intercept case yields a smaller average error than the zero-intercept case. This
geﬁeral observation is not surprising given the additional degree of freedom for the

floating-intercept regressioh. The error in drag correlation for the “zero intercept” case is

graphicaily shown in Figuré 55.
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Figure 5§5. Errors from combinations of the correlation variables (“Zero Intercept”, Drag).

For consistency, the' variables employed in the “floating intercept” case are also used
here. While this aids in comparing the two different methods, the variables that minimize
the error for the zero intercept case may be different. These variables are the vehicle
blockage and the‘ position-related parameter, VFrontal area/(Distance from vehicle to
collector). Using the coefficients shown in Table 4, the resulting equation is shown in

Equation 5:

C

Dcorrect

,/Frontal Area }

=0.000+1.432-C,, ,, +0.707 Blockage — 0.913-
’ Rear bumperto collector

Equation 5

76




Table 5 presents the predicted drag coefficient using Equation 5, which erhployed a zero
intercépt approach. Dilrect comparison between the “zero intercept’ and “floating
intercept’f techniques is possible. In general, the error in the “zero intercept’ case is
greater than the “floatiné intercept” approach. This indicates that the “floating intercept”
approach is a more desirable technique to use because it provides a corrected

coefficient that is closer to the interference-free value.

Table 5. Prediction accuracy of drag correlation equation using Equation 5.

Model Co Predicted Co.aw " % Error
Lg SUV (Lg) 0284 0.298 4.70%
Lg SUV (Med) - 0.287 0.334 16%
Lg SUV (Sm) 0.275 0.273 0.90%
MIRA 11 (FB) 0.201 - L 0.21 - 4.30%
MIRA 11 (PU) ~0.260 © 0259 - 0.60%
MIRA 11 (SB) 0.306 0.302 1.30%
MIRA 15 (FB) . 0497 0.203 3.40%"
MIRA 15 (PU) 0.256 0.255 . 0.70%
MIRA 15 (SB) -~ 0.320 0.303 - 5.20%
MIRA 20 (FB) 0222 . 0.220 0.70%
MIRA 20 (PU) 0.261 . - 0253 . |- 3.30%
MIRA 20 (SB) . 0.328 0.304 - 7.10%
MIRA 25 (PU) - 0.281 1 0.259 - 7.90%
SmSuWv(g . | 0275 0281 T 210%
Sm SUV (Med) = . . 0.282 0.286 1.50%
Sm SUV (Sm) 0.276 0.282 © 2.00%
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Lift correlation

Lift correction equationis are derived usi'ng' the two methods described earlier: “floating

intercepf' and “zero intercept.”

“Floating intercept” Lift Corrections
k In the following section, the intercept was permitte'd‘to. “flq'at”._f “The coefficients for the lift
correlation equation’ presented in Table 6 take the sarﬁe form as those for the'draé

correlation equations. L

Table 6. .‘Potenltial variables used in lift correlation.
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0.108 -0.286 -0.798 -0.691 0.261 0.482 0.195 0.493 18.1 58.2 32.6
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The same variables combinations are used to Aetermine the relative effectiveness of
each parameter. The average error is presented for each combination, as well as
maximum error, and the error occurring when the correction is applied to the validation
model. As would be expected, the average lift error decreases moderately as the
complexity of the correction equation increases (i.e. the number of independent
variables is increased). This is not consistent with the drag cases, where several
combinations of few variables yielded relatively small errors. In fact, including more
definition of the model/test section interaction may not be increasing the correlation’s
value at all. Rather, it may improve the correction because it is obtaining an improved fit
to the original data set. Therefore, additional value may be extracted from the lift results
by examining not only the variable combinations and regression analysis, but also the

data trends seen between the open jet and adaptive wall tests.

Reexamining the MIRA lift results shown in Figure 32, we see that although lift
coefficient becomes more negative with increasing model blockage, the adaptive wall
results follow that trend closely. This trend is evident in the squareback, pickup, and

fastback data.

The lift data reveal that increasing vehicle height may inérease the amount of
interference on lift. Observe in Figure 32 that the lift coefficient for the MIRA models
measured in the open jet is neérly identical to the adaptive wall lift measurements. This
is not true for the SUV models, as shown in Figure 36. For these models, the difference
between open ]et and ada‘ptive wall C increases with increasing blockage. With regard

to the model shapes, note that the SUV models increase only in height, whereas the
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MIRA models increase in width and height proportionately. it can be speculated, then,
that for a given width, a taller vehicle will experience interference effects causing more
downiforce. This is physically intuitive—a taller vehicle will tend to interfere more with the
nozzle’s top shear layer than a shorter vehicle. This interference might alter the static
pressure on the upper surface of the vehicle, resulting in more downforce on the vehicle.
This trend is consistent with the data. If this jet defléction effect dominates the lift
measurements, it would be consistent with the findings of Mercker et al., which showed
that the model's deflecting of the jet has a primary influence on test section aerodynamic
interference (Mercker et al., 1996). The errors resulting from different combinations of

the correlation variables (“floating intercept” for the lift data) are shown in Figure 56.
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Figure 56. Errors from combinations of correlation variables (“Floating Intercept”, Lift).

80



" Equation 6 is the final correlation equation for vehicie lift coefficients measured in the
subscale model of the employed open jet wind tunnel. As is the 6a$e ‘with - the drag

correlation equation, fhe coefficients from Table 6 can be substituted into the equation.

C

Lcorrect

= 0.108+1.117-C, o) —5.360- Blockage—0.225.| ——="8"__ | 0.290.| —fTontaldrea - |
4 o ) \ Frontal Area Nozzleto front bumper

J/Frontal 4 ’ . ;
2293 rontaldrea_\ 1 146. Aspectratio+1.105. 6N ranee
Rear bumpertocollector ) eighty,....

Equétion 6
Table 7 shows the relative accuracy of the lift correlation equation. This table presents
the open jet lift coefﬁcient, the adaptive wall lift coefficient (usedAas the 'reference),‘ and
the preéicted “i‘nterferénce-free" value. Also prgsented is the error between.the adaptive
wall and predicted value of C.. The difference between the correctedllift coefficient and
that measured in the adaptive wall is also presented.A This is> becaﬁse with
measurements near zero, normalizing by thét number creates Iargé relative error values

that do not communicate the absolute accuracy of the measurement.

“Zero intercept” Lift Corrections.

The intercept was constrained to be zero in the following derivation of the lift correction
equation. The results of this analysis are shown in Table 8. An obvious quality of the |iﬁ
correction is its higher average errors. Keep in mind that the near-zero lift coefficients
result in extremely high errors due to .dividing by a number that is close to zero. The
co‘rrectio;l equation resulting from “eve(ything exqept plockage” is an example wh"ere

dividing by zero caused a tremendous error of over 6000%.
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Table 7. Accuracy of lift correlation equation with all variables (Floating intercept).

Model CL Predicted CLaw ACy % Error
Lg SUV (Lg) -0.163 -0.157 0.004 -3%
Lg SUV (Med) -0.142 -0.103 -0.039 38%
Lg SUV (Sm) -0.124 -0.146 0.022 -15%
MIRA 11 (FB) 0.097 0.082 0.015 18%
MIRA 11 (PU) 0.06 0.042 0.018 43%
MIRA 11 (SB) -0.346 -0.329 -0.017 5%
MIRA 15 (FB) 0.005 0.021 -0.016 ~75%
MIRA 15 (PU) -0.051 -0.028 -0.023 84%
MIRA 15 (SB) -0.41 -0.405 -0.005 1%
MIRA 20 (FB) 0.041 0.017 0.024 139%
MIRA 20 (PU) -0.153 -0.157 0.004 -3%
MIRA 20 (SB) -0.142 -0.103 -0.039 38%
MIRA 25 (PU) -0.124 -0.146 0.022 -15%
Sm SUV (Lg) 0.097 0.082 0.015 18%
Sm SUV (Med) 0.06 0.042 0.018 43%
Sm SUV (Sm) -0.346 -0.329 -0.017 5%
Table 8. Potential variables used in lift correlétion.
=< 395 a9 I > = =4
e | o | 8 §§§§§§§%§§§ ‘g 525 o8 3% . §
§ | 7 | 8 |3%5R3izEdi: 3 |%g%| e | %I | %%
S S§8| 558 3 o s 3 3g°
0.000 { 1.114 | 0.403 - - - - - 29.0 69.0 27.0




The prediction of the validation model lift coefficient is used to compare the two

techniqueé for deriving the lift correction equation. Both techniques yield very similar
error values when predicting the validation model's lift coefficient. In fact, only in one
case (the “C_ and blockage” case) do the two vary significantly. In this case, the “zero
intercept” scheme yields the lower error—consistent with earlier findings on Cp. This,
again, is consistent with the primary physical process that dominates test section
interference: blockage. The remaining variable combinations yield comparable
estimates for C, of the validation model, suggesting that neither technique is preferred in

estimating lift.

It must be noted that deriving a correction equation for lift is difficult considering that
measurement uncertainty was on the order of some results. That both approaches yield

comparable errors may be an artifice of the large measurement uncertainty.

Figure 57 shows the average and maximum errors of the various correction. equations
resulting from a “zero intercept” approach. As can be seen from comparison with Figure
56, the maximum error is typically much smaller in the “floating intercept” approach than

in the “zero intercept” case.
Table 9 presents the results of applying the “zero intercept” lift correction equation to the

model set. The results are comparable to those shown in the “floating intercept”

approach for the lift coefficient. For comparison, the AC, is also shown in the table.
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Table 9. Prediction accuracy of lift correlation equation with all variables.

Model CL predicted CLaw ACL % Error
Lg SUV (Lg) -0.152 -0.157 0.005 -3.00%
Lg SUV (Med) -0.144 -0.103 -0.041 39.90%
LgSuUV (Sm) | -0.127 -0.146 0.019 -13%
MIRA 11 (FB) 0.096 0.082 0.014 17.20%
MIRA 11 (PU) - 0.059 0.042 0.018 42.00%
MIRA 11 (SB) -0.347 -0.329 -0.018 5.40%
MIRA 15 (FB) 0.007 0.021 -0.014 -68%
MIRA 15 (PU) -0.05 -0.028 -0.022 78.50%
MIRA 15 (SB) -0.409 -0.405 -0.004 0.90%
MIRA 20 (FB) 0.043 0.017 0.026 151%
MIRA 20 (PU) -0.083 -0.157 -0.021 34.50%
MIRA 20 (SB) -0.421 -0.103 0.039 -8.40%
MIRA 25 (PU) -0.066 -0.146 -0.011 20.80%
Sm SUV (Lg) -0.118 0.082 0.014 -11%
Sm SUV (Med) -0.139 0.042 0.001 -1.00%
Sm SUV (Sm) -0.142 -0.329 -0.004 2.70%
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Abplication of Correction to Validation'ModeI

The Irft and drag correctron equatrons were applled to the validation model Recall that
the validation model data was not used in derlvmg the correlation to ensure that a
completely independent verrfrcatlon wouId be - accomphshed The result of this
appllcatron of the correction equatlonsrs shown in Table 10,.wh|ch shows that prediction
' of' open jet interference usingv_the"deri\‘/ed correlation equation vyields . excellent
agreement with' the adaptive wall results. T'heh‘lift} prediction is less accurate for .

‘predictirig open jet interference, as described earlier. ‘

.Table '1<»1 shows the r'esults of applytngthe “zero intercept” correction equations on the
valrdatron model. - Comparrson with the prevrous table shows similar results regardless of
'Wthh approach is used (zero- versus floatmg rntercept) However, as mentioned earlier,
an equation wrth several degrees of freedom is capable ot fitting the data better due to

" its flexibility.

‘Measurement uncertalnty can be estlmated usmg the balance and load cell information
stated earlrer For a CD of 0. 32 (typlcal for models employed here), the measurement
uncertamty is O 003 or 3 drag counts Because the drag coefficients in the current study
stay cIose to this value measurement uncertalnty for drag does not vary srgnrflcantly

.o

from one. model to the next. ‘

Table 10. Correlation accuracy for predrctrng Cp and G, for validation model (“floatlng
intercept” usmg aIl mdependent variables).

.Open Jet - | Adaptive Wall | Corrected % Error

Co 0.245 . ~0.255 0.253 -0.9
C. || -0.256 -0.177 -0.235 -33.9
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Table 11. Correlation accuracy for predicting Cpand C, for validation model (“zero
: intercept” using all independent variables).

Open Jet | Adaptive Wall | Corrected % Error
Co 0.245 0.255 0.258 1.0
C -0.256 -0.177 -0.233 31.9

Lift’ coefficient uncertainty is approximately 0.040, or 40 counts, using the result of
Equation 2. For a squareback model, this represents an uncertainty of 13%. For a
fastback with a spoiler, this represents an uncertainty of-30% or more. Fundamentally,
the ability to minimize error in the lift corrections was limited by the uncertainty of the lift
measurements, which is exacerbated by the fact that the models employed here have

moderate downforce characteristics (i.e. the lift coefficients have small absolute values).




Chapter 7

Conclusion

Measurements were taken in subscale open jet and adaptive wall wind tunnels'for the
purpose of developing lift and drag corrections for open jet interference based on linear
regression. The measurements yielded all six aerodynamic coefficients (three moments
and three forces), but complete analysis has been performed on lift and‘ drag only. Lift
was measured using three load cells monnted to the balance emp|oyed in the previous
tests. This arrangement has provided results consistent with the University of Maryland
tests. Considering the Iack of avallable hft results in model studres the current tests
have proven useful in understandrng I|ft trends in open Jets The models employed
range from 11%:to 25% blockage in the open jet test section and characterlze typical

production vehicles. |

Qualitatively, both the lift and drag results are consistent with trends shown:in previoiJst ,

‘studies. The open jet drag coeff|0|ents mcrease W|th increasing blockage as is
commonly seen These drag coefﬂcrents are below the reference (adaptive wall) vaIue
for blockages below 20% The adaptrve waII measurements ylelded values for drag
coeffi crent that were mdependent of vehlcle blockage These values are. in agreement

with the yalues obtained durrng the University of Maryland tests. The lift measurements

yield consistent trends, as, well. . For example, the lift force en s’quarebvack'models.

became-more negative with._increasing blockage. These squareback lift forces were
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strongly negative—a trend that has been observed by other investigators.
Measurements made at the University of Maryland were also included for confirmation of

data trends.

The resulting correction equations minimize the effects of interference effects that
naturally occur in open jet facilites. The linear regression model of the interference
effects appears to be very effective in correcting for drag interference. Several of the
drag correction equations presented in this report may be suitable for implementation at
a full scale version of the wind tunnel modeled in the current study. However, the lift
correction does not work as well. The ability to minimize error in the lift correction
appears to have been fundamentally limited by the measurement uncertainty present in
the lift measurements,-which was amplified by the modest lift coefficients for the models
employed in the study (large percentage uncertainty). However, lift trends with respect

to blockage can be usefully extracted and applied in data corrections.

The current study provides a complete data set for predicting open jet drag and lift
interference effects. Trends emerge from the data that can aid not only in the correction
of interference effects in this subscale open jet model, but also in understanding open jet

interference effects in general.

The ability to generate trustworthy reference data was a key element of the program. If
the correction scheme is to adjust the open jet data to within acceptable tolerances for
production testing (typically less than 1%), the experimental data from which the

regression is derived must have accuracy that is of the same order. This further
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indicates that the current data set can be used towards the development of a correction
scheme appropriate for a full-scale facility, but its applicability is limited due to the

relatively large uncertainty levels.

Future research of open jet interference can benefit from the author’s experience in the
current study. With that in mind, the following recommendations are offered. Revisiting
the open jet and adaptive wall data with a semi-theoretical approach may provide a more
solid understanding of the physical nature of the interference process. In the current
work, the regression variables were selected based on engineering judgment and
previous investigations. However, no theoretical derivation was performed to predict the
relative importance of each of the parameters. Employing a semi-theoretical approach

might offer more insight into the physical basis for open jet interference.

The author also recommends using a more accurate lift measurement. The transducers
employed in the current study suffered from their relatively high uncertainty (1% of full-
scale). Additionally, it is advised to use transducers with a maximum force input ranged

for the expected loads.

Finally, employing additional dimensionless variables in the regression analysis may
capture the complicated interferences within the test section more effectively. Such
variables might take into consideration the empty test section flow quality, the vehicle

aerodynamics, or further specify the geometrical relationship between the test article and

the test section.
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Appendix A

Tabulated numerical values for selected plots

Plotted values of Cp and C;

Table 12 presents the experimental data from the open jet and adaptive wall tests, and a
partial listing of the University of Maryland data. Because such a large data set was
taken at UMD—including variations of height, speed, and yéw—only the UMD data.

plotted within this document are shown here.

Table 12. Numerical values for open jet, adaptive wall, and University of Maryland data.

Adaptive Wall Open Jet University of Maryland
Model Type CD CL CD CL CD CL

Mira 11 Fastback 0.210 0.082 0.201 0.060 0.220 -0.080
Mira 15 Fastback -0.203 0.021 0.203 -0.041 0.230 -0.122
Mira 20 Fastback 0.220 0.017 0.226 -0.047 0.246 -0.144
Mira 11 Pickup 0.259 0042 | 0.242 0.027 0.277 | -0.164
Mira 11 Squareback 0.302 -0.329 0.274 -0.336 0.319 -0.529
Mira 15 Squareback 0.303 -0.405 0.289 -0.413 0.319 -0.565
Mira 15 Pickup 0.255 -0.028 0.244 -0.092 0.276 -0.175
Mira 15 | Validation model 0.255 -0.177 0.245 -0.256 - -

Mira 25 Pickup 0.259 -0.055 0.272 -0.228 0.283 -0.192
Mira 25 Fastback - - 0.239 -0.166 0.250 -0.169
Mira 25 Squareback - - 0.320 -0.473 - -

Mira 20 Pickup 0.253 -0.062 0.253 -0.159 0.272 -0.199
Mira 20 Squareback 0.304 -0.459 0.300 -0.461 0.314 -0.592
SmSUV Low 0.282 -0.138 0.256 -0.129 0.325 -0.298
SmSUV Med 0.286 -0.141 0.260 -0.161 0.333 -0.191
SmSUV High 0.281 -0.132 0.254 -0.181 0.315 -0.102
LgSUVv Low 0.273 -0.146 0.258 -0.137 0.316 -0.191
LgSuv Med 0.334 -0.103 0.269 -0.179 0.320 -0.163
LgSuUVv High 0.298 -0.157 0.259 -0.197 0:309 -0.157
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Model blockage

Model blockage was different for different tunnels. Therefore, the Table 13 presents the

model blockage for each model in éach test section that was used. Note that all model

-geometries based on one MIRA model exhibit the same blockage.

Table 14 lists the dimensionless parameters for the various vehicle models used in the
study. These values are presented to permit complete analysis using the coefficients for

the correction equations found within the report.

.Table 13. Moael blockage for all wind tunnels used in study.

Vehicle Model* Open jet test section | Adaptive Wall** Unwt\a/:lsi::z (_?_fulr\:l:er?lland
MIRA 11 (All models) 11% 9% ) 0.21%
MIRA 15 (All models) - 15% 12% 0.29%

‘| MIRA 20 (All models) 20% 17% 0.39%
MIRA 25 (All models) . 25% 21% 0.49%
Small SUV (Low height) . - 12% 10% 0.24%
Small SUV (Medium height) | 14% 12% 0.28%
Small SUV (Large height) 17% 14% 0.34%
Large SUV (Low height) 16% 14% 0.32%
Large SUV (Medium height) 19% 15% 0.36%
Large SUV (Large height) 23% 19% 0.45%

*: élockéges based on frontal areas including the “half-wheels” removed in the current study.

o : Because test section area changed in the adaptive wall, blockage is based on the cross-sectional
area of the contraction exit.

96




Table 14. Dimensionless parameters for models.

Vehicle

Model | Shape |Blockage | LIFA fr‘g\?l::;g;r Rear bum;;j:rAtlo collector] Aspect Ratio height/Nozzle height
LgSUV| lgtop | 229% | 2.511 1.139 . 0.271 0.973 0.613
Lg SUV |med top| 18.5% | 2.789 1.025 0.244 1.176 ° 0.507
LgSUV | smtop | 16.3% | 2.974 0.962 0.229 1.388 . 0.429
MIRA11 FB 10.9% | 3.069 0.637 ) © o 0.179, 1.336 ) © 0382
MIRA11| PU 10.9% | 3.069 0637 - : 0.179 1.336 0.382
MIRA11| SB 10.9% | 3.069 0.637 - 0.179 . 1.336 .- - 0.382
MIRA15| FB 14.9% | 3.069 0.800 0.218 . 1.336 0.446
MIRA15( PU 14.9% | 3.069 0.900° 0.218 1.336 0.446
MIRA15| SB 14.9% | 3.069 0.900 0.218 1.336 : 0.446
MIRA15| VM 14.9% | 3.069 0.900 . 02180 1.336 . 0.446 ~
MIRA20| FB 19.8% | 3.070 1.344 0.265 . 1.336 0.515
MIRA20| PU 19.9% | 3.070 | - 1.344 0.265-. _ 1.336 0.515
MIRA20| SB 19.9% | 3.070 1.344 : 0.265 -1.336 0.515 .
MIRA25| PU '24.8% | 3.069 2.019. " 0.310 1.336 0.576
Sm SUV| Igtop 173% | 2.692 |- 0.898 0.231 .| " 0.991 - 0537
Sm SUV|medtop| 14.3% | 2.960 0.816 0.210 1.202 0.443
SmSUV| smtop | 12.1% | 3.222 0.750 0.193 1.427 ' 0.373

97




. ' | o

Vita

Jeffrey Hoffman was born in Cleveland, Ohio on October 3, 1974. He attended St.

Dominic Grade School and St. Ignatius High School in Cleveland before entering The
University of Dayton. There, he majored in mechanical engineering and worked part-4
time as a research assistant in a low-speed wind tunnel laboratory where he conducted
research using particle image velocimetry. He received the Bachelor of Science in

Mechanical Engineering in4 1998, and thereafter began employment with Sverdrup

Technology, Inc., in Tullahoma, Tennessee. There he gained experience in the design |
of aerodynamic test facilities, concentrating on subscale model investigations and laser
diagnostics. In addition, he led several wind tunnel commissioning programs for
Formula One race teams, government-sponsored aerodynamic research institutes, and

commercial automotive companies, taking him to several international jobsites.

He is presently an engineer and project manager at Sverdrup Technology in the

Advanced Technology Segment.

08




	A sub-scale investigation of automobile drag and lift interference in a 3/4- open jet wind tunnel
	Recommended Citation

	A sub-scale investigation of automobile drag and lift interference in a 3/4- open jet wind tunnel

