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ABSTRACT 

Article History: 
Cryptocurrency is a virtual payment instrument currently popular as an investment alternative. 

One type of cryptocurrency widely used as an investment is Bitcoin due to its high-profit 

potential and risk due to unstable exchange rate fluctuations. This high exchange rate 

fluctuation makes trading transactions in the crypto market speculative and highly volatile. To 

overcome this volatility factor, this research used the Generalized Autoregressive Conditional 

Heteroscedasticity forecasting method to describe the heteroscedasticity factor, as well as a 

Recurrent Neural Network (RNN) with long-short-term memory that has feedback in modeling 

sequential data for time series analysis. The two methods are combined to overcome the 

dependency of time series data in the long term and the heteroscedastic effect of the volatility 

of price changes. The results of the GARCH-LSTM hybrid model in this study show a Mean 

Absolute Percentage Error (MAPE) value of 15.69%. The accuracy value is obtained from the 

division of training data by 80% and testing data by 20%, with the number of neurons as many 

as three and epochs of 100 using the Adam optimizer. The MAPE accuracy results show a good 

prediction in predicting the value. 
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1. INTRODUCTION 

Investment is placing several financial resources currently owned into an object, institution, or other 

party to obtain future profits [1]. Investment is divided into two types, namely real investment and financial 

investment. Actual investment is made by placing financial resources into assets such as metals, gold, or 

property. In contrast, financial investment is made by placing financial resources into intangible forms such 

as stocks, bonds, mutual funds, and cryptocurrencies. Cryptocurrency is a means of payment for transactions 

carried out virtually or via the Internet [2]. According to the Commodity Futures Trading and Supervisory 

Agency (BAPPETI), the number of cryptocurrency investors increased by 78% compared to the end of 2020, 

with a total number of investors reaching 2.5 million. The growth in the number of investors can be attributed 

to the high rate of return offered by cryptocurrencies. Although it offers a high rate of return, cryptocurrency 

investment also has a high risk of fluctuation.  

The high fluctuations in the cryptocurrency market cause trading to be classified as speculative and 

highly volatile [3]. Volatility prediction analysis is crucial for investors to determine which assets have high 

volatility and risk [4]. In addition, volatility can be used in price formation and risk management. Therefore, 

volatility analysis can help investors in making investment decisions. The Generalized Autoregressive 

Conditional Heteroscedasticity (GARCH) method can be used, which is suitable for calculating the volatility 

effect of price changes and explaining heteroscedasticity factors. This method considers the clustering of 

volatility in the time series when high and low volatility states are maintained up to a certain threshold. The 

GARCH method is suitable to factor in the volatility effect of a stock price change to explain the 

heteroscedasticity factor [5]. In addition to GARCH, Recurrent Neural Network (RNN) with feedback can 

also be used, effectively modeling sequential data in time series analysis. Feedforward neural networks with 

the long short-term memory (LSTM) method can also improve predictions on data in short-term conditions 

in recognizing data patterns [6]. Combining the two methods can overcome the problem of the dependency 

on time series data in the long term to form a pattern with the heteroscedastic influence of the volatility of 

price changes [7]. 

Research on the LSTM method that has been done [8] as a model to predict gold prices confirms that 

the RNN-LSTM model produces a small error value, so it is good at predicting. Research using the GARCH 

method has also been conducted [9] by producing a GARCH (1,1) model and a small AIC value. This research 

intends to model the prediction of bitcoin closing prices by integrating Generalized Autoregressive 

Conditional Heteroscedasticity as a factor with Long Short-Term Memory to determine the level of accuracy 

in the model so that it can be used as a consideration for investors in buying or selling cryptocurrency coins. 

2. RESEARCH METHODS  

In this study, researchers used a hybrid approach between generalized autoregressive conditional 

heteroscedasticity and long-short-term memory to analyze Bitcoin closing price data from September 1st, 

2017, to October 6th, 2022. The data used in the research is secondary data obtained from the source 

https://id.investing.com/. This hybrid method was chosen because it can overcome the problem of time series 

data dependence over a long period and also consider the influence of heteroscedasticity from the volatility 

of price changes. In this study, researchers focused on developing data analysis techniques that effectively 

identify data patterns and forecast future Bitcoin price movements. Investors can make smarter investment 

decisions and better manage risks using the proper techniques.  

2.1 Unit Root Test of Augmented Dicky-Fuller (ADF)  

When testing using the Dickey-Fuller test, it is assumed that there is no correlation between ɛt and the 

stochastic error term. The Dickey-Fuller test was then developed into the Augmented Dickey-Fuller (ADF) 

test to estimate this assumption [10].  

𝛥𝑌𝑡 = 𝛼0 + 𝛼1 + 𝛾𝑌𝑡−1 + 𝛽1 ∑ ∆𝑌𝑡−𝑖 + 𝜀𝑡

𝑝

𝑖=1
 

Augmented Dickey-Fuller (ADF) test hypothesis: 

H0  : 𝛾 = 0  Data is not stationary (there is a unit root) 

H1  : 𝛾 ≠ 0  Stationary data (no unit root) 

https://id.investing.com/
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In making a decision, the criterion is to compare the significance value (1-α) with 100%. If the p-value 

is smaller than α, then the null hypothesis (H0) is rejected, so it can be concluded that the data is stationary. 

2.2 ARCH-Lagrange Multiplier Test (ARCH_LM) 

The Lagrange Multiplier test is used to see if there is heteroscedasticity in time series data. The concept 

of this test is that the residual variance is not only a function of the independent variable but depends on the 

square of the previous period's residuals [11]. 

𝐿𝑀 =  𝑛𝑅2 

H0   :  α1 =   α2  = ... = αp  = 0  

H 1  :  ∃𝛼i ≠ 0, i = 1,2,...,p   

Where n is the number of observations, R2 is the coefficient of determination, M is the number of lags 

tested. Test criteria: H0 is rejected if the probability value of LM < or p-value < α 

2.3 Ljung-Box Test 

The assumption of white noise in the residuals is fulfilled, characterized by a process that does not 

show autocorrelation, or it can be said that the residuals do not have a specific pattern (zero mean and constant 

variance) [12]. 

𝑄 =  𝑛 (𝑛 + 2) ∑
�̂�𝑖

2

𝑛 − 1
 ~ 𝑋𝑘−𝑛𝑝

2

𝑘

𝑖=1

 

Where 𝑛 refers to the sample size. The sample size indicates the number of individuals, objects, or 

cases observed in each treatment group, 𝑘 defines the number of treatment groups being analyzed. Treatment 

groups refer to the types of considerations or treatments given to research subjects, 𝑝 states the number of 

dimensions or data variables observed, �̂�𝑖
2 indicates that the value is estimated from the sample, rather than 

the actual value. 

H0 :  p̂ = 0 (there is no correlation between lags in the distribution)  

H1 : there is at least one i, where p̂ i ≠ 0 (there is a correlation between lags in the distribution). 

If Q > χ²(α, K-1), then H0 is rejected, which means the errors have no serial correlation. Therefore, the 

model is suitable for forecasting.   

2.4 Long-Short Term Memory 

Long-Short Term Memory (LSTM) is an evolution of RNN. LSTM, introduced by Hochreiter and 

Schamidhuber in 1997, arose because of the missing gradient in RNN [13]. The main feature of the LSTM 

network is the hidden layer which consists of memory cells. Each memory cell has three gates: the Front 

Gate, the input gate, and the output gate [14]. RNN can process time series data, but the inability to 

accommodate a long memory results in RNN will experience a situation where the value for updating the 

weights will disappear (vanishing gradient). Therefore, RNN can only process time series data with short 

dependency values [15]. This complicated gate combination is called LSTM; the gates of the LSTM cell can 

be seen in Figure 1. 

 
Figure 1. Long Short-Term Memory Architecture 

Forget Gate is a gate that decides whether the input and output will be forwarded to the cell state. 

𝑓𝑡 = 𝜎(𝑊𝑓 . ⌊ℎ𝑡−1. 𝑦𝑡⌋ + 𝑏𝑓) 
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Input Gate is an input gate with two activation functions (sigmoid and tanh) to select the part to be 

updated. 

𝑖𝑡 = 𝜎(𝑊𝑖. ⌊ℎ𝑡−1. 𝑦𝑡⌋ + 𝑏𝑖) 

𝐶�̅� = 𝑡𝑎𝑛ℎ(𝑊𝑐. ⌊ℎ𝑡−1. 𝑦𝑡⌋ + 𝑏𝑐) 

𝑖𝑡 refers to the input gate at timestep t that controls the flow of information into the cell state. The value 

of 𝑖𝑡is calculated using the sigmoid activation function (σ) on the product of the input gate weight matrix 

(𝑊𝑖) and the product of the previous hidden state (ℎ𝑡−1) and the current input (𝑦𝑡), plus the input gate bias 

(𝑏𝑖). Meanwhile, 𝐶�̅� is the candidate for updating the cell state, which is calculated using the hyperbolic 

tangent activation function on the product of the cell state weight matrix (𝑊𝑐) and the product of the hidden 

state and previous input, plus the cell state bias (𝑏𝑐) 

Cell State Gate will update the old value Ct-1 to the new Ct. 

𝐶𝑡 = (𝑓𝑡. 𝐶𝑡−1 + 𝐼𝑡. 𝐶�̅�) 

𝐶𝑡 is calculated from the result of the summation operation of two components, namely the result of 

the multiplication between the forget gate 𝑓𝑡 and the previous cellular state 𝐶𝑡−1 and the result of the 

multiplication between the input gate 𝐼𝑡 and the candidate updated cellular state 𝐼𝑡. 𝐶�̅�. The forget gate 𝑓𝑡 

controls how much information in the previous cellular state will be ignored, while the input gate 𝐼𝑡 controls 

how much new information will be added to the cellular state 

The first Output Gate is the Gate that combines the old value and the new value, i.e. 

ot = σ(W0. ⌊ht−1. yt⌋ + b0) 

ot is the output gate value at time step t. The sigmoid function (σ) is applied to the sum of the weighted 

inputs, which consists of the previous hidden state ht−1. yt and the current input yt. W0 represents the weights 

for these inputs. Additionally, b0 represents the bias term added to the weighted sum. The output gate ot 

determines how much information is from the current input.  

The second output Gate consists of one cell, which is 

ℎ𝑡 = 𝑜𝑡.∗ tanh  (𝐶 𝑡  ) 

ℎ𝑡 represents the current hidden state at time step t. The element-wise multiplication operator (∗) is 

applied to the output gate value (𝑜𝑡) and the hyperbolic tangent function (tanh) of the cell state (𝐶𝑡). The cell 

state (𝐶𝑡) represents the memory of the LSTM network at time step t. The output gate (𝑜𝑡) controls how much 

of the cell state will be used to update the hidden state 

LSTM cells can connect previous information with subsequent information, and this effectiveness in 

storing extended information is indispensable in processing time series data.   

3 RESULTS AND DISCUSSION  

3.1 Descriptive Analysis 

The daily plot of bitcoin closing price from the period of September 1st, 2017, to October 6th, 2022, 

obtained 1851 data observations which are visualized in the following graph: 
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Figure 2. Bitcoin Price Movement 

Figure 2 shows the high fluctuation of bitcoin price movement. These changes are due to several 

external factors, such as the economy, the decline in investors, and market activity. It can be confirmed that 

the time series data is not stationary because the movement of stock prices from September 1st, 2017, to 

October 6th, 2022, has increased and decreased every month. Therefore, the data is not around a constant 

average value. Furthermore, the closing price is analyzed again to get the data results from the return. Price 

changes are often the main factor in the price of bitcoin, so changes in the price of bitcoin can be seen in 

Figure 3. 

 
Figure 3. The Volatility of Bitcoin Price Change 

Figure 3 plots the daily residual return on the Bitcoin closing price time series. The presence of 

significant changes followed by small changes in consecutive days indicates the presence of conditional 

heteroscedasticity characteristics in the return series variance process. This time series data uses the GARCH 

modeling specification to model the return volatility in the Bitcoin price time series. 

3.3.1 Stationary Test 

Stationary time series analysis requires constant mean and variance. The assumption test that can be 

done to see the average value is to use the Augmented Dicky Fuller (ADF) test while testing the variance 

using the Box-Cox test. The test results on the average and variance of bitcoin price changes can be seen in 

Table 1. 
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Table 1. Augmented Dickey-Fuller (ADF) test 

 ADF test 

Data p-value 

bitcoin price changes 0,000  

The stationarity check on the average change in bitcoin price is done with the ADF test. The test results 

can be seen in Table 1, which shows the p-value of 0,000 is smaller than the critical point of 0,05. It can be 

concluded that the daily bitcoin price change data is stationary to the mean. 

3.3.2 ARCH Effect Check 

Before analyzing the formation of the GARCH model, it was necessary to check the existence of the 

ARCH effect using the Lagrange multiplier test. In contrast, the Ljung-box test was used to see the freedom 

on the variance of the residuals. The results of the ARCH effect check can be seen in Table 2. 

Table 2. ARCH Model Residual Test 

Data 
p-value 

Ljung-box Lagrange multiplier  

bitcoin price changes 1,32288x 10-2 0,030071 

The Ljung-box test used to look at the freedom of variance of the residuals shows a p-value of 1,32288 

x 10-2, more minor than the critical value α = 0,05. This decision leads to rejecting H0, which means there is 

a correlation between the observations of the residual values of the variances. 

The influence of the ARCH effect was tested using the Lagrange multiplier test. The analysis results 

obtained mean a p-value of 0,030071 is smaller than the critical value α = 0,05. It indicates the decision to 

reject H0, which means that there is an ARCH effect on the residual variance. Therefore, it can be continued 

to the following analysis for GARCH modeling. 

3.2 GARCH Modeling 

The Generalized Autoregressive Conditional Heteroscedasticity parameter significance test estimation 

process used Maximum Log-Likelihood estimation [16]. The estimation process requires the error distribution 

to be normally distributed with constant variance. For this reason, to determine the existence of 

ARCH/GARCH effects, it was done by modeling the return data in the mean and variance functions. 

Parameter estimation of GARCH was done with Maximum Log-Likelihood estimation. GARCH parameter 

estimation with return data can be seen in Table 3. 

 

Table 3. Significance Test of GARCH Parameter Estimation 

No. Model  Parameter  Parameter 

Estimation 
P-Value  

1 GARCH(1,1) 
α1 0,7493 4,56E-03 

β1 0,8141 1,98E-21 

2 
GARCH 

(2,1) 

α1 0,1110 1,08E-02 

α2 0,0000 1,000 

β1 0,8457 3,41E-10 

3 
GARCH 

(1,2) 

α1 0,1000 1,93E-01 

β1 0,4000 2,20E-02 

β2 0,4000 7,80E-02 

4 
GARCH 

(1,2) 

α1 0,1310 0,423 

α2 3,02E-12 1,000 
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β1 0,5303 0,814 

β2 0,2812 0,867 

Based on Table 3 above, the significance value of the parameter estimation can be seen in the p-value. 

If the p-value is smaller than the significant level (0,05), it can be concluded that the parameter estimation is 

accepted. However, if the p-value is greater than the significant level (0,05), it can be concluded that the 

parameter estimation cannot be accepted. From the GARCH (1,1) model experiment, it has a parameter 

estimation with a value smaller than 0,05; it can be concluded that the GARCH (1,1) model has an acceptable 

parameter estimation. 

3.3 Analysis of Hybrid LSTM-GARCH Model 

Researchers used the bitcoin closing price variable from each experiment by combining the Long-Short 

Term Memory method with Generalized Autoregressive Conditional Heteroscedasticity in Hybrid analysis. 

3.3.1 Hybrid Model Prediction Results 

Parameters are an influential factor in getting higher performance when training LSTM models. The 

experimental model in the study included neurons and epochs. Determining the number of neurons in the 

hidden layer and epoch is essential in Long-Short Term Memory. A neuron is an operation process on input 

data that is performed repeatedly. Each layer of neurons can only perform one operation. However, groups 

of neurons can perform up to four different operations on the input data in LSTM. The results were then 

combined sequentially. The determination of the number of neurons depended on the researcher in this study. 

The number of neurons used was 3, 10, 20, and 30. Starting from a small number like 3 provides a simple 

baseline model to compare performances against more complex models. This helps identify any potential for 

improved prediction with increased neurons. 

Epoch is the number of iterations used in the study. One epoch means that an algorithm processes all 

training data at one time. The more the number of epochs increases, the more the weighting in the neural 

network changes. The number of epochs cannot be determined precisely. However, it is adjusted to the 

number of datasets owned. This research used the number of epochs 50, 75, and 100. It can be seen from the 

smallest loss value to determine whether the number of epochs is appropriate. 

Researchers used Adam Optimizer to process and operate the LSTM model on data samples. The use 

of parameters in this optimizer used learning rate, beta1, and beta 2 [17]. The learning rate is a parameter to 

calculate the accuracy of the weight value during the training process. After going through the training process 

to see the results of evaluating bitcoin price predictions using the GARCH-LSTM hybrid model and using 

Adam's optimizer, the accuracy results are obtained using Mean Absolute Percentage Error. The results of 

several experiments conducted can be seen in Table 4. 

Table 4. Neuron and Epoch Experiment Results 

Neuron 
Epoch MAPE 

3 

50 

18,14% 

10 17,23% 

20 21,93% 

30 23,47% 

3 

75 

17,07% 

10 18,68% 

20 19,17% 

30 20,15% 

3 

100 

15,69% 

10 18,21% 

20 19,40% 
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30 25,65% 

From the accuracy MAPE results, the slightest error value is 15,69%, with three neurons and 100 

epochs parameters. In the research experiment, the most significant error value was obtained in parameters 

with 30 neurons and 100 epochs with an accuracy MAPE value of 25,65%. From the research experiment 

results, using parameters 3 neurons and 100 epochs is classified in the excellent category in producing 

predictive values due to the low error value. 

3.4 Bitcoin Price Prediction 

After undergoing the LSTM process to predict the hybrid model using 80% training data and 20% 

testing data as well as using 3 neurons and 100 epochs, prediction results were obtained compared between 

actual price data and Bitcoin price prediction data shown in Table 5. 

Table 5. Bitcoin Price Prediction Results 

No. Date Actual Prediction 

1 01/09/2017 63.999.000 94.023.404 

2 02/09/2017 61.749.600 91.437.024 

3 03/09/2017 61.791.800 90.900.858 

⁝ ⁝ ⁝ ⁝ 

1848 04/10/2022 304.748.000 328.325.785 

1849 05/10/2022 302.888.992 325.156.067 

1850 06/10/2022 303.392.992 323.004.636 

 
Table 5 shows the prediction results and the actual Bitcoin closing price data; It can be seen that the 

actual data and predicted data have a small error. The comparison plot between actual data and Bitcoin price 

predictions can be seen in Figure 4. 

 
Figure 4. Comparison Graph of Actual Data and Bitcoin Price Prediction 

Figure 4 above is a prediction graph of the hybrid model results. Part of the graph consists of the actual 

line (Bitcoin closing price), denoted in blue, and the predicted  line (prediction result), denoted in orange. 

The graph shows good accuracy, marked by the difference between the actual line with a distance or error 

not too far from the prediction line with a MAPE value of 15,69%.  
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4. CONCLUSIONS   

The results concluded that the prediction of the closing price of bitcoin tends to increase with a 

predicted value of 323.004.636 against the actual value at the previous price of 303.392.992 The GARCH 

(1,1) integration model was formed, and the Long Short Term Memory Model using 3 neurons and 100 epochs 

produced a hybrid model accuracy level integrating Generalized Autoregressive Conditional 

Heteroscedasticity with Long Short Term Memory in the good category using MAPE value of 15,69%. It can 

be used as a consideration for investors in buying or selling cryptocurrency coins against volatility. 

This study proves that combining the two models by integrating GARCH into the LSTM model can 

produce an accuracy level in the good category. It can be used as a reference for further research to integrate 

other volatility models, such as asymmetric GARCH (EGARCH, GJR-GARCH). 
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