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Abstract

Said-Ball polynomials with collocation method are used to numerically solve a
system of linear ordinary differential equations. The matrix forms of Said-Ball
polynomials of the solution, derivatives, and conditions are done. The linear system of
ordinary differential equations with appropriate conditions is reduced to the linear
algebraic equations system with unknown Said-Ball coefficients. Solving the resulting
system determines the coefficients of Said-Ball polynomials. By Substituting these
values in the polynomial, we get the problem's exact and approximate solutions. The
obtaining numerical results show the proposed method's accuracy and reliability when
compared with the other works and exact solutions.

Keywords: Said-Ball polynomials, collocation method, linear ordinary differential
equations, matrix form.

1. Introduction

Differential equations play an important role in engineering and physics sciences.
One of the challenging problems in applied mathematics is finding the solution to
differential equations or their systems. Also, the most difficult has lain in the case of
higher-order systems of differential equations. There are various methods to solve
some systems of differential equations numerically. For instance, Akyuz-Dascioglu
and Sezer [1] used Chebyshev polynomial approach to solve the systems of high-
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order linear differential equations with variable coefficients. Biazar et al. [2]
employed the Adomian decomposition method to solve ordinary differential
equations. Rationalized Haar functions method is used to solve the linear integro-
differential equations system [3]. In [4], Sezer et al. implemented the Taylor
polynomial approach to obtain the solutions of systems of linear differential equations
with variable coefficients. Jafari and Daftardar-Gejji [5] solved systems of ordinary
and fractional differential equations using the revised Adomian decomposition
method. [6] Abdel and Hassan used the differential transformation method to solve
systems of differential equations. Tatari and Dehghan [7] employed the Improvement
of He's Variational iteration method to solve systems of differential equations.
Thongmoon and Pusjuso [8] obtained the numerical solutions of the system of
differential equations using the differential transform method and the Laplace
transform method. In [9], Javidi presented a Modified homotopy perturbation method
to solve the linear Fredholm integral equations system. The homotopy analysis
method is used to handle systems of fractional differential equations [10]. Yizbasi et
al. solved linear differential equation systems using the Bessel collocation method
[11]. Ylzbasi [12] employed an efficient algorithm to solve the multi-pantograph
equation systems. Yuksel et al. [13] solved high-order linear Fredholm-Volterra
integro-dfferential equations via Chebyshev polynomial approach. Ramadan and Abd
El Salam [14] applied the exponential Chebyshev collocation method to solve systems
of ordinary differential equations in unbounded domains. In [15], Yuzbasi_ and
Yldirim solved the systems of first-order linear differential equations using the
Laguerre collocation method. For more methods, see [16-25]. Recently, Yiizbasi and
Yildirim [26] used Laguerre polynomial approach to solve the systems of linear
differential equations. Sezer and Kirkgt [27] obtained the Charlier series solutions of
the systems of the delay differential equations of the first order based on the Charlier
polynomials and the collaboration of the matrices.

In this study, we will consider the following linear system of ordinary differential
equations [26]:

n T

Z Z Pllf](x) yj(k)(x) = ﬁ(x)l l = 1121 Y (1)
k=0 j=1
Subject to mixed conditions

n-—1

> iy @+ Bl 7P B) = 1, @

j=o
Where i =0,1,---,n—1, k=1,2,---,r. The functions Pi’fj(x) and f;(x) are given
and defined on the nonnegative interval [a,f], yj(o)(x) = y;j(x) is an unknown

function to be determined and affj, Bi’fj and n,,; are suitable real constants.

The purpose of this study is to apply a matrix method using Said-Ball Polynomials
[28, 29, 30, 31, 32] to solve the linear system of ordinary differential equations (1)
with some appropriate conditions (2).

This paper is organized as follows: Section 2 presents some concepts of Ball
polynomials, Said-Ball polynomials, and Said-Ball monomial formulas. Relations of
the fundamental matrix are given in section 3. In section 4, residual error estimation
and solutions accuracy is presented. In section 5, numerical examples are presented.
The conclusion is presented in section 6.
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2. Said-Ball Polynomial and Said-Ball monomial formulas:
Said-Ball Polynomial basis function S/™(x) of degree m is defined as [33, 34,

35,38]:
( /m—1 m+l m 1
2 x'(1 )22, OSLS?—E,
m —
STCI=N amo2i 1 ®)
2 2 x%% (1—=x)m T+l<i<m
\ m—i ’ 2 27~
when m is an odd and
((Z+i) . L m
2 xt(1—x)2"F, OSLS?—L
m m m ., m
S0 = 4 (m/Z) xz (1-02, =7 )
3m N
2 2t 1 m-1. <<
- X (1—x)™ ", > <i<m

When m is an even.
Said-Ball curve S™(x) of degree m with m + 1 control points, denoted by {{;}7%,,
can be expressed as the following form in power basis:

Sm(x)—zzflsu X, 0<x<1, (5)

Where, s
m m
((—1)J—i< [ J)(l ]J_+ll ) 0<is|7]-1,
sij =4 D7 (T> (j ) i>' L= % ()
(-1y/[z) [Z]+m-ty( mo [EJ+1 <i<m
\ m—i JU-|7|-1) =2I"° =7

The Said-Ball monomial matrix is given by:

SO,O 50,1 oo oo SO,m
S0 S Ut Sim

Stm+1)x(m+1) = | ¢ 5 W (7
Sm,O Sm,l oo cee Sm,m

Where s; ; is defined in Eq. (6).

To obtain approximate solutions of Eq. (1) with conditions (2). We will use truncated

Said-Ball Series in the form:
M

Yiu() = ) Cim ST, i=12,0, (®)

m=0
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Where ¢; ,,, m =0,1,---, M are unknown Said-Ball coefficients to be determined.

3.1 Relations of the fundamental matrix
We can be written the approximate solutions of Eq.( 8) in matrix form as:

Yim(x) =Sx)C;, j=1,2,,1, 9)
Where,  S(x) = [S°(x) S1(x) - SM()] and C; =][cio cix = Cim] » J=
1,2,---,1.
Now, the first derivative of Eq.(9) is
y]{,M(x) = S,(X)C ’ ] =121, (10)
Where,

S'(x) =[S(x) ST () - SM ()]
=5(x)Q, (11)
Where, Q = §1VS, and

0o 1.0 - 0
[0 o 2 - 0]
V=|: o o
{0 o - 0 M‘
0 0 0 - Odpyryxm+n

Therefore, Eq.( 10) becomes
yim(x) =8()QC;, j=1,2,-,1, (12)
Similarly, the k-th order derivative of yj(k)(x) in Eg.(1) can be derived as the
following steps:
YO = SOGIC,  j=1,2,7, (13)
=[s°“00) 1@ - 5P| ¢
=[$°(x) $*(x) - SM()1(Q*)C;

=Sx)QMHC j=1,2-,r (14)
Hence, y® (x) can be written as the following matrix form
y® ) =8@) Q" C, k=012, (15)
where,
J’1(k)(x) S(x) 0 e 0
y® (x) = yz(k?(x) S(x) = f) 5 (x) 0
Ol 0 0 - swl,
Qk o 0 C,
Feo=| 0 @ 0 | C:F‘
.0 'O ék xr Crliea

3.2 Relation of the fundamental matrix via collocations points
The matrix form of the linear system (1) can be written as
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Z Pi(x) y9(x) = f(x), (16)
where, -

P1k,1(x) sz (x) P1k,r(x)

P.(x) = P51 (x) sz,z'(x) 'sz’r(x) ’
P Pl - PGl
{yf"” 00] £(0)

yme = [ 2V pa =29,
ool falx)

The Said-Ball polynomials solution of system (16) in the form (8) can be obtained

with the following collocations points

p+a [—«a T B
—-— Cos(ﬁ) 1=0,1,,M (17)

Where, x belongs to the nonnegative interval [, Bl and a = xy < x; < - < x,, = B.

Substituting the collocations points (17) into the system (16), we get the system

X =

z Pk(xr) y(k)(x‘r) = f(xr) t=0,1,---,M. (18)
System (18) can be written in the following new matrix form
Z P Y® =F, (19)
k=0
where,
Pi(xo) 0 0 y(k) (%0) f(xo)
P, = O: P:k(xl) :0 Y = y(k).(x1) F = f(x1)
0 0 o Pr(xy) y(k)(xM) fCem)

Substitute (17) in (15). We get the following matrix from system

y®(x) =8x)(Q¥) ¢, ©=01,2-,M (20)
System (20) can be written briefly as
Y® = s(Q¥)c, (21)
Where,
S=1[850) S(x;) - S(xM)]T'
S(x,) 0 -~ 0
Seen=| O SO 0 01,2 M
0 0 e S(xp)
Substituting (21) into the system (19), we obtain the system in matrix form as
n
Y Pes@)c=F, 22)
k=0
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which can be written in the following form
YC=F or
where,

W= B S(@) - [¥,)

wp =

[W; F],

1,2,-,7r(M + 1)

(23)

(24)

System (23) is an algebraic linear of (M + 1) equations in (M + 1) unknowns

Said-Ball coefficients.

Now, we formulate the matrix form of the mixed conditions (2). Using Eq. (15),
then we have the matrix form of the mixed conditions (2) as

n-1

Y et + 4, 3@ @' ¢ =n,

j=o
Where,
al 0 0] [
0 a? 0
0 0 aj
a(l),j ] [ B(l)j
o= | % | g :| Bi,
-aTil—l,jJ lﬁriz—l J
Eqg. (25) can be written as
ZC=n or [Z;7],
Where,
Z0 n-—1
z=|% |
Zys =0

0 0]

2

b; 0|

0o - br
7710

_ 7711
nln 1

2= [0;5() + 5, 56)] @

(25)

T

(26)

By replacing all the rows of the matrix [Z; n] with the last rows of the matrix [¥; F],

we get a new system

$YA=F or [¥;F|
Where,
Y11 %12
¥4 50
‘{Jr,l ‘*’r,z
\Pr+l,l r+1,2
[‘i,; F~] _ v (M =(n-1))1 q}r(M ~(n-1)).2
Vi1 V1,2
Va1 V2,2
Vi1 Vn2
n+1,1 n+1,2
L Vnr,l Vnr,2

https://scholarworks.uaeu.ac.ae/ejer/vol28/iss2/1

\Pr,r(M +1)

\Fr+1,r(M +1)

\Yr(M ~(n-1)).r(M +1)
Vir(M+1)
V2,r(M +1)

V(M +1)
V4, r(M +1)

nr,r(M +1)

(27)
fl(XO)
fz(xo)

fr(xo)

f (:Xl)
fy (XM -n )

M,0
M

Mn-1
72,0

M n-1
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Solve the linear system of linear algebraic equations (27) to calculate the coefficients
Cimy m=0,1,---,M,i=1,2,---,r in Eq. (8); hence we obtained the approximate
solution of the original problem (1) and (2).

4. Accuracy of solutions and residual errors analysis

We used the upper bound of the mean error to check the accuracy of the solutions,
which were obtained using the presented method. Then if we substituted the
approximate solution (8) and its derivatives in the system (1), we obtain

Rom (r) = Tico Xy P(e) y/0 () = fie) 2 0, i = 1,2,-,1,
A=123,Vvx=x,€][0,1],7=0,1,2,--- (28)
or
Ram(x) <107%, veo, ez (29)

The truncation limits M increases until the difference R, ,(x;) < 1079, v x, € [0,1],
VO eZ*. If max107% =107 and M is sufficiently large enough, then the error
decreases, that is, R, y(x;) — 0. On the other hand, we can estimate the solution's
accuracy and error by using the residual function R, y(x) and its mean value
| m(x)| on the interval [0, 1].

Hence, the upper bound of the mean error Ry , is derived as follows [36, 37]:

1 1
f Ram(x)| dx Sf |§RA,M(x)| dx
0 0

: j R O] = [Ran@)], v €10,1]
0

1 1

. j R ()| = [Ram )] < j 1R, ()| dx
0 0

Therefore,

1
R ()] < f R (0| dx = T, v € 0,11 (30)
0

5. Numerical examples
In this section, we presented three examples and compared our numerical results with
the exact solutions and other works mentioned in the literature [8, 15] (see tables and
figures)
Example 1: Consider the system[26]
y1 () +xy1(x) + x y,(x) =2 }
,0<x<1 (31)
y3 () + 2x y,(x) + 2x y1(x) = =2
With the conditions:
y1(0) = y,(1) =0, y,(0) = y,(1) = 0. (32)
The exact solutions of this system are y,(x) = x2 —x and y,(x) = —x2 + x.
Herer =2andn=2. f,(x) =2, f,(x) =-2,
P (x) = PP, (x) = x, P (x) = P),(x) = 2x,
P11,1(x) = P11,2(x) = P21,1(x) = le,z(x) =0,
PEy(x) = P31(x) = 0,P;(x) = P;,(x) = 1.
To apply the solution method with M = 2. Then the collocation points are x, =
0,x; = %,xz = 1. The matrix equations of (1) and (2) are

YC=[P,S +P,SQ+P,SQ?*C=F (33)

Published by Scholarworks@UAEU, 2023
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and
ZC =1, (34)
where
P,(0) © 0 7 P,(0) O 0
1 1
PO = 0 PO (E) 0 y Pl = 0 Pl (E) 0 )
0 0 Py(1). P.(1)
P,(0) 0 0 7 3(0)]
_ 1 a1 S(O) 0 ]
[0 0 P,(1). 3(1)
1
A(E): S(E) 0 S(1) = S(1) 0 ] Q:[Q 0]
2 1 ) i 0 S(l) ) O Q )
5(3)
0 1 0 1 0 O
Where Q =S7tvs, v=[0o 0 2|,§=|-2 2 o0and
0 0 O 1 -2 1
o) [FO]
[ ] Cc, = C11 ,Cy = Cz1 ,F = f(—) ,f(x)z[z],
Ci1,2 C22 2 —2
, f()
Niol .
2= 7] % = Zhole 50 + 5, 5] @) 0 =[] sme = [5i] i = 12
Therefore, we have
2 -4 2 0 0 0 ; 2
O 0 0 2 —4 2 ; -2
. |11t 0 00 0 0 ; 2
(¥ F] = 0 0 1 0O 0 0 ; -2
0 0 O 1 0 0 ; 2
L0 0 O 0o 0 1 ; -2
and
(1 0 0 0 0 0 ; O
oo 1000 ; 0
Znl=10 0 01 0 0 0
0 0 0 0 0 1 0
Replacing [Z; n] by the last four rows in [W; F], we obtain a new augmented matrix
2 —4 2 0 0 0 ; 2
O 0 0 2 —4 2 ,; =2
== _[1 0 0 0 0 0; O
[lp' F] - 0O 0 1 0 0 0 ; O
0 0 O 1 0 0 ; O
L 0 0 O 0 01 ; O
Solving this system gives Said-ball coefficients as the followmg matrlx form
c=|[C Cz] =[0 —1/2 O] ,C,=[0 1/2 O]

By substituting these values into Eq. (8) (or equivalent Eg. (9)), we obtain the
approximate solutions:

y1(x) = x% —x and y,(x) = —x? + x,
Which are identical to the exact solutions.
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Al-subaai and kherd: Said-Ball Polynomials for Solving Linear Systems of Ordinary Differential Equations

Example 2: Consider the system [15]
y1(x) = y3(x) = —cos (x)
y2(x) = y3(x) =—e* ¢, 0<x<1 (35)
y3(x) — y1(x) + y,(x) =0
With the conditions:
y1(0) =1, ¥,(0) =0, y3(0) = 2. (36)
The exact solutions of this system are y,(x) = e*, y,(x) = sin (x), and y;(x) =
e* + cos (x).
Here r = 3, n = 1. Assume M = 6. The relation of the fundamental matrix is

[PoS + P,SQ|C=F, (37)
where
0 0 -1 1 0 0 —cos (x)
Po(x)=|0 0 -1|,P1(x)= [O 1 Ol,f(x) = [ —e* ]
-1 1 0 0 0 1 0

After substitutions in the above fundamental matrix relation, we get the augmented
matrix as (27). Solve this system gives the Said-ball coefficients matrix form C, by
substituting these values into Eq. (9), we obtain the approximate solutions
y16(x) = 0.00213413784932x° + 0.00745756931915x°
+0.042113234152x* + 0.166570358068x3
+0.500006352039x% + x + 1
y2,6(x) = —0.000547923902642x° + 0.00890196529882x°
—0.000266276054369 x* — 0.166613370962 x3
—0.00000329205964518x2 + x
V3e(x) = 0.000876793066706x° + 0.0072689742529x>
+ 0.0838826332659 x* + 0.16654765199 x3
+0.00000785760278896x2% + x + 2.
Table 1 compares the absolute errors of the presented method (PM)with other works
[8, 15].
Table 2 indicates the upper bound of the mean error R, ,,.
Figure 1. indicates the absolute errors between the exact solutions y;(x) and
approximate solutions y; , ,i = 1,2,3 at M = 3,5,7 of this example.

Tablel: Comparison of the absolute errors (e; ;) between the exact solution (y;) and
approximate solution (y;»),i = 1, 2,3 when M = 6 for Example 2

DTM [8] Laguerre [15] PM
Xi €16 €16 €16
0 0 1.7319e-14 0
0.2 2.6046e-09 8.9691e-08 3.7032e-08
0.4 3.4209e-07 9.4300e-08 2.7334e-08
0.6 6.0004e-06 1.1665e-07 2.9758e-08
0.8 4.6173e-05 1.9907e-07 1.1140e-07
1.0 2.2627e-04 1.5209e-06 1.7703e-07
Xi €26 €26 €26
0 0 5.8398e-14 0
0.2 2.5383e-09 2.6784e-08 1.8075e-08
0.4 3.2436e-07 1.9940e-09 2.9618e-08
0.6 5.5266e-06 2.9723e-08 3.1570e-09
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0.8 4.1242e-05 2.3020e-08 5.0603e-08
1.0 1.9568e-04 1.1272e-06 1.1751e-07
Xi €36 €36 €36

0 0 2.7756e-17 0

0.2 2.6681e-09 1.1003e-07 4.6082e-08
0.4 3.5831e-07 1.0917e-07 3.6352e-08
0.6 6.4153e-06 1.2560e-07 3.8633e-08
0.8 5.0305e-05 2.1407e-07 1.4104e-07
1.0 2.5080e-04 2.0229e-06 2.2415e-07

Table 2: The upper bound of the mean error R, ,, for Example 2.

2 3 4 5 6 7

§R1'M 8.0269E-01 | 6.9349E-03 | 4.9005E-04 | 2.5523E-05 | 1.0295E-06 | 3.6657E-08

R, M | 7-2381E-01 | 9.3232E-04 | 2.6357E-04 | 7.5972E-06 | 6.5977E-07 | 7.3179E-08

5)_{3'M 9.6392E-02 | 1.2221E-02 | 9.6268E-05 | 9.6680E-06 | 1.3096E-06 | 5.9326E-08

x
=)
x
=]

Absolute Errar
x
S

=
Absolute Error

o

=

Absolute Error

R -
=)

-8
-3
4.x10°" 8
) 2.x 107
-3
0

0 02 04 06 08 1 0 02 04 06 08 1 0 02 04 06 08
X X X

Fig.1: The absolute error (e; ) between the exact solution (y;) and the approximate
solution (y; » ), where i = 1,2,3 and M = 6,7 for Example 2.

Table 1 shows that the presented method gives better results than the differential
transform method, Laplace transform method [8], and Laguerre collocation method
[15].

Figure 1 indicates that the presented method obtained highly accurate solutions when
M increased.

Example 3: Consider the system [26]
VP = cos() y37 (1) + xy5 () = y1(x) = xe* + cos?(x)
y2(4) (x) + sin(x) y1(3)(x) + cos(x) y;(x) — cos(x) ys(x) = cos (x)(1 —e*) ;,(38)
ey () + 357 () — cos(@) ;. (x) + ¥, (x) = sin?(x)
with the conditions:
B0 =0, »O®=1 y0=1 y'O=1 y 0 =0
wo=1 yPo=0 »P0=-1 yP0)=1
wWo=-1 yPo=0 yI0)=1 (39)
The exact solutions are y;(x) = sin(x), y,(x) = cos(x), and y;(x) = e*.

https://scholarworks.uaeu.ac.ae/ejer/vol28/iss2/1
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Here r = 3,n = 4. Let M = 5. We have the relation of the fundamental matrix is

[PoS + P.SQ + P,S(Q)? + P;S(Q)° + P,S(Q*|Cc=F (40)
Here,
-1 0 0 0 0 x
Py(x) = [cos(x) 0 —cos(x)|, P (x) = 0 0 0],
0 1 0 —cos(x) 0 O
[0 —cos(x) O 0 0 0
P,(x) =10 0 O], P;(x) = [sin x) 0 0],
L0 1 0 0 0 0
1 0 0 xe* + cos? (x)
P,(x)=10 1 0 ] f(x) = |cos (x)(1 —e¥)
0 0 e™* sin? (x)

Applying the proposed method above, we finally obtained the approximate solutions
as the following formulas

Y15 = 0.00832037291941x> — 0.166666666667x> + x
Vo5 = — 0.000397548628658x> + 0.0416666666667x*
—0.5x% + 1.0
Y5 = 0.0087445195381x5 + 0.0416666666667x"
+ 0.166666666667x3 + 0.5x2 + x + 1.0.

In Figure 2, we plotted the exact solution y;(x) and approximate solution y; ,i =
1,2,3atM = 3,4,5.

0 02 04 06 0% 1

x

Fig.2: Comparison of the exact solution (y;) and the approximate solution (y; ),
where i = 1,2,3and M = 3, 4, 5 for Example 3.

Table3: Comparison of the absolute errors (e; »,) between the exact solution (y;) and
approximate solution (y;»),i = 1,2,3 when M = 3,4, 5 for Example 3

Xi €1,3 €23 €33

0 0 0 0
0.2 2.6641e-06 6.6578e-05 6.9425e-05
0.4 8.5009e-05 1.0610e-03 1.1580e-03
0.6 6.4247e-04 5.3356e-03 6.1188e-03
0.8 2.6894e-03 1.6707e-02 2.0208e-02
1.0 8.1377e-03 4.0302e-02 5.1615e-02
Xi €1,4 €24 €34

0 0 0 0
0.2 2.6641e-06 8.8825e-08 2.7582e-06
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0.4 8.5009e-05 5.6727e-06 9.1364e-05
0.6 6.4247e-04 6.4385e-05 7.1880e-04
0.8 2.6894e-03 3.5996e-04 3.1409e-03
1.0 8.1377e-03 1.3644e-03 9.9485e-03
X; €15 €25 €35

0 0 0 0

0.2 1.6091e-09 3.8390e-08 4.0086e-08
0.4 1.9164e-07 1.6018e-06 1.8204e-06
0.6 4.5188e-06 3.3472e-05 3.8827e-05
0.8 3.6996e-05 2.2969e-04 2.7552e-04
1.0 1.8272e-04 9.6681e-04 1.2040e-03

It is clear from Table 1 that the more increase of M, the fewer errors and the more
accuracy of the presented method.

Figure 2 illustrates that the presented method gave highly accurate solutions when M
increases.

6. Conclusion

In this article, Said-Ball polynomials with the collocation method are used to solve the
systems of high-order linear ordinary differential equations. This method reduces the
given problem of the linear ordinary differential equations system with suitable
conditions to the linear algebraic equations system. Solutions of the resulting system
gave the exact solution and sometimes good approximate solutions compared with the
other works, as shown in tables and figures. This means the presented method is
effective and accurate.

References:

1. Akyuz-Dascioglu, A., Sezer, M., "Chebyshev polynomial solutions of systems of
high-order linear differential equations with variable coefficients”, Applied
mathematics and computation, 144 (2) (2003), 237-247.

2. Biazar, J., Babolian, E., Islam, R., "Solution of the system of ordinary differential
equations by Adomian decomposition method”, Applied Mathematics and
Computation, 147 (2004), 713-7109.

3. Maleknejad, K., Mirzaee, F., Abbasbandy, S., "Solving linear integro-differential
equations system by using rationalized Haar functions method”, Appl. Math.
Comput., 155(2004), 317-328.

4. Sezer, M., Karamete, A., Gulsu, M., "Taylor polynomial solutions of systems of
linear differential equations with variable coefficients”, Int. J. Comput. Math, 82
(2005), 755-764.

5. Jafari, H., Daftardar-Gejji, V., "Revised Adomian decomposition method for
solving systems of ordinary and fractional differential equations”, Applied
Mathematics and Computation, 181 (2006), 598-608.

6. Abdel, I. H., Hassan, H., "Application to differential transformation method for
solving systems of differential equations”, Appl. Math. Modell, 32 (2008), 2552-
25509.

7. Tatari, M., Dehghan, M., "Improvement of He's variational iteration method for
solving systems of differential equations”, Comput. Math. Appl, 58 (2009), 2160-
2166.

https://scholarworks.uaeu.ac.ae/ejer/vol28/iss2/1

12



Al-subaai and kherd: Said-Ball Polynomials for Solving Linear Systems of Ordinary Differential Equations

8. Thongmoon, M., Pusjuso, S., "The numerical solutions of differential transform
method and the Laplace transform method for a system of differential equations",
Nonlinear Analysis: Hybrid Systems, 4 (2009), 425-431.

9. Javidi, M., "Modified homotopy perturbation method for solving system of linear
Fredholm integral equations”, Mathematical and Computer Modelling, 50(2009),
159-165.

10. Zurigat, M., Momani, S., Odibat, Z., Alawneh, A., "The homotopy analysis
method for handling systems of fractional differential equations”, Appl. Math.
Modell, 34 (2010), 24-35.

11. Yuzbasi, S., Sahin, N., Sezer, M., "A numerical approach for solving linear
differential equation systems”, Journal of Advanced Research in Differential
Equations, 3 (2011), 8-32.

12. Yizbasi, S., "An efficient algorithm for solving multi-pantograph equation
systems", Computers and Mathematics with Applications, 64 (2012), 589-603.

13. Yiksel, G., Gulsu, M., Sezer, M., "A Chebyshev polynomial approach for high-
order linear Fredholm-Volterra integro-dfferential equations”, Gazi University
Journal of Science, 25(2012), 393-401.

14. Ramadan, M. A., Abd EI Salam, M. A., "Solving systems of ordinary differential
equations in unbounded domains by exponential Chebyshev collocation method",
Journal of Abstract and Computational Mathematics, 1 (2016), 33-46.

15. Yiizbasi S., Yldirim, G., "Laguerre Collocation Method for Solutions of The
Systems of First Order Linear Differential Equations”, Turk. J. Math. Comput. Sci,
10 (2018), 222-241.

16. Davies, A., Crann, D., "The solution of differential equations using numerical
Laplace transforms", int. j. math. educ. sci. Technol., 30(1) (1999), 65-79.

17. G'ulsu, M., Sezer, M., "Taylor collocation method for solving systems of high-
order linear Fredholm Volterra integro-differential equations”, Intern. J. Computer
Math., 83(2006), 429-448.

18. Yusufoglu, E., "An efficient algorithm for solving integro-differential equations
system”, Appl. Math. Comput., 192(2007), 51-55.

19. Saberi-Nadjafi, J.,, Tamamgar, M., "The variational iteration method: A highly
promising method for solving the system of integro differential equations",
Comput. Math. Appl., 56(2008), 346-351.

20. Yiizbasi, S., Sahin, N., Sezer, M., "A collocation approach to solving the model of
pollution for a system of lakes ", Mathematical and Computer Modelling 55 (2012)
330-341.

21. Zarali, B., Rabbani, M., "Solution of Fredholm integro-dfferential equations
system by modified decomposition method", The Journal of Mathematics and
Computer Science, 4(2012), 258-264.

22. Ahmad, I., Mukhtar, A., "Stochastic approach for the solution of multi-pantograph
differential equation arising in cell-growth model”, Applied Mathematics and
Computation, 261 (2015), 360-372.

23. Mirzaee, F., "Numerical solution of the system of linear integral equations via
improvement of block- pulse functions”, Journal of Mathematical Modeling, 2
(2016), 133-159.

24. Ramadan, M. A,, Raslan, K. R., El Danaf, T. S., Abd EI Salam, M. A., "Solving
systems of high-order ordinary differential equations with variable coefficients by
exponential Chebyshev collocation method”, Journal of Modern Methods in
Numerical Mathematics 8:1-2 (2017), 40-51.

Published by Scholarworks@UAEU, 2023



Emirates Journal for Engineering Research, Vol. 28 [2023], Iss. 2, Art. 1

25. Ezz-Eldien, S. S., "On solving systems of multi-pantograph equations via spectral
tau method", Applied Mathematics and Computation, 321 (2018), 63-73.

26. Yiizbasi, S., Yildirim, G., "A Laguerre approach for solving of the systems of
linear differential equations and residual improvement”, Computational Methods
for Differential Equations, 9( 2)(2021), 553-576.

27. Kirkei, O., Sezer, M., "Charlier Series Solutions of Systems of First Order Delay
Differential Equations with Proportional and Constant Arguments”, Scientific
Research Communications, 2(1) ( 2022),1-11.

28. Dejdumrong, N., "A new bivariate basis representation for Bezier-based triangular
patches with quadratic complexity”, Computers & Mathematics with Applications,
61(8) (2011), 2292-2295.

29. Aphirukmatakun, C., Dejdumrong, N., "Monomial forms for curves in CAGD
with their applications”, Sixth International Conference on Computer Graphics,
Imaging and Visualization, IEEE, (2009), 211-216.

30. Dan, Y., Xinmeng, C., "ANOTHER TYPE OF GENERALIZED BALL
CURVES AND SURFACES", Acta Mathematica Scientia, 27B(4)(2007), 897—
907.

31. Saaban, A., Kherd, A., Jameel, A. F., Akhadkulov, H., Alipiah, F. M., "Image
enlargement using biharmonic Said-Ball surface", Journal of Physics: Conference
Series, 890(1) (2017), p. 012086.

32. Assabaai, M. A., Khred, A., "Numerical Solutions of Singular Nonlinear Ordinary
Differential Equations using Said-Ball Polynomials”, Emirates Journal for
Engineering Research, 27(4 )(2022), 1-11.

33. Hu, S. M., Wang, G. Z., Jin, T. G., "Properties of two types of generalized ball
curves", Computer-Aided Design, 28(2)(1996),125- 133.

34. Said, H. B., "A generalized ball curve and its recursive algorithm”, ACM
Transactions on Graphics (TOG), 8(4)( 1989), 360-371.

35. Khred, A., Omar, Z., Saaban A., Adeyeye, O., "Solving first and second order
delay differential equations using new operational matrices of Said-Ball
polynomials”, Journal of Interdisciplinary Mathematics, 24 (4) (2021), 921-930.

36. Balci, M. A., Sezer, M., "Hybrid Euler-Taylor matrix method for solving
generalized linear Fredholm integro-differential difference equations”, Applied
Mathematics and Computation, 273 (2016) 33-41.

37. Guler, C., Kaya, S. O., Sezer, M., "Numerical Solutions of a Class of Non-Linear
Ordinary Differential Equations in Hermite Series”, THERMAL SCIENCE, 23(1)
(2019), S339-S351.

38. Kherd, A., Saaban, A., Man, N., "An improved positivity preserving odd degree-n
Said-Ball boundary curves on rectangular grid using partial differential
equation”, Journal of Mathematics and Statistics, 12(1) (2016), 34-42.

https://scholarworks.uaeu.ac.ae/ejer/vol28/iss2/1

14



	SAID-BALL POLYNOMIALS FOR SOLVING LINEAR SYSTEMS OF ORDINARY DIFFERENTIAL EQUATIONS
	Recommended Citation

	SAID-BALL POLYNOMIALS FOR SOLVING LINEAR  SYSTEMS OF ORDINARY DIFFERENTIAL EQUATIONS

