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Abstract: Sentiment analysis (SA) is a challenging application of natural language 

processing (NLP) in various Indian languages. However, there is limited research on 

sentiment categorization in Assamese texts. This paper investigates sentiment categorization 

on Assamese textual data using a dataset created by translating Bengali resources into 

Assamese using Google Translator. The study employs multiple supervised ML methods, 

including Decision Tree, K-nearest neighbour, Multinomial Naive Bayes, Logistic 

Regression, and Support Vector Machine, combined with n-gram and Term Frequency-

Inverse Document Frequency (TF-IDF) feature extraction methods. The experimental 

results show that Multinomial Naive Bayes and Support Vector Machine have over 80% 

accuracy in analyzing sentiments in Assamese texts, while the Unigram model performs better 

than higher-order n-gram models in both datasets. The proposed model is shown to be an 

effective tool for sentiment classification in domain-independent Assamese text data. 
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1. Introduction 
  

With the enormous growth of information 

technology, the internet has become an 

indispensable component of people's daily lives. It 

has become increasingly common for individuals to 

express their thoughts on a range of matters such as 

products, films, recent news, and services via natural 

language on web discussion forums, blogs, and 

various social media outlets. These platforms 

provide useful information regarding a wide range 

of domains, including commercial, political and 

social applications [1]. It is challenging to manually 

process this large volume of data for analysis. In this 

context, sentiment analysis (SA) has proven to be an 

extremely useful tool. It has emerged as a popular 

research topic in Natural Language Processing 

(NLP). Sentiment analysis, also known as opinion 

mining, explores feelings and thoughts towards 

specific entities [2-9]. It is used for a variety of other 

applications, including user views analysis and 

prediction, marketing strategies and stock market 

prediction [10]. As the Internet and other digital 

platforms have rapidly developed, natural language 

processing and opinion extraction specialists have 

put greater focus on analyzing large databases and 

text archives. Extracting sentiment from this 

plethora of data, which involves labelling a text as a 

positive or a negative appraisal of a target object 

(movie, book, product, service etc.) has become a 

challenging task for researchers [11]. 

 

Many studies on sentiment analysis have 

been carried out in several languages, including 

Chinese [12,13] Spanish [14], French [15] and many 

Indian languages like Bengali [16], Hindi [17], 

Tamil [18] Telugu [19], Malayalam [20,21] etc.  

However, no SA has been carried out in the 

Assamese language, which is a popular language 

spoken in the Northeastern region of the country. 

Resources available for Assamese are also meagre. 

As such, Sentiment Analysis in low-resource 

languages, such as Assamese, is hampered by a lack 

of adequate data sets. To date, no literature has 

attempted to specifically analyze Assamese text data 

for sentiment.  

 

For a domain-specific sentiment classifier 

to predict accurate results, the system must be 

trained with a large amount of labelled data. The 

creation of this large labelled data is costly and time-

consuming [22]. Like any other language, sentiment 

analysis in Assamese has grown in popularity as a 

result of the growing need to interpret sentiments in 

social media, customer reviews and other text 

sources. Traditional machine learning methods have 

been used effectively to do such research. The first 
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step for this research work is to create a corpus of 

labelled data in Assamese. This research work 

presents an empirical study of sentiment analysis on 

the newly created labelled Assamese text data. To 

achieve this a supervised learning model is 

developed to classify text data in terms of positive 

and negative sentiments written in Assamese. This 

study aims to determine the optimal combination of 

TF-IDF and n-grams for different data sets. The 

most efficient technology for sentiment analysis is 

the conventional ML approach because it offers a 

dynamic platform for experimentation and analysis. 

Support vector machine (SVM), Naive Bayes (NB), 

Decision tree (DT), k-nearest neighbours (kNN), 

Random Forest (RF) classifier, etc. are some of the 

traditional ML classifiers that are trained on the 

labelled dataset to predict sentiment polarity. This 

research work mainly focuses on using distinctive 

features and multiple machine learning algorithms 

on two different domain datasets. 

 

2.  Literature review 
 

The sentiment analysis of review data has become a 

popular area of research in recent times. Related 

work on sentiment categorization has been 

presented in this section. Sentiment classification 

has been studied in a variety of contexts, including 

film reviews, product reviews, and customer 

feedback reviews [23,17]. Till now, most of these 

research efforts have focused on training machine 

learning algorithms to classify reviews [11]. In [11], 

the authors experimented with a dataset of movie 

reviews for the classification of sentiments where 

they classified sentiments into two classes positive 

and negative. Three machine learning techniques 

(NB, SVM and DT) have been used to perform SA 

using the n-gram technique. It is observed that in 

comparison to the other two algorithms, NB 

underperforms in classifying sentiments in the texts. 

Authors in [24] have used SVM to classify 

sentiment in a dataset of movie reviews. Here, SA 

using a unigram-based feature model has been 

performed and the results are compared to previous 

works using k-fold cross-validation with k = 3,10. 

Researchers in [25] used SVM to perform SA on 

movie reviews while taking context valence shifters 

into account. It is found that including context 

valence shifters increases the system's accuracy. To 

increase the number of words in the term count 

method, authors have also used General Inquirer and 

Choose to Right Word. They implemented 

unigrams, bigrams, and adjectives as features for the 

machine learning algorithm and achieved an 86.2% 

accuracy using context valence shifters. In [26], 

authors used three machine learning techniques NB, 

SVM and the n-gram model to perform SA on travel 

blog reviews. Using three-fold cross-validation in 

the experiments, it is observed that SVM and n-gram 

models outperform NB. Authors in [27] used blogs, 

forums, and online reviews in English, French, and 

Dutch to perform SA. Machine learning techniques 

such as Maximum Entropy (ME), SVM, and 

Multinomial Naive Bayes using unigrams, bigrams, 

and adjectives as features have been implemented in 

that work. Using unigrams as features, for English, 

French, and Dutch, an accuracy of 83%, 68%, and 

70% respectively have been reported. In [28] the 

authors performed document-level sentiment 

classification on product and movie reviews, using 

Artificial Neural Network (ANN) and SVM 

machine learning algorithms. Here, using a bag-of-

words model, sentiment has been classified into 

positive and negative sentiments. In [29] authors 

used Twitter data sets such as the Obama-McChain 

Debate, SentiStrength Twitter data set, Sanders, and 

SemEval to perform sentiment classification. They 

used four popular machine learning algorithms to 

perform sentiment analysis which are Naïve Bayes 

(NB), Decision Tree, K-Nearest Neighbor (kNN) 

and Support Vector Machine (SVM). For text-to-

feature vector conversion, n-gram, Medical 

Research Council (MRC), Linguistic Inquiry and 

Word Count (LIWC), Apache OpenNLP toolkit and 

Stanford Part-Of-Speech (POS) tagger have been 

used. Tweet SA was performed by [30], where the 

feature set for the implementation of NB and SVM 

is comprised of information gain, diagrams and 

object-oriented extraction techniques. Researchers 

in [31] performed SA on tweets at the global and 

aspect levels in the Spanish language. A graph-

based algorithm to extract the features and polarity 

lexicons to determine the sentiments has been used 

in this paper. Authors in [32] discuss a sentiment 

analysis approach to movie reviews in Hindi. Also, 

in [33] the authors created a Bangla sentiment 

analysis model using a Bengali tweet dataset. They 

classified the sentiment polarity expressed in tweets 

using Multinomial Naive Bayes and SVM 

classifiers, with a feature set including N-gram and 

SentiwordNet features. The developed model 

demonstrated that an SVM classifier trained with 

unigram and SentiwordNet features outperforms 

other classifiers on the Bengali tweet dataset. 

Aspect-based mining identifies a sentence aspect 

and the user's comments on these aspects to generate 

a positive and negative review [34]. The authors 

provide a novel approach to creating TF-IDF vectors 

for Assamese text. Authors in [35] developed a 

sentiment polarity classification model for the low-

resource Assamese language within the news 

domain. Their model incorporates lexical features 

such as adjectives, adverbs, and verbs. The 

developed model demonstrates enhanced 

performance compared to the baseline, as indicated 

by an improved F1-score on the standard dataset. 

Like any other language, SA in Assamese has a high 

demand as a result of the growing need to interpret 

sentiments in social media, customer reviews and 

other text sources. Researcher [36] focuses on 
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conducting SA on Assamese Texts. Their study 

leverages the well-known sentiment analyzer 

"Vader" and adapts it for Assamese by building 

upon the "Bengali-Vader" framework.   

 

3.  Classification Techniques 
 

Different classification techniques used in this 

research work are briefly discussed in the following. 

 

3.1  Decision Tree (DT) 

 

Decision Tree analysis is a supervised learning 

technique used for both classification and 

regression. It works by hierarchically splitting data 

based on conditions set on its attributes, recursively 

dividing it until the leaf nodes have the smallest 

number of records. The class label with the majority 

in the leaf node is then used for classification. 

[17,34]. 

 

3.2  Logistic Regression (LR) 

 

Logistic regression, also known as logit regression, 

is used to estimate the parameters of a logistic 

model, such as the coefficients in the linear 

combination. This type of regression analysis is 

composed of binary logistic regression, wherein the 

independent variables can take the form of either 

continuous or binary values. The dependent 

variable, labelled "0" and "1" respectively, is also a 

binary indicator. As such, the corresponding 

probability of the "1" value will lie between 0 and 1, 

due to the logistic function converting the log-odds 

into a probability [37,38]. 

 

3.3  Multinomial Naïve Bayes (MNB) 

 

Multinomial Naïve Bayes (MNB) is a probabilistic 

classifier based on Bayes' theorem which assumes 

that the terms occur independently. In Bayesian 

classification, a hypothesis is established that given 

data belongs to a sentiment analysis system for a 

specific class and the probability of the hypothesis 

being true is calculated [39]. Collection of N 

sentences  (𝑆)𝑖=1
𝑁   is given in review data, where 

each sentence consists of ‘T’ terms such that Si = {t1, 

t2, ……, tT}, the probability of Si to occur in class Ck 

is given by the following equation 

 

𝑃(𝐶𝑘|𝑆𝑖) = 𝑃(𝐶𝑘) ∏ 𝑃(𝑡𝑗|𝐶𝑘)𝑇
𝑗=1          ………..(1) 

 

Here, 𝑃(𝐶𝑘|𝑆𝑖)  is the conditional probability of the 

term tj to occur in a sentence of class Ck, and 

𝑃(𝑡𝑗|𝐶𝑘) is the prior probability of a sentence 

occurring in a class Ck. P(𝑡𝑗|𝐶𝑘) and 𝑃(𝐶𝑘)  are 

calculated from training data.   

3.4  Support Vector Machine (SVM) 

 

Following the rule of Structural Risk Minimization, 

this strategy operates by finding a dividing surface, 

or hyperplane, that separates two classes of data 

points in the best possible way. This is especially 

pertinent in binary classification problems, where 

the hyperplane must ensure the greatest amount of 

space between the two classes [40]. SVM's decision 

surface for linearly separable space is a hyperplane.  

Since SVM requires input in the form of a vector of 

numbers, text file reviews for classification must be 

converted to numeric values. After converting the 

text file to a numeric vector, it may go through a 

scaling process to help manage the vectors and keep 

them within the range of [1, 0]. 

 

3.5  K Nearest Neighbor (kNN) 

 

Since the kNN classifier is more suitable for large 

datasets and sentiment analysis is a binary 

classification, hence kNN is chosen for the work. In 

this case, the classifier is trained using a manually 

generated training set. Within the training set, there 

is an X:Y relationship provided in which the score 

of an opinion word is represented by ‘X’ and the 

score of whether the word is positive or negative is 

represented by  ‘Y’ [41-42]. The kNN classifier is 

fed a score of the opinion word related to a feature 

in the review. 

 

3.6  N-gram model 

 

The N-gram model is a method for checking 'n' 

continuous words or sounds from a given text or 

speech sequence. This model aids in the prediction 

of the next item in a sequence. The n-gram model 

aids in sentiment analysis by analyzing the 

sentiment of a text or document. Unigram is an n-

gram of size 1, Bigram is an n-gram of size 2, and 

Trigram is an n-gram of size 3. Four-gram, five-

gram, and so on are examples of higher n-grams 

[43]. 

 

A typical example of a sentence may be considered 

as “The movie is not a good one”.  

•  Its unigram: “‘The’, ‘movie’, ‘is’, ‘not’, ‘a’, 

‘good’, ‘one”’ where a single word is 

considered. 

 •  Its bigram: “‘The movie’, ‘movie is’, ‘is not’, 

‘not a’, ‘a good’, ‘good one’” where a pair of 

words are considered.  

•  Its trigram: “‘The movie is’, ‘movie is not’, ‘is 

not a’, ‘not a good’, 'a good one"' where a set of 

words having a count equal to three is considered 
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4.  Methodology 

 

This section describes the sentiment classification 

system methodology that has been used in this 

research work. The dataset comprises restaurant and 

movie reviews in text format. However, numerical 

matrices are required as input for sentiment 

classification using machine learning algorithms. 

Hence, different methods are used to convert text 

data in reviews into numerical matrices. To do this 

initially, Unigram, Bigram and Trigram features 

have been extracted from the cleaned texts, and then 

TF-IDF vectorizer is used to convert a text 

document into a numerical vector, which is then fed 

into a supervised machine learning algorithm. The 

input dataset needs to be labelled when thinking 

about supervised machine learning algorithms for 

classification. In this work, different supervised 

machine learning techniques such as Decision Tree 

(DT), Logistic Regression (LR), Multinomial Naïve 

Bayes (MNB), Support Vector Machine (SVM), and 

K Nearest Neighbor (kNN) have been used. A 

variety of statistical measures such as Confusion 

matrix, precision, recall, and f1 score are evaluated 

[44]. The confusion matrix's parameters used to 

evaluate the performance of the proposed model are 

briefly discussed in Table 1. 

 

Table 1: Confusion Matrix Parameters and their 

meanings 

TP It represents the positive reviews, and the 

classifier also classifies them as positive  

FP It represents positive reviews, but the 

classifier classifies them as negative 

TN It represents the negative reviews, and the 

classifier also classifies them as negative 

FN It represents negative reviews, but the 

classifier classifies them as positive 

 

As shown in Table 1, a comparison of 

labels of classes is done using four terms which are, 

true positive (TP), false positive (FP), true negative 

(TN), and false negative (FN). Based on the values 

of parameters retrieved from the confusion matrix, 

other performance measures such as Accuracy, F-

measure, precision, and recall are calculated as 

given in Table 2. 

 

 

Table 2: Machine Learning performance parameters 
Performance measure Description Formula 

Accuracy Accuracy measures the fraction of correctly classified samples. 
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝐹𝑃 + 𝑇𝑁 + 𝐹𝑁
 

Precision 
It is described as the proportion of correct predicted positive 

cases. 

𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 

Recall 
It represents the proportion of correctly identified positive 

cases. 

𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

F1 score 
It is given by harmonic mean and computes the average of 

precision and recall. 

2 × 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑟𝑒𝑐𝑎𝑙𝑙

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑟𝑒𝑐𝑎𝑙𝑙
 

 

 

 
 

Figure 1: Proposed sentiment analysis model 
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Figure 1 above shows the operation of a proposed 

SA system for the Assamese language. It is divided 

into the following Sections: ‘Data collection’, ‘Data 

preparation and Data Cleaning’, ‘Feature 

Extraction’, ‘Classification’ and finally ‘Model 

Testing’. 

 

Step 1: Data Collection 

The unavailability of the Assamese standard dataset 

makes research work in this language more 

challenging. However, it has been observed that 

recently researchers are compiling their dataset for 

their respective objectives. As there are no standard 

datasets available in Assamese reviews, it is difficult 

to develop a corpus that contains Assamese texts. In 

this work initially, a labelled dataset of Bengali 

restaurant reviews of around 1400 reviews is 

gathered from various social media groups where 

customers provide food and restaurant reviews [43]. 

Also, a labelled data set of around 2,000 movie 

reviews [44] have been collected for this research 

work which have been then translated through 

Google translator. 

 

Step 2: Data Preparation & Data Cleaning 

Data are pre-processed for further processing during 

this phase. In the pre-processing step, tokenization, 

stopword removal, removal of punctuations etc. 

have been done. Pre-processed data is then cleaned 

by removing unnecessary symbols, tokens and 

numbers from the texts.  

 

A training set R = {r1, r2, r3, ..., rn} is made 

up of ‘n’ training reviews. Each review contains 

either positive or negative sentiment, denoted by the 

letters Cp and Cn respectively. A word vector W[ ] = 

{w1, w2, w3, ....., wl} represents a review ' ri ' with 'l' 

words. To remove inconsistencies from the dataset, 

all reviews are preprocessed. To remove the words 

'wi', which have no contribution in determining 

whether a review 'ri' conveys positive (Cp) or 

negative (Cn) sentiment, a stopwords list S[ ] = {s1, 

s2, s3, ..., st} with 't' stopwords has been developed. 

Removal of stopwords from a review is done by 

removing stopwords s1, s2, s3, ..., st which are in the 

stopwords set S. Conjunctions, prepositions, 

interjections, pronouns, suffixes, and prefixes are all 

examples of stopwords. Some sample stopwords in 

the Assamese language are given in Table 3. 

 

 

 

 

 

 

Table 3: Sample stop words 

Stopwords Type examples 

s1 Pronoun আপুনি 

s2 Preposition ওপৰত 

s3 Interjection বাহ ্ 

s4 Conjunctions আৰু 

 

 

A sample of cleaned data is shown below: 

 

Movie Dataset: 

 

Original:   নাটকখন ভাল লাগিল, দৰ্ শকক এননকুৱা 

সুন্দৰ নাটক গদযাৰ বানব ধনযবাদ। 

 

Cleaned:   নাটকখন    ভাল     লাগিল     দৰ্ শকক   

সুন্দৰ    নাটক     ধনযবাদ 

 

Here, stop words and punctuations like ‘এননকুৱা’,  

‘গদযাৰ’,   ‘বানব’   and,  respectively which are 

removed from the original review. 

 

Restaurant Dataset: 

 

Original: নিলট া  ঠাণ্ডা  আনিল,  ৰুট খি   শুকাি   

আৰু   কটঠি  আনিল,   ষ্টকট া   পুৰনি    আনিল।  

অনত   নিম্নমািৰ  খাদ্য   হতাশ। 

 

Cleaned: নিলট া    ঠাণ্ডা   ৰুট খি    শুকাি    কটঠি   

ষ্টকট া    পুৰনি    নিম্নমািৰ    খাদ্য   হতাশ 

 

Here, stop words like ‘আনিল’, ‘আৰু’, ‘আনিল’,  

‘অনত’, respectively are removed from the original 

review. The final dataset prepared thus consists of 

two columns namely ‘Reviews’ and ‘Sentiment’, 

where reviews are listed under the 

‘Reviews’ column and on the other hand sentiments 

are listed under the ‘Sentiment’ column labelled as 

positive and negative. The sample dataset template 

is shown in Table 4 and Dataset statistics are 

summarized in Table 5. 

 

Table 4: Dataset Template 

Index Reviews Sentiment 

1 Review 1 Positive 

2 Review 2 Positive 

..
 

..
. 

…
 

N Review N Negative 
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Table 5: Dataset Summary 

Sl. 

No. 
Reviews 

Total 

Reviews 

No. Reviews No of words Unique words No. Documents 

Positive Negative Positive Negative Positive Negative Positive Negative 

1 
Movie 

dataset 
1990 977 1013 6432 6416 1470 2007 974 995 

2 
Restaurant 

dataset 
1401 637 764 5669 14262 1449 3984 561 745 

 

 

Step 3: Feature selection method 

TF-IDF is a commonly utilized feature extraction 

technique in various Natural Language Processing 

(NLP) tasks, including text processing, information 

retrieval, and opinion mining. By calculating the 

probability of a word appearing in a document, it is 

possible to assess the relevance of a given word to 

that particular document. In essence, the higher the 

TF-IDF value of a word, the greater its importance 

in the text [35]. In this work, a vocabulary of 

Assamese words is created by tokenizing reviews of 

the corpus. “TF IDF”: the term frequency-inverse 

document frequency statistics along with n-gram are 

used as features of the proposed model. Here, used 

“TF IDF” statistic is written as 

 

𝑡𝑓 𝑖𝑑𝑓 (𝑤, 𝑟) = 𝑡𝑓(𝑤, 𝑟) log 𝑁|{𝑟€𝑅 ∶  𝑤€𝑟}|. . (3) 

 

Here, 𝑡𝑓 𝑖𝑑𝑓 (𝑤, 𝑟) = value of word w in review r. 

           𝑡𝑓(𝑤, 𝑟) = frequency of word w in review r.  

           N = total number of reviews.  

     |𝑟€𝑅 ∶ 𝑤€𝑟}| = number of reviews containing w. 

 

Step 4: Machine Learning Methods 

Different machine learning techniques, MNB, SVM, 

and DT, LR, k-NN have been used in this research 

experiment to classify the sentiments of reviews 

written in Assamese. Movie reviews and Restaurant 

reviews are two different types of data used for the 

same. Since the objective of the proposed model is 

to categorize the reviews, classification is the most 

important part of the system. The extracted features 

from the reviews are used to train the proposed 

model, which can categorize reviews as positive or 

negative sentiments.  

 

5.  Experimental Design 
 

In this work, the movie reviews and restaurant 

reviews are analyzed using various machine 

learning classifiers such as MNB, SVM, LR, DT, 

and kNN. The following section presents a 

comparison of the performance of these classifiers 

in terms of different performance evaluation 

attributes. Analysis results on various evaluation 

aspects for two different datasets are depicted in Fig. 

2 and Fig. 3. 

 

Classifier Report for N-gram based TFIDF 

Feature extracted model:  

The following graphs depict the performance of 

different classifiers on (i) restaurant review and (ii) 

movie review datasets using unigram-based TFIDF 

features respectively. 

 

 

 

Restaurant Review dataset: 

 

 

 Classifier  Accuracy Precision Recall F1 Score 

LR 87.02 89.42 80.17 84.55 

DT 81.3 77.24 81.9 79.5 

KNN 84.73 77.54 91.24 83.83 

MNB 88.93 84.25 92.24 88.07 

Linear 

SVM 

82.82 89.89 68.97 78.05 

 

   
 

 

Figure 2: Unigram-based TF-IDF features performance for restaurant dataset 
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Movie Review Dataset: 

 

 

 Classifier Accuracy Precision Recall F1 Score 

LR 93.15 96 89.36 92.56 

DT 89.09 88.36 88.83 88.59 

MNB 94.42 93.68 94.68 94.18 

KNN 86.29 81.31 92.55 86.57 

Linear 

SVM 

91.62 96.41 85.64 90.7 

 

   
 

 

Figure 3: Unigram-based TF-IDF features performance for movie dataset 

 

 

As illustrated in the results shown in 

Figures 2 and 3 above, the following observations 

are obtained: 

 

Multinomial Naïve Bayes classifier 

performs with the highest accuracy with an average 

of more than 85% (i.e. 88% for restaurant data and 

94% for movie data) whereas, Support Vector 

Machine (SVM)  also performs well with an 

accuracy of more than 80% (i.e 83% for restaurant 

data and around 92% for movie data).In terms of the 

evaluation parameter "Precision", Support Vector 

Machine (SVM) performs with the highest value of 

89 % for restaurant data and 96 % for movie data 

compared to all other classifiers. The unigram-based 

TFIDF feature extraction technique has achieved 

maximum accuracy for both classifiers. For both the 

datasets used in this work, the model has shown 

similarity in performance in terms of machine 

learning classifier and feature extraction techniques. 

 

The experimental design indicates that both 

Multinomial Naïve Bayes (MNB) and Support 

Vector Machine (SVM) classifiers using Unigram-

based TFIDF feature extraction method can perform 

with more than 80% accuracy level for Assamese 

text data irrespective of domains. 

 

6.  Results and Analysis 
 

The proposed model has also been tested with all the 

mentioned machine learning classifiers. It is 

observed that out of the classifiers, MNB and SVM 

classifiers give the better performance. Classifier 

reports of MNB and SVM are illustrated in Table 6 

for both datasets. It shows that as the dataset size 

increases the accuracy increases, showing the 

efficacy of both the classifiers. Also, a higher value 

of F1 score indicates better classification, the values 

obtained show that MNB and SVM have performed 

better as compared to the rest of the classifiers for 

both datasets. Confusion matrices of MNB and 

SVM classifiers have been observed for the 

validation of correct predictions of the sentiments 

for both datasets as shown in figures 4 to 7 below. 

Figure 8 shows the performance of the MNB and 

SVM classifiers for different N-gram features, 

where N = 1,2,3. 

 

 

 

Table 6: Multinomial Naïve Bayes (MNB) and Support Vector Machine (SVM) Classifier report 

CLASSIFIER DATASET ACCURACY PRECISION RECALL F1-SCORE 

MNB 

Classifier 

RESTAURANT (1400 reviews) 0.89 0.90 0.89 0.90 

MOVIE (2000 reviews) 0.93 0.97 0.88 0.92 

SVM 

Classifier 

RESTAURANT (1400 reviews) 0.82 0.89 0.69 0.78 

MOVIE (2000 reviews) 0.91 0.96 0.86 0.90 
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Figure 4: Confusion matrix evaluation of MNB classifier for Restaurant data 

 

 

            
Figure 5: Confusion matrix evaluation of MNB classifier for Movie data 

 

 

             
Figure 6: Confusion matrix evaluation of SVM classifier Restaurant data 

 

 

            
                                                 Figure 7: Confusion matrix evaluation of SVM classifier Movie data 
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Figure 8: Comparative analysis of N-gram feature-based methods for MNB and SVM Classifier 

 

 

The effectiveness of the system has been 

examined using K-fold cross-validation with K = 4, 

6, 10. The performance of these algorithms is 

compared in Table 7 and Table 8 for various K 

values. According to the findings in the cross-

validation report for the K values, MNB and SVM 

perform better than the rest of the classifiers for both 

datasets. Both the classifiers show an accuracy of 

more than 85% for both the datasets considered for 

this experiment in the validation accuracy test. 

Finally, all the classifiers used in this research work 

for the experimental design have been tested on a 

few sample reviews chosen randomly. To verify the 

scope and limitations of the developed model 

commonly annotated reviews on restaurant and 

movie reviews have been used with all possible 

common comments generally posted in online 

platforms. These review texts from both datasets 

have predicted accurately in terms of sentiment 

categorization by the proposed model. Additionally, 

to verify the efficiency of the model performance the 

same sample texts have been tested with the existing 

standard Natural Language Tool Kit (NLTK) 

sentiment analyzer. A brief overview of this 

comparative analysis is shown in Table 9. The 

comparison results among our proposed model, 

NLTK and human interpretation of sentiments in 

Assamese text data have been illustrated in Figure 9. 

This shows the effectiveness of the proposed model 

in sentiment analysis of Assamese text data obtained 

from different domains. 

 

 

 

Table 7: Cross-Validation Report for Restaurant Data 

K-VALUE CLASSIFIER ACCURACY PRECISION RECALL F1-SCORE 

4 
MNB 0.86 0.85 0.88 0.87 

SVM 0.82 0.89 0.71 0.79 

6 
MNB 0.87 0.87 0.87 0.87 

SVM 0.84 0.91 0.76 0.82 

10 
MNB 0.88 0.87 0.89 0.87 

SVM 0.85 0.91 0.77 0.83 

 

 

Table 8: Cross-Validation Report for Movie Data 

K-VALUE CLASSIFIER ACCURACY PRECISION RECALL F1-SCORE 

4 
MNB 0.89 0.83 0.99 0.89 

SVM 0.90 0.90 0.95 0.90 

6 
MNB 0.91 0.85 0.99 0.91 

SVM 0.91 0.91 0.95 0.91 

10 
MNB 0.89 0.83 0.99 0.90 

SVM 0.90 0.90 0.92 0.91 
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Table 9: Comparative analysis of sample texts with NLTK and Human Score 

Sl. 

No. 
SAMPLE TEXTS CLASSIFIER 

SENTIMENT CLASS 

OUR 

MODEL 
NLTK 

HUMAN 

OUTPUT 

1 

 

Assamese: খাদ্য ববযা, পনৰটেশ ভাল 

English: Food is bad, atmosphere is good 

MNB  

POSITIVE 

 

POSITIVE POSITIVE 

LINEAR SVM 

2 

যগদ আপুগন এটা সাধাৰণ সসাৱাদ ভাল পায ,এযা 

এটা গবকল্প হ'ব পানৰ 

English: If u like a simple   taste, it may be an 

option 

MNB 

NEGATIVE NEGATIVE NEGATIVE 

LINEAR SVM 

3 

ভাল সসৱা পাইগিনলা োঁ, 

খাদয সুন্দৰকক পগৰনবৰ্ন কৰা হহগিল 

English: Got good service, food was nicely served 

 

MNB 

POSITIVE POSITIVE POSITIVE 

LINEAR SVM 

4 

গিননমাৰ গিত্ৰনাটয আগিল অগি উত্তম,এইনটা এখ

ন সুন্দৰকক গিত্ৰত্ৰি কৰা গিননমা  হহনি 

English: The script of the movie was excellent; it 

is a beautifully portrayed movie 

MNB 

POSITIVE POSITIVE POSITIVE 

LINEAR SVM 

5 

গিননমাখন বৰ সাধাৰণ আগিল,গিননমাৰ অগভনন

িা সবযা আগিল 

English: movie was very average; movie cast was 

bad. 

MNB 

NEGATIVE NEGATIVE NEGATIVE 

LINEAR SVM 

  

 

 

 
Figure 9: Comparison of sentiment labels for sample texts 

 

 

This study uses multiple machine learning 

classifiers to test a proposed model for sentiment 

analysis in restaurant and movie reviews. 

Multinomial Naive Bayes (MNB) and Support 

Vector Machine (SVM) classifiers consistently 

outperform other classifiers, with accuracy rates of 

over 85% across different dataset sizes. The model's 

efficiency is demonstrated by precise sentiment 

analysis of test texts from Assamese-language 

restaurant and movie reviews, comparing it with the 

Natural Language Toolkit sentiment analyser and 

human interpretation. The model's efficacy is further 

verified through cross-validation and comparison 

with other sentiment analysis techniques.  
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7.  Conclusion 
 

This study focused on experiments that were 

designed to predict the proper sentiment in two 

distinct categories positive and negative with 

randomly created review data from two different 

domains (movie and restaurant). It is the first of its 

kind to analyze Assamese text data. The developed 

model demonstrated impressive results on randomly 

chosen reviews from both domains. It is plausible 

that the accuracy and precision of the classification 

can be augmented with advanced feature extraction 

methods and even more with the amalgamation of 

machine learning techniques. For the future, this 

research intends to investigate deep learning models 

and incorporate larger datasets from various 

domains such as social media, product reviews, and 

news. 
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