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ABSTRACT- Diabetes is a significant public health problem affecting millions worldwide. 
This study will perform a comparative analysis of three ensemble learning algorithms 
(Random Forest, AdaBoost, and XGBoost) in classifying diabetes diagnoses. Based on the 
research that has been carried out, it is concluded that the model with the highest accuracy is 
Random Forest with a value of 0.86, XGBoost with a value of 0.85, and AdaBoost with a 
value of 0.82. It can also be concluded that the three models perform well and can be used to 
classify diabetes. Based on the visualization of the results of Feature Importance that has been 
made, it can be concluded that the Random Forest and XGBoost algorithms have in common 
the 3 most essential features, namely Glucose, BMI, and Age. As for AdaBoost, the 3 most 
critical features are DPF, BMI, and Glucose.  
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1. INTRODUCTION 

Diabetes is a public health problem affecting millions worldwide [1],[2]. Diabetes is a 
chronic metabolic disorder characterized by high blood glucose levels (hyperglycemia) due to 
issues with insulin production or insulin resistance. Early identification and diagnosis of 
diabetes are crucial to preventing serious complications and providing sufferers proper care. 
In recent years, the development of information technology has brought changes in medicine 
and health. The use of machine learning algorithms, particularly machine learning algorithms, 
has shown great potential in assisting the diagnosis and monitoring of diseases, including 
diabetes. 

Previous research has proposed a different machine-learning approach to detect diabetes. 
Study [3] implements the Support Vector Machine method and achieves an accuracy of 
80.73%. Research [4] uses Decision Tree C4.5 and achieves an accuracy of 70.32%, while 
study [5] uses the K-Nearest Neighbor method and achieves an accuracy of 65%. Although 
previous research has shown promising results, there is still potential to improve the accuracy 
and effectiveness of diabetes diagnosis using ensemble learning algorithms. Ensemble 
learning algorithms, such as Random Forest, AdaBoost, and XGBoost, have effectively 
solved complex classification problems by combining several learning models. 

Therefore, to solve the existing problems, this study will conduct a comparative analysis of 
three ensemble learning algorithms (Random Forest, AdaBoost, and XGBoost) to classify 
diabetes diagnoses. This study will evaluate the performance of the three algorithms based on 
the accuracy, precision, and ROC-AUC curve. By comparing the results of previous research 
with the proposed ensemble learning method, it is hoped that this research can contribute to 
increasing the accuracy of diagnosing diabetes.  
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2. METHODOLOGY 
This research was conducted at the System Analyst Laboratory at Universitas Prima 

Indonesia to develop a classification algorithm model that could determine the feasibility of 
promoting contract employees to permanent employees. The tools in this study include the 
Google Colaboratory and various libraries used to process data and create machine learning 
models. The research phase begins with data collection (Data Acquisition) from the relevant 
dataset repository. The data is then processed (Data Preprocessing) to translate column names, 
resolve missing data, and create a balanced dataset. The following critical stage is model 
building (Model Building) using ensemble learning algorithms such as Random Forest, 
AdaBoost, and XGBoost. After the model is built, a model evaluation (Model Evaluation) is 
carried out. Model performance is measured based on metrics such as accuracy, precision, 
confusion matrix, and area under the curve (AUC) of the ROC curve. This evaluation 
provides an overview of how well the model can accurately classify diabetes diagnoses. 
 

 
 

Figure 1. Research’s Methodology 
 

2.1. Data Acquisition 
The data collection process in this study refers to the steps for collecting data. This process 

involves identifying, collecting, and processing data from various relevant sources [6], [7]. In 
this study, the Data Retrieval Process was carried out by retrieving data from "Pima Diabetes 
India," which belongs to UCI Machine Learning, from the Kaggle international dataset 
repository [8]. The dataset used in this study consists of 9 columns and 768 rows of data, 
which includes information about the diagnosis of diabetes. More detailed information about 
this dataset can be seen in Figure 2.2. During the Data Collection process, these data will be 
accessed and identified to ensure their quality and accuracy before being used in the next 
phase of this research. 
 

 
Figure 2. Dataset Detail 
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2.2. Data Preprocessing 
2.2.1. Data Manipulation 
Data manipulation in data science refers to a series of processes of transforming and 

organizing data to obtain more valuable or relevant information. This process involves 
applying various techniques and operations to the dataset to manipulate, change, or manage 
data according to the needs of the analysis [9], [10]. More meaningful and valuable 
information can be generated from existing datasets by manipulating data properly. 
 

2.2.2. NaN Values Removal 
NaN Values Removal aims to identify and resolve empty or NaN values in the dataset. 

Proper handling is essential because it can affect modeling and decisions made based on data 
[11], [12]. The technique used in this study is to use the imputation technique. 
 

2.2.3. Balancing Datasets 
Dataset balancing refers to the amount of data on each class or target label in a dataset. 

Unbalanced datasets can cause bias in the model to be made. To overcome this problem, the 
oversampling technique was used (adding minority class data) in this study [13], [14]. 
 
2.3. Building Models 

2.3.1. Random Forest Classifier 
The Random Forest Classifier is a machine-learning algorithm model for classification 

problems. This algorithm is a form of several independent decision trees. Each decision tree is 
built randomly using a random training data sample [15], [16]. The Random Forest Classifier 
algorithm is used with the default configuration in this study to classify data on the problem 
under investigation. 
 

2.3.2. AdaBoost Classifier 
Adaboost (Adaptive Boosting) is a machine learning algorithm model that combines 

several weak decision trees into a robust model. Each decision model is built sequentially 
with more emphasis on misclassified data. In this way, Adaboost can gradually improve 
prediction accuracy and overcome complex classification problems [17],[18]. The Random 
Forest Classifier algorithm is used with the default configuration in this study to classify data 
on the issue under investigation. 
 

2.3.3. XGBoost Classifier 
XGBoost (Extreme Gradient Boosting) Classifier is an efficient machine learning 

algorithm model for classification tasks. This is an extension of the gradient-boosting method 
with multiple decision trees. XGBoost uses an ensemble learning approach, building 
sequential decision trees to correct previous prediction errors. This algorithm has advantages 
in handling extensive data, computational efficiency, and resistance to overfitting [19], [20]. 
The Random Forest Classifier algorithm is used with the default configuration in this study to 
classify data on the problem under investigation. 
 
2.4. Model Evaluation 

Model evaluation metrics are critical in measuring model performance and accuracy. 
Accuracy describes how well the model does the classification (Formula 1). Precision shows 
how accurately the model identifies positive data (Formula 2), while recall measures how well 
the model recognizes all positive data (Formula 3). The confusion matrix helps analyze model 
performance in more detail with true positive (TP), true negative (TN), false positive (FP), 
and false negative (FN) values. The ROC-AUC curve is used to evaluate the ability of the 
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model to differentiate between the two classes. The closer to the value 1, the better the model 
performance [21]. 
 

 ……………(1) 

……………….…..(2) 

…………………….(3) 
 
 
3. RESULT AND DISCUSSION 
3.1. Data Preprocessing 

3.1.1. Data Manipulation 
Data Manipulation was carried out to translate into several column names with English text 

to make it easier for researchers to understand the attributes (parameters) contained in the 
dataset. The "PD.rename" function from the pandas library is used to perform data 
manipulation, including the column names before and after changing as function parameters, 
as shown in Figure 3. 
 

 
Figure 3. Data Manipulation Steps 

 
3.1.2. NaN Values Removal 
The NaN Values Removal stage begins with detecting whether there are data anomalies in 

the dataset used. Checking for anomaly data is done by using the "describe" function from 
pandas to see a statistical description of the dataset, where the results of this function can be 
seen in Table 1. 

 
Tabel 1. Dataset Descriptive Statistic 

 Glukosa Tekanan Darah Ketebalan Kulit Insulin BMI 

Count 768 768 768. 768 768. 

Mean 120.8945 69.1054 20.5364 79.7994 31.9925 

Std 31.9726 19.3558 15.9522 115.2440 7.8841 

Min 0.0000 0.0000 0.0000 0.0000 0.0000 

25% 99.0000 62.0000 0.0000 0.0000 27.3000 

50% 117.0000 72.0000 23.0000 30.5000 32.0000 
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75% 140.2500 82.0000 32.0000 127.2500 36.6000 

Max 199.000 122.000 99.000 846.000 67.1000 

 
It can be seen in the table above that there are data anomalies in the minimum values for 

the Glucose to BMI column (the glucose to BMI values cannot touch 0). Therefore, data with 
a value of 0 must be converted into NaN using the "replace" function from pandas, as shown 
in Figure 4. 
 

 
Figure 4. Replacing 0 With NaN 

 
After all 0 data has become NaN, the last step is to input the data using the Mean (Glucose 

and Blood Pressure Columns) and Median (Skin Thickness, Insulin, and BMI Columns) with 
the pandas “fill” function, as shown in Figure 5. 
 

 
Figure 5. Fill NaN Values 

 
3.1.3. Dataset Balancing 
Dataset Balancing is carried out in two stages: checking the data distribution in each 

class (Class 0 and 1) and then balancing the dataset. The first stage uses "value_counts," 
shown in Figure 6. 
 

 
Figure 6. Class Distribution Target Variable 
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It can be concluded from Figure 3.4 that there is more data on people without diabetes 
(class 0) than data on people with diabetes (class 1). Therefore, the dataset must be balanced 
to prevent bias in the modeling. Balancing the dataset is carried out using the "sample" 
function in class 1, and the results of the sampling model will be combined (concatenated) 
with class 0 so that the distribution of the dataset will be 500 data for class 0 and 500 data for 
class 1. Details of the stages can be seen in Figure 7. 
 

 
Figure 7. Dataset Balancing 

 
3.2. Model Building 

3.2.1. Data Partitioning 
Before creating a classification algorithm model, the first step must be to divide the dataset 

into two to determine the independent variable (X) and the dependent/target variable (Y). 
Details of the distribution of X and Y variables can be seen in Figure 8. 

 

 
 

Figure 8. Distribution of Dataset X dan Y 
 

After knowing the columns (variables) that become X and Y, the next step is to create a 
Training and Testing dataset for each variable. To make it, we use the "train_test_split" 
function from the sci-kit learn library with the configuration "test_size = 0.2" or 20% of the 
total dataset will be test data while 80% will be training data, "random_state = 12345" and 
"Shuffle = True" to allow function randomizes the dataset. After executing this function, the 
dataset will have X_train and X_test and Y_train and Y_test for modeling. Details can be seen 
in Figure 9. 
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Figure 9. Data Splitting 

 
3.2.2. Random Forest Classifier 
This study created a classification model using the Random Forest (RFC) algorithm using 

the default configuration without any modifications. The RFC model-building process begins 
by importing the model library from the "sklearn. ensemble" module. Next, the RFC model is 
initialized, and the fitting or model training process is carried out using the available training 
data. After the training process is complete, the model is tested or tested using the prepared 
testing dataset. Details and detailed steps for creating the RFC model can be found in Figure 
10. 
 

 
Figure 10. Model Building Random Forest 

 
3.2.3. AdaBoost Classifier 
This study created a classification model using the AdaBoost (Ada) algorithm using the 

default configuration without any modifications. The AdaBoost model-building process 
begins by importing the model library from the "sklearn.ensemble" module. Next, the 
AdaBoost model is initialized, and the fitting or model training process is carried out using 
the available training data. After the training process is complete, the model is tested or tested 
using the prepared testing dataset. Details and detailed steps of modeling AdaBoost can be 
found in Figure 11. 
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Figure 11. Model Building AdaBoost 

 
3.2.4. XGBoost Classifier 
This study created a classification model using the XGBoost (XGBC) algorithm using the 

default configuration without any modifications. The XGBC model-building process begins 
by importing the model library from the "sklearn.ensemble" module. Next, the XGBC model 
is initialized, and the fitting or model training process is carried out using the available 
training data. After the training process is complete, the model is tested or tested using the 
prepared testing dataset. Details and detailed steps for creating the XGBC model can be found 
in Figure 12. 

 

 
Figure 12. Model Building XGBoost 
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3.3. Model Evaluation 
3.3.1. Classification Report 
The first step of the Model Evaluation is the Classification Report, where the model's 

performance will be analyzed in detail to determine the accuracy, recall, and precision values 
of the model for the two classes in the target variable. This study will create a Classification 
Report to evaluate the Random Forest Classifier, AdaBoost Classifier, and XGBoost 
Classifier. Complete information about the results of the Classification Report can be found in 
Table 2. 
 

Tabel 2. Classification Report 
Algoritma Metrik Nilai 

RFC 

Akurasi 0.86 

Presisi Kelas 0 0.80 
Kelas 1 0.94 

Recall Kelas 0 0.93 
Kelas 1 0.81 

ADA 

Akurasi 0.82 

Presisi Kelas 0 0.81 
Kelas 1 0.85 

Recall Kelas 0 0.85 
Kelas 1 0.80 

XGBOOST 

Akurasi 0.85 

Presisi Kelas 0 0.77 
Kelas 1 0.95 

Recall Kelas 0 0.94 
Kelas 1 0.79 

 
Based on the table above, the model with the highest accuracy is Random Forest with a 

value of 0.86, XGBoost with a value of 0.85, and AdaBoost with a value of 0.82. It can also 
be concluded that the three models perform well and can be used to classify diabetes. 
 

3.3.2. Confusion Matrix 
The next step is to check the Confusion Matrix visualization, where this stage is only 

relevant for classification models and aims to find out the amount of data that is classified 
correctly (True Positive/TP and True Negative/TN) and the amount of data that is incorrectly 
classified by the model (False Positive/FP and False Negative/FN). The results of the 
Confusion Matrix for Random Forest, AdaBoost, and XGBoost can be seen in Figure 13. 
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(a) 

 

 
(b) 

 
(c) 

Figure 13.Confusion Matrix a) Random Forest, b) AdaBoost and c) XGBoost 
 

Based on the Confusion Matrix above, it can be concluded that the model that has a 
precision value is the Random Forest. AdaBoost can predict both classes equally, in contrast 
to XGBoost, which only optimally indicates class 1. 
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3.3.3. ROC-AUC Curve 
The ROC curve's AUC (Area Under the Curve) value reflects the model's ability to 

distinguish between positive and negative classes. If the AUC value is close to 1, the model 
has an excellent ability to distinguish categories. In contrast, if it is close to 0.5, the model has 
poor skills and tends to be random in differentiating classes. The results of the ROC-AUC 
curve in this study indicate that all models have a value close to 1. Detailed results can be 
seen in Figure 14. 
 

 

 

 
Figure 14. Hasil ROC-AUC Curve Tiap Model 

 
3.3.4. Feature Importance 
Feature Importance aims to identify variables that have the most significant influence on 

modeling. This step involves using the "feature_names" function in the three models 
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developed in this study, namely the Random Forest Classifier, AdaBoost Classifier, and 
XGBoost Classifier. The results of this process can be found in Figure 15. 

 

 

 

 
Figure 15. Feature Importance Model 

 
Based on the visualization of the Feature Importance results that have been made above, it 

can be seen that the Random Forest and XGBoost algorithms have similarities to the 3 most 
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important features, namely Glucose, BMI, and Age. As for AdaBoost, the 3 most essential 
features are DPF, BMI, and Glucose. 
 
4. CONCLUSION 

Diabetes is a significant public health problem and affects millions of people worldwide. 
This study will perform a comparative analysis of three ensemble learning algorithms 
(Random Forest, AdaBoost, and XGBoost) in classifying diabetes diagnoses. Based on the 
research that has been carried out, it is concluded that the model with the highest accuracy is 
Random Forest with a value of 0.86, XGBoost with a value of 0.85, and AdaBoost with a 
value of 0.82. It can also be concluded that the three models perform well and can be used to 
classify diabetes. Based on the visualization of the results of Feature Importance that has been 
made, it can be concluded that the Random Forest and XGBoost algorithms have in common 
the 3 most essential features, namely Glucose, BMI, and Age. As for AdaBoost, the 3 most 
critical features are DPF, BMI and Glucose. 
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