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TRACKING OF MOVING RADIOACTIVE 
SOURCES 

GOVERNMENT INTEREST 

[0001] The United States Government has rights in this 
invention pursuant to Contract No. W-31-109-ENG-38 
between the United States Government and Argonne National 
Laboratory. 

BACKGROUND OF THE INVENTION 

[0002] This invention relates to a portable monitor for 
tracking a source of radiation. More specifically this inven­
tion relates to a portable highly-sensitive radioactive source 
tracking system. 
[0003] Current devices for radioactive source detection 
exist but their capabilities do not include a precise identifica­
tion of the position of the source nor its movement. Data 
collection is independent, not correlated, and not stored. 
There are currently no systems which integrate signals from 
multiple sensors or which provide directional information or 
discrete source location information. In addition, prior sys­
tems allow a target to know that they are being tracked. 
[0004] These prior art devices tend to be limited with 
respect to the range of geometrical configurations in which 
they can be deployed. Generally, they must be deployed in a 
single fixed geometrical arrangement of detectors and thus 
are limited to applications where the flow of traffic can be 
directed to meet the spatial requirements imposed by the 
detection device. This generally involves defining a surveil­
lance pathway and having to alter the free flow of traffic so it 
is directed into the pathway. However, there is a need for a 
device capable of monitoring applications where the venue is 
defined by pre-existing boundaries such as walls or other 
barriers. 
[0005] In particular, there are three deployment scenarios 
for which state-of-the-art methods are insufficient and can be 
significantly improved. The first scenario involves source 
interception along primary transportation corridors leading 
into major metropolitan centers. Choke points (such as rest 
stops, toll collection plazas, truck stops, weigh stations, and 
bridges) are logical hosting points where one could take 
advantage of existing infrastructure and visual clutter and 
where reduced traffic speed improves counting statistics. 
Since, presumably, these sites would not be among the 
intended site of ultimate dispersal and since the purveyor 
would be unaware that he has been detected, the element of 
surprise would exist. The second scenario involves source 
interception at border crossings and at maritime ports of entry 
in the plaza where traffic first congregates before being fun­
neled into parallel lanes already equipped with deterrent­
based portal monitors. An early-warning signal in advance of 
a signal from the existing system would provide increased 
response time. The third scenario involves personnel and 
small package monitoring i.e. mass transit stations, conven­
tion centers, stadiums, and airports. The tracking system 
could also be integrated with mobile systems with appropri­
ate technology. 
[0006] Thus, there is a need for a source tracking system 
which 1) detects the introduction of a source into the moni­
tored area, 2) tracks its position in the monitored area, and 3) 
identifies the type of radioisotope and the source strength. 
These capabilities need to be provided in a way that mini­
mizes the probability of false positives and the probability of 
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a missed positive (false negative). In addition, for reasons 
related to equipment portability and cost, this must be 
achieved in environments where the signal-to-noise ratio may 
be lower than previously achievable. 

SUMMARY OF THE INVENTION 

[0007] The present invention relates to systems and meth­
ods for 1) detecting the introduction of a source into the 
monitored area, 2) tracking its position in the monitored area, 
and 3) identifying the type of radioisotope and the source 
strength. The present invention provides these capabilities 
while minimizing the probability of false positives and the 
probability of a missed positive (false negative) even in envi­
ronments where the signal-to-noise ratio may be lower than 
previously achievable by prior systems. 
[0008] In one embodiment, the present invention relates to 
a portable highly-sensitive radioactive source tracking sys­
tem. In the scenario envisioned, the system can include one or 
more of gamma radiation detectors, networking, power, sig­
nal processing; algorithms, and central processing and con­
trol could be temporarily installed in an area to monitor for 
radioactive sources, to localize the source, and to track the 
movement of the source. 
[0009] A solution to this problem must take account of a 
number of factors. The source may be shielded to reduce its 
dose rate for personnel protection or shielded in an attempt to 
hide its detection. With shielding materials present, the 
detectable gamma radiation will be distributed lower in 
energy due to Compton scattering. This results in a lower full 
energy photopeak and a larger continuum of lower energy 
photons. The likelihood of a signal of comparable intensity to 
background and overlapping in spectrum requires a sensitive 
test and one that incorporates the characteristics of the local 
background radiation environment. This suggests the use of 
statistical methods that take into account the variability of 
both the source and the background radiation fields and 
uncertainties in the electronic detection hardware. The need 
for timely near real-time predictions argue similarly. These 
uncertainties ultimately limit the precision with which the 
source location can be identified. The solution must also 
provide a measure of the uncertainty in the position of the 
source. 
[0010] In one exemplary embodiment, the invention 
includes a portable, highly-sensitive radioactive source track­
ing system. In one embodiment, the system is intended for 
temporary installation to monitor an area for radioactive 
sources, to localize the source, and to track movement of the 
source. In another embodiment, the system of the present 
invention could also be used at fixed installations and in fixed 
configurations for the routine monitoring of source move­
ments. The system exploits the mathematical relationships 
that exist among multiple detectors deployed in a known 
spatial configuration, the inherent sensitivity characteristics 
of the detectors, the properties of radioactive sources, and the 
correlation among signals from multiple detectors. 
[0011] In one exemplary embodiment, the portable system 
of the present invention provides three distinct functions dur­
ing monitoring: alarming when a source is detected by any 
single detector node, tracking of the location of the source in 
real-time, and collection of a gamma-ray energy spectrum for 
performing source identification. 
[0012] The present invention allows for: 1) alarm on source 
presence (by detector), 2) source location, 3) source tracking, 
4) source identification, 5) source strength determination. In 
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one embodiment, the present invention offers the advantage 
oflocating and tracking a source without having a person in 
close proximity to the source. In addition, the present inven­
tion is applicable to moving detectors when the detector and 
position data can be transmitted in near real-time. 
[0013] These and other objects, advantages, and features of 
the invention, together with the organization and manner of 
operation thereof, will become apparent from the following 
detailed description when taken in conjunction with the 
accompanying drawings, wherein like elements have like 
numerals throughout the several drawings described below. 

BRIEF DESCRIPTION OF THE DRAWINGS 

[0014] FIG. 1 is a flowchart overview of the one embodi­
ment of the present invention; 
[0015] FIG. 2 is a flow chart showing the steps in one 
embodiment for calibrating radiation detectors with respect 
to energy functions; 
[0016] FIG. 3 is a flow chart depicting one embodiment of 
a train detection algorithm function; 
[0017] FIG. 4 is a flow chart depicting one embodiment of 
an on-line detection and tracking algorithm function; 
[0018] FIG. 5 is a source-tracking system architecture in 
accordance with the principles of the present invention; 
[0019] FIG. 6 is a comparison of Gaussian and Poisson 
distributions; 
[0020] FIG. 7 is a general layout for a main panel for one 
embodiment of the present invention; 
[0021] FIG. 8 is a screen shot of a high voltage input GUI 
for one embodiment of the present invention; 
[0022] FIG. 9 is a screen shot of a detector calibration GUI 
for one embodiment of the present invention; 
[0023] FIG. 10 is a screen shot of a detector layout speci­
fication GUI for one embodiment of the present invention; 
[0024] FIG. 11 is a screen shot of a data acquisition check­
out GUI for one embodiment of the present invention; 
[0025] FIG. 12 is a screen shot of a data viewing and analy­
sis GUI for one embodiment of the present invention; 
[0026] FIG. 13 is a screen shot of a learning venue and 
detector specific characteristics GUI for one embodiment of 
the present invention; 
[0027] FIG. 14 is a screen shot of a source detection and 
tracking GUI for one embodiment of the present invention; 
[0028] FIG. 15 is graph depicting a location of source in 
accordance with the principles of the present invention. 

DETAILED DESCRIPTION OF THE PREFERRED 
EMBODIMENTS 

[0029] The present invention relates to a portable system 
and methods for detection of radioactive sources and subse­
quent tracking. In general, the principal components of the 
present invention are detector electronics, data collection/ 
archiving, operator console, functional capabilities, self diag­
nostics, supporting signal processing, detection, and backend 
electronics. 
[0030] In one embodiment, the function capabilities of the 
present invention include detection of source, identification 
of source location, identification of source type, signal 
strength, and site-specific configuration and learning. In one 
embodiment, the self-diagnostics include a degraded detector 
diagnosis, a failed detector diagnosis, and a shielded detector 
diagnosis. In addition, in on embodiment, the supporting 
signal processing includes SAT, DDFM, and cluster analysis. 
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One embodiment of the present invention utilizes NaI detec­
tors with 14 pin connectors. One of ordinary skill in the art 
will appreciate that a variety of different sized detectors and 
different types could be used as known in the art. 
[0031] FIG. 1 depicts a flow chart forone general method of 
operation for a device 101 (FIG. 5) of the present invention. 
The process begins with a startup step 110. The radiation 
detectors are calibrated in the calibration step 112. A check 
step 114 determines if the device is appropriately calibrated. 
If the device isn't calibrated properly, it re-enters step 112 for 
calibration again. If the device is calibrated properly, then it 
enters a training step 116. Following training 116, a training 
check 118 is performed to determine if training was accom­
plished. If not, then the training step 116 is repeated. How­
ever, if training was correct, then the device progresses to a 
online detection step 120. In one embodiment, the results of 
the online detection step 120 are shown in a display step 122. 
In an exemplary embodiment, the device alternates between 
detection 120 and display 122, in another exemplary embodi­
ment the device performs real-time or near simultaneous 
detection 120 and display 122. 
[0032] FIG. 2 illustrates one embodiment of a calibration 
step 112. The device 101 enters at entry step 124 and proceeds 
to an input step for selection of a detector type and spatial 
location. Next the voltage threshold and gain for the detectors 
is set at step 128. A calibration collection step 130 collects 
count rates from a weak radiation source. Next a display step 
132, the spectra for the weak radiation counted in step 130 is 
displayed. A gain and threshold check step 134 is performed 
following collection 130. If the threshold and gain assign­
ments were not completed or correct, the device 101 proceeds 
again through steps 126, 128, 130, and 132. If the assignments 
were completed, then the calibration step 112 is exited at step 
136. 
[0033] FIG. 3 illustrates one embodiment ofa training step 
116. The device 101 enters the training step 116 at an entry 
step 128. A background collection step is performed to collect 
data regarding background radiation. An analysis step 142 is 
performed to determine if the background data exhibits Gaus­
sian distribution. If not, the background collection step 140 is 
performed again. If the background data does exhibit a Gaus­
sian distribution, then an estimation step 144 is performed to 
estimate the decay parameter, in one embodiment using the 
maximum likelihood method. Next, a directional response 
step 146 is performed. In one embodiment, a weak radiation 
source is introduced to obtain the detector's directional 
response. In another embodiment, a Monte Carlo simulation 
is performed to obtain the directional response. Following 
acquisition of the directional response in step 146, the non­
linear mapping is determined in a mapping step 148 for the 
direction response of step 146. Once the non-linear mapping 
is learned, the device 101 exits the training step 116 at step 
150. 
[0034] FIG. 4 illustrates one embodiment of a detection 
step 120. The device 101 enters the detection step at 152. A 
sampling step 154 takes a sample of the environment at a 
predetermined interval, in an exemplary embodiment a one 
second interval. Next the sample is tested at step 156 for the 
presence of a radiation source, in an exemplary embodiment 
the testing utilizes sequential analysis. A presence determi­
nation is made at step 158, if no radiation source is detected, 
then steps 154 and 156 are performed again, if a source is 
detected, then the device 101 proceeds to step 160 for alarm 
display on a GUI. In one embodiment, following alarm dis-
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play 160, an autoassociative mapping step 162 is performed 
to generate surrogate signals for shield detectors. A location 
step 164 locates the source and determines its strength, in one 
embodiment the maximizing likelihood function is used to 
make this determination. Following the determination in the 
location step 164, a display step 166 provides a graphical 
display of the probability or density of the environment to 
indicate the radiation source to a user. The display step 120 is 
exited at step 168. 
[0035] FIG. 5 depicts one embodiment of the present inven­
tion. The portable detection device 101 includes data collec­
tion 210, decision making 212, and user interface 214 sub­
systems. The data collection subsystem 210 includes at least 
one radiation detector 216, in communication with a data 
archiving/collection device 218. In an exemplary embodi­
ment, the data collection subsystem 210 further includes a 
video device 220. The decision making subsystem 212 
includes an information bus 224 for transporting data from 
the data collection subsystem 212 to be processed. In one 
embodiment, the processing includes in an exemplary 
embodiment detection of a source 226, location of the source 
228, strength of the source 230, failed or degraded detector 
diagnosis 232, shield detector diagnosis 234. In one exem­
plary embodiment, the data from the data collection sub­
system 210 may be processed to account for site specific 
learning 222. The portable detection device 101 further 
includes an operator interface subsystem 214. The operator 
interface subsystem 214 provides a user with information 
regarding the outputs of the other subsystems 210, 212 and 
provides the user with the ability to control the device 101. An 
operator console 238 is provided as a means for input by a 
user for controlling the device 101. In one embodiment, an 
auto diagnosis scheduler 242 is provided which controls the 
degraded/failed detector diagnosis 232 and the shielded 
detector diagnosis 234 for determination of the status of the at 
least one detector 216. In addition, a function schedule 240 
provides the corresponding controls for the detection of 
source 226, location of source 228, and strength of source 230 
processing. 

Event Processing 

[0036] A model for the emission of gamma rays from a 
radioactive source in accordance with the practice of the 
present invention is based upon a few basic assumptions. One 
of these is that the probability of a single emission per unit 
time is A It has been shown previously that the number of 
gamma rays, n, emitted in the time interval li.t by a source is 
a random variable with Poisson distribution 

(1) 

In the present invention, A is treated as a free parameter whose 
value depends on the type of source and will be estimated 
from measurements. 
[0037] Thus, the counts registered by a detector near the 
source are a subset of all the emissions. The detector has a 
view which is a fraction of the total solid angle surrounding 
the source and only a fraction of the gamma rays that enter the 
detector actually register as events. That is, the detector has 
efficiency less than unity. Thus, for a given detector in a given 
position relative to a source only a fraction ri of the total 
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emissions from the source register as events in the detector. 
The probability of the detector registering an emission per 
unit time is then l]A Then the probability of an observed count 
rate n is from Eq. (1) 

(2) 

When the average number of counts, l]Ali.t, is large the Pois­
son distribution is well approximated by the Gaussian distri­
bution 

1 (3) 
p(l)ALlt In)= 

112 
e 

(27'1)ALlt) 

[0038] FIG. 6 compares Eqs. (2) and (3) for different values 
of the average number of counts. Essentially the figure shows 
that if the average is greater than 20, then Eq. (3) is a very 
good approximation to Eq. (1 ). Thus, the count window inter­
val li.t for the present invention is preferably large enough that 
on average at least 20 counts register. Similarly, as the count 
rate increases due to the introduction of a source, the window 
size of the present invention can be decreased and the Gaus­
sian distribution still be preserved. 

Signal Analysis 

[0039] In one embodiment of the present invention, the 
introduction of a source can be detected by comparing the 
current count rate with the normal background count rate 
without a source present. A statistically significant deviation 
in total count rate from the historical norm for the background 
would suggest the presence of a new radiation source. 
[0040] The Sequential Analysis Test (SAT) algorithm pro­
vides a highly sensitive test for detecting the presence of a 
source and for detecting when a detector is temporarily 
shielded or failing. It accomplishes this by forming the 
residual between an actual measurement and a value based on 
a probabilistic model of the process. Successive deviations in 
the residual from those implied by the model indicate that the 
model is no longer valid. That is, a source has entered the 
venue, a detector has become shielded, or a detector is failing. 
[0041] The Data-Driven Functional Mapping ("DDFM") 
algorithm provides a capability to recall an association 
among signals that is implicit rather than explicit. That is, 
there is no requirement for declaration of independent vari­
ables as in the definition of a single valued function. This 
capability is used to create an auto-associative mapping that 
can be used to sense which out of a number of variables has 
deviated as a result of a new process unique to that variable 
that was not present at the time the mapping was learned. 
Important instances are a temporarily shielded or failing 
detector. 
[0042] The Maximum Likelihood (ML) algorithm provides 
a capability to determine from sensor data values for unmea­
sured process model parameters such that resulting model is 
the one that most likely generated the data. This capability is 
used to determine the most likely position of a source given 1) 
detector readings and 2) a probabilistic model for the pro­
cesses that give rise to detector counts from source emissions. 
[0043] The State Estimation (SE) algorithm (with the Kal­
man Filter as a special case) provides a capability to predict 
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the value of an unmeasured variable through a combination of 
measurements and a dynamic model for the process underly­
ing the variable. The algorithm includes a representation for 
noise in the measurements and uncertainties in the model. 
The dynamic model provides the ability to include past mea­
surements in addition to the current measurements (i.e., tem­
poral data) to estimate a current value for the unmeasured 
variable. In our work, source position is an unmeasured vari­
able. The dynamic model can be the equations of motion for 
the source or constraints on its spatially rate of change. 
Including past count data is a way to improve estimated 
source position over that obtained by only using the count 
from the current observation window. 
[0044] The SAT is based on the likelihood ratio test of 
Wald,A.1947. Sequential Analysis. John Wiley & Sons, New 
York, herein incorporated by reference. SAT supposes that a 
random process r uncorrelated in time is normally distributed 
with zero mean and depends on the parameter Ii. The likeli­
hood of observing r, given the parameter value 01 is denoted 
p(ll/r,). The task is to decide as each new observation becomes 
available what is the value of Ii. If the choice is between two 
values, 61 and 62 then form the following test statistic: 

p(b1 I ri) p(b1 I r2) p(b1 I rm) 

Sm = p(bo I ri) p(bo I r2) · · · p(bo I rm) 

(4) 

based on the sequence of observations r i, r2 , ... rm. One can 
form two hypotheses: H

0 
that the parameter value is Iii, and 

H
1 
that the parameter value is 02 • The decision process is 

If Sm#B terminate and accept H0 , else (5) 

IfB<Sm<A continue sampling, else 

If Sm3A terminate and accept H 1. 

with the probability that the wrong decision will be made 
given by 

/3 1-/3 
B = -- and A = --

1 - a: CY 

(6) 

where a is the probability that the test will result in the 
selection of H1 when hypothesis O is correct and ~ is the 
probability that the test will result in the selection ofH0 when 
hypothesis 1 is correct. 
[0045] In accordance with the principles of the present 
invention, this ratio test is used to decide with the arrival of 
each new measurement sample when the model is no longer a 
statistically valid representation of the background radiation. 
The present invention looks specifically for a drift in mea­
surement count away from the model, characterizing the drift 
in terms of the parameter Ii defined to be the difference 
between the mean of the model output and the measurement 
counts. Immediately following training and during subse­
quent normal operation its value will be zero. If, however, 
there is a change in the measurement counts, then Ii will no 
longer be zero. To monitor its value, a residual vector is used: 

(7) 

defined as the difference between the measurement counts 
y . and model output y, for input u,. Both the model and 
u';';;'~iurement counts have the same variance K, and the mean 
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value of the model output is µ and the mean value of the 
measurement counts is µ+Ii. Then the likelihood function for 
the residual vector is defined by: 

(8) 

[0046] In one embodiment, failure is to be declared when 
the mean of the measurement counts has drifted away from 
the model by an amount ll=ll60d. Thus, for two hypotheses: 
H0 , where ll=O; and H1 where ll=ll60d, the decision as to 
whether or not a failure has occurred is then given by Eq. (5) 
where the likelihood function is given by Eq. (5). The prob­
ability that a decision is incorrect is given by Eq. (6). 
[004 7] If the test for measurement count drift away from the 
model is to be symmetric, then a second test is needed for the 
case where ll=ll60d. If the test is to be applied independently to 
each output and is to be symmetric, then a total of 2N tests is 
needed where N is the number of outputs. If K, is a constant, 
then it is more convenient to work with the natural logarithm 
of Sm given by 

) m 

lnSm = 2I (y; -µ-boJ2K,-! -(y; -µ-bi)2K, 1
. 

i=l 

(9) 

[0048] The SAT algorithm is used to detect a change in 
detector counts from normal background thereby signaling 
the introduction of a source. An assumption is that Eq. (8) 
with ll=O represents the probability distribution of back­
ground counts. The values of the two parameters, µ and K, 
which are specific to the site, are all that is needed to complete 
the description of background given by Eq. (8). In accordance 
with the principles of the present invention, these values can 
be estimated in one of two ways. In the maximum likelihood 
method, the values are those that maximize the probability 
that Eq. (8) generated an observed data set of background 
counts.Alternatively, if the number of these data is large, then 
the usual statistical estimators for mean and variance will 
yield good values in a computationally more straightforward 
manner than the maximum likelihood method. 

[0049] Testing refers to the actual on-line real-time moni­
toring of total counts to detect statistically significant devia­
tion of the count rate from normal background to estimate the 
position of the source. Normal background characteristics are 
established during training. There is a mathematical link as 
described above between the sensitivity of the test and the 
probability that a wrong decision as to the presence of a 
source is made. In one embodiment, a user has control of the 
sensitivity through setting the values of the parameters A and 
B in Eq. (9), but as described above, the values then fix the 
probability of a wrong SAT decision. The maximum likeli­
hood method is used. From previously estimated values of 
l] 0A6£lt, 17/17 0 , i=l, ... , N-1, and l] 0A5£lt, the most likely 
location of the source is located by maximizing with respect 
to location in two-dimensional space the likelihood Eq. (13) 
produced the detector data. 

[0050] In accordance with the principles of the present 
invention, radioactive source that is concentrated at a point 
can be located in space through a combination of triangula­
tion and the knowledge that the count rate falls off as one over 
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the distance squared. However, since the count rate is a prob­
ability density function, the exact location will be subject to 
uncertainty. In the method of the present invention described 
below both the distance law and emission probability are used 
to derive the likelihood that the source is located at a particu­
lar position. 
[0051] One embodiment of the present invention involves a 
Maximum Likelihood Algorithm. The probability distribu­
tion function of the counts that register at a detector is a 
function of the detection efficiency (intrinsic detector effi­
ciency and solid angle) and the distance from the source. The 
source strength is a factor in the overall count rate but the 
probability density function is normalized per unit source 
emission. Let the subscript O designate a reference detector 
that is located a distance r O from a source with a total detection 
efficiency 17 0 • As before the probability of observing n counts 
while sampling for flt is 

(10) 

The parameter A is exclusive to the radioactive decay process 
and has no dependence on detector location or detection 
efficiency. 

[0052] In the presence of background radiation the number 
of counts is the sum of the contribution from the source and 
from background. It is assumed the background can be char­
acterized by a Gaussian distribution. The sum of the back­
ground counts and source counts, both normally distributed 
random variables, is a normal random variable with probabil­
ity density function 

(11) 

where subscripts s and b denote source and background, 
respectively. 

[0053] Now consider a detector i with efficiency 17, at a 
distance r, from the same source. The probability distribution 
function of the counts registered by the detector is 

(12) 

[0054] The above expression reflects the fact that the prob­
ability of a single count being observed in unit time is pro-
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portional to the detector efficiency and inversely proportional 
to the square of the distance to the source. 

[0055] The probability that two detectors will see a particu­
lar set of counts can be derived from this. Let the subscripts i 
and j indicate the two detectors. Since a count seen at detector 
i is independent of a count at detector j ( each count is the 
consequence of two separate disintegrations and the disinte­
grations are independent of each other) the joint probability is 
the product p,(17 0Ai'lt,, l] 0A£lt6 , r0 /r,, 17/17 0 ln,) P/17 0 A£lt,, 
l] 0A£lt6 , r0!r1, 17)17 0 ). Thus, for N detectors, the probability 
density function for seeing counts n0 , ni, ... , nN-l at detectors 
0, 1, ... , N-1, respectively, is 

N-1 (13) 

p(no, n1, ... , nN-il = n p;('70A,llt, '70Abllt, rolr,, '7;/'70 In;) 
i=O 

where dropped from the left-hand side is the explicit refer­
ence to detector and source parameters. If the source is not in 
motion, then the above expression can be extended to take in 
multiple sample intervals. 

[0056] The location of the source is taken to be the point 
where the likelihood of finding the source is greatest. This 
corresponds to the point where the joint probability density 
function given by Eq. (13) has its maximum value. 

[0057] In one embodiment, a measure of the uncertainty in 
the estimate for the source location is provided by the behav­
ior of the likelihood function in the region that surrounds the 
most likely location. Letp(n0 , ni, ... , nN_ 1 , r0 , r1 , ... , rN_ 1 ) 

denote the probability that the source is at r 0 , r 1 , ... , r N- l and 
let the point where p has maximum value, the most likely 
location of the source, be designated byr0 ', ri', ... , rN_ 1'. Form 
the likelihood ratio 

p(no, n1, ... , nN-!, ro, r1, ... , 'N-1) (14) 

p(no, n1, ... , nN-1, rb, r]., ... , <v-1) 

[0058] This function plotted as contours of constant value 
over two-dimensional space provides a graphical image of 
how well the source can be located in space. Closely spaced 
contour lies would indicate the likelihood that the source 
being at a particular point falls off rapidly as one moves away 
from the most likely point. 

[0059] In the case where the likelihood function is to be 
maximized it is customary to operate on the negative of the 
natural logarithm. The resulting expression is simpler and the 
small numbers associated with a negative exponential are 
avoided. All the expressions for probability given above con­
sist of products of the general form 

p(a(y)ln) = --1--e-½(~=:i7JJ2, 
(2,ra(y))l/2 

(15) 

µ = a(y) and a2 = a(y) 

where y is the parameter with over whose space the optimi­
zation is to be performed and µ is the mean and a2 is the 
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variance. The value of y at the maximum of a product of such 
terms is the same as the value at the minimum of the negative 
of the natural logarithm. That is 

(16) 

'\7 1 [ (n-a (r))2
] 

= ~n L,J 2 lm2Jra;(y) + ✓ a;;y) 

[0060] In one embodiment, the likelihood that a source at a 
particular position produced the observed measurements is 
computed. The likelihood is given by Eq. (13). There are 
several parameters that appear in Eq. (13), that must first be 
estimated: l] 0A6li.t, l] 0 A,,li.t, and 17/17 0 , i=l, N-1 

[0061] For the reference detector without the presence of 
source, estimate 17 0A6 li.t by maximizing with respect to 
17 0A6li.t the likelihood that Eq. (13) produced the detector 
data. For this special case, in Eq. (13), N=l and since there is 
no source, 17 0A

5
=£i.t=0. Equation (13) assumes a single count 

observation window from each detector. This extends to M 
contiguous observation windows for each detector. Let the 
counts obtained for detector O in the successive windows 0, 1, 
2, ... , M-1 be denoted by n00 , n01 , ... , n0M_ 1 , respectively. 
Since the total count in a window is independent of that in any 
other window, the probability of getting a particular sequence 
of window counts is the product of the probabilities for the 
count in each of the windows. Thus, the likelihood that our 
model produced the data is 

(17) 

where the right-hand side is evaluated according to Eq. (12) 

[0062] For the remaining detectors one-by-one without 
presence of a source, 17/170 is estimated by maximizing with 
respect to 17/17 0 the likelihood our model produced the detec­
tor data. The assumption is that the background count rate 
registered by each detector differs from the others only as a 
result of differing total detection efficiency. These differences 
can be due to a variety of factors including the individual 
detector characteristics, the detector sizes and shapes, the 
lower level discriminator settings, and the detector calibra­
tions. The likelihood is then 

(18) 

Note that in the above expression, the value for 17 0s6li.t is the 
value obtained in Step 1 
[0063] For all detectors simultaneously in presence of a 
source, estimate 17 0A

5
£l.t by maximizing with respect to it and 

r0/r, (as they identify a hypothesized position of the source) 
the likelihood the present invention's model produced the 
detector data. This likelihood is 

6 

N-1 M-1 n n p;('70A,llt, '/oAbllt, rolr;, '7;/'70 In;,) 
i=O k=O 
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(19) 

Note that in the above expression, the value for 17 0A6li.t is the 
value obtained in Step 1 and the value for 17/170 is the value 
obtained in Step 2. The likelihood must be maximized with 
respect to not only 17 0A

5
£l.t but also r0/r,. 

[0064] Testing refers to the actual on-line real-time moni­
toring of counts to estimate the position of the source. The 
maximum likelihood method is used. From previously esti­
mated values of17 0A6li.t, 17/17 0 , i=l, ... , N-1, and 17 0A

5
£l.tthe 

most likely location of the source is located by maximizing 
with respect to location in two-dimensional space the likeli­
hood Eq. (13) produced the detector data. 

Data Acquisition 

[0065] In one embodiment, initial data acquisition, collec­
tion, and storage relies on the MCA, such as that sold by 
ORTEC under the trade name digiBase digital MCA, coupled 
to NaI detectors. Data acquisition software for the command, 
control, data collection, and storage may be performed using 
the Lab View application. This includes functions for display­
ing the spectra, changing detector parameters (like gain and 
HV), and even energy calibrating the detectors (See Figures 
and discussion below regarding GUI). 
[0066] In one embodiment, data acquisition is designed for 
a system ofup to 6 detectors. Post-processing tasks and data 
transmission times associated with the list mode collection 
can cause a practical limit on the count rate that is unaccept­
able. So, in one embodiment, the data collection allows the 
system to collect a spectrum for each detector for a prese­
lected time interval. In one exemplary embodiment, one sec­
ond intervals are used during all of the initial tests, but it can 
be reduced to a practical limit of about 100 milliseconds or 
increased. 
[0067] In one embodiment, a Sequential Analysis Test 
(SAT) is used to detect a source. SAT is a statistical test for 
consistency between a time-sampled signal and a reference 
Gaussian distribution ofknownmean and variance. With each 
new sample, the SAT algorithm issues good, bad, or need 
more data decision. A Training Phase is used in one embodi­
ment to learn the mean and variance of reference distribution. 
Behind the main window are tabs for all of the system func­
tions like detector and system set-up, detector calibration, 
detector spectral display, and parameter and display controls. 
Some of these windows were shown in the previous figures. 
[0068] Rigorous Treatment of Uncertainties-A rigorous 
means for predicting from detector signals when the under­
lying physics model is becoming degenerate as a result of 
"low" signal strength on some detectors (i.e. signal strength is 
approaching background) will be developed. In essence the 
tracking method breaks down when noise or uncertainties are 
at a level where they obscure the underlying deterministic 
physics. This condition manifests itself as the most probable 
location occupying large regions rather than a single point. It 
can be detected through a stochastic analysis of the equations 
that are used to generate the likelihood function. 
[0069] In one embodiment, the present invention includes a 
method and apparatus for improving performance for "low" 
signal strength cases. The present invention overcomes poor 
signal-to-noise ratio, and the degeneracy it leads to, by intro-
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ducing physically-based constraints on the solution. In one 
embodiment, the laws of motion are used to constrain pre­
dicted position given detector data across successive time 
frames. In another exemplary embodiment, the subdivision of 
energy spectrum into bands and limiting localization data 
analysis to only those bands where source energy is present. 
In yet another exemplary embodiment, source strength 
parameter is estimated using data across multiple time frames 
rather than a single time frame as is presently done. 
[0070] In one embodiment, the present invention provides 
for the consideration of the shielding effect from people. The 
tracking method of the present invention is extended to 
account for distributed shielding materials. The shielding of 
the source by individuals passing between the source and 
detector can be thought as falling into three classes, each 
amenable to solution: point shield, uniformly distributed 
shielding, and spatially skewed shielding. In point shield, a 
single person shielding a single detector can be detected as a 
loss of correlation among detector signals. A surrogate can be 
generated using the DDFM algorithm for the signal from the 
shielded detector. In uniformly distributed shielding the pres­
ence of uniformly distributed shielding material introduces 
an additional parameter whose value can be estimated if there 
are four or more detectors. A uniform distribution would 
approximate the case where the monitored area has a constant 
flux of individuals such that the collective shielding effect can 
be considered relatively constant. In spatially-skewed shield­
ing the population density in the monitored space is not rea­
sonably uniform. In addition, one of ordinary skill in the art 
would appreciate that other techniques can be employed 
(such as video image diagnostics) to determine spatially­
dependent shielding coefficients. 
[0071] In one embodiment, the present invention accounts 
for the efficiency of numerical algorithms. Avenues which 
increase data processing speeds of the signal processing algo­
rithms are utilized in one embodiment of the present inven­
tion. Real-time implementation requires rapid execution of 
the signal processing algorithms. 

Location of Source 

[0072] In one embodiment, the present invention utilizes a 
detector count probability density function which is a func­
tion of efficiency and distance: 

In on embodiment, localization is derived using a Multiple 
Detector Probability Density Function (MDPDF) 

N-! 

f(no, n1, ... , nN-il = n p(r5'70Allt, rolr,, '/kl'lo I n,J 
k=O 
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[0073] Likelihood Function from MDPDF provides the 
highest probability location and degree of uncertainty. FIG. 
15 is an graphical depiction of the likelihood contour of a 
source located within a boundary having detectors at the four 
corners. 
[0074] In addition, to general location awareness, the 
present invention contemplates site-specific learning. Detec­
tor response in general is non-uniform over a terrain map. For 
example, fixed obstructions block view and the detector 
response function has a spatial/directional dependence. In 
one embodiment, DDFM is used to learn these response 
relations for a specific site. 
[0075] In one embodiment, the present invention provides 
for a shielded or failed detector. In one scenario the detector 
produces inconsistent or abnormal signals such as where a 
object or person temporarily shields a detector or where there 
is a detector failure. In one scenario, there is no source 
present. In this scenario, the present invention will poll detec­
tors one by one for abnormal statistics compared to detector 
historical data. Detection with the SAT and sensor logic tree 
as discussed above is utilized. In addition, in one embodi­
ment, the detector is dropped until statistics return to normal. 
In the scenario where a source is present, the detectors are 
polled one by one for a deterministic signal that is inconsis­
tent with other detectors. In one embodiment, the inconsis­
tency is detected among an over-determined set of detectors. 
In another embodiment, the detector is dropped until signal is 
again consistent with other detectors, wherein site learning 
data with time-correlated data may be used. 
[0076] The sensitivity of the tracking system is primarily a 
function of the number of detectors and their sizes. In one 
embodiment, the system comprise one of three different NaI 
detector combinations: four detectors each two inches by two 
inches, four detectors each three inches by three inch inches, 
and four detectors each three inches by twelve inches. 

Graphical User Interface 

[0077] The GUI provides a display of the present inven­
tion's results. In one embodiment, the GUI is being comprises 
a laptop computer using Lab View™. The user interface is set 
up to contain one high level window which contains the 
detector readings and alarm indicators, the PDF map of the 
source location, video display of the monitored area, and 
control buttons for system command and configuration. 
[0078] FIG. 7 depicts one embodiment of a main panel 
layout 401 on a GUI. Panel 421 displays counting level 
graphs for all the detectors 216, wherein counts for each time 
interval are shown. Panel 422 is the alarming system for 
monitoring abnormal counting level where the logical output 
from the alarming function will be shown by LEDs. Panel 423 
displays the probability density function (PDF) scale map for 
localizing the source. In one embodiment, room schematics 
and detector spots are also shown in this 2-D map. Panel 424 
is a video image showing the real picture of the detection area. 
In one embodiment, the video focuses to where the highest 
probability is in the PDF. Additional panels 425-428 are pro­
vided as needed for system control buttons leading to lower 
level screens, including but not limited to: video camera 
control, hardware configuration, detector calibration, training 
mode, measurement control, and software display. 
[0079] In one embodiment, approximately twenty minutes 
are needed for software in accordance with the principles of 
the present invention to characterize the background radiation 
and for it to estimate the detector efficiency ratios. On 
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completion of this phase the system is ready to enter service 
and perform the source detecting and tracking functions. In 
service the system runs in essentially real time. Strictly, since 
the operator interface is updated every second (by default) 
with the results from new measurements, the time to collect 
and process new measurements is about a second. The update 
rate is user settable. The system can also be operated in a 
batch mode where data is collected over a user-defined win­
dow of time. 
[0080] In one embodiment the present invention relates to a 
method for testing an area for a radiation source. First, the 
detector is setup and calibrated. The user inputs the high 
voltage threshold in the FIG. 8 GUI 403. The user sets the 
energy to channel number correspondence via the GUI 405 in 
FIG. 9 using a known source. Next the detector layout is 
specified. The detector configuration is provided to the sys­
tem as a collection of points on a two-dimensional grid. The 
GUI 407 for inputting this data is shown in FIG. 10. Next, data 
acquisition occurs. The basic operability of the data acquisi­
tion task is assessed by viewing data from individual detec­
tors. The GUI 409 in FIG. 11 provides a capability for select­
ing individual detectors, controlling the time window over 
which they are sampled, and then viewing the spectral content 
of that detector. When used in conjunction with a known 
source, the operability can be confirmed. 
[0081] Once data has been acquired, it can be viewed and 
analyzed. This step provides the operator with a simple capa­
bility to examine the interdependence between source 
strength and its distance from detector as they relate to the 
actual signal observed at the detector. This step is provided to 
allow the operator to perform some basic sensitivity studies. 
By moving a known source about the venue he can develop a 
qualitative appreciation for those factors specific to his hard­
ware and venue that impact system sensitivity. Any factors 
that might adversely affect performance in a gross sense 
would become apparent in this step. The GUI 411 for this step 
is shown in FIG. 12. 
[0082] In one embodiment, venue and detector specific 
characteristics are learned. There are venue and detector spe­
cific parameters that the system must learn the values of 
through a so-called training session. These are background 
strength and the ratio of detector efficiencies. Both these 
parameters are used in the SAT algorithm for alarming and the 
maximum likelihood algorithm for source localization. The 
learning is performed with the GUI 413 shown in FIG. 13. 

[0083] In another exemplary embodiment, the strength-dis­
tance detection threshold is determined. In this step the SAT 
alarming capability is used to establish the size of the Detec­
tion Perimeter (DP) that surrounds the detectors for which a 
source of Specified Minimum Strength (SMS) will be 
detected. The detection sensitivity will be a function of 
parameters that control the probability of obtaining a false 
positive and missing a true positive. These parameters will in 
general not be operator settable. The SMS will be a function 
of the types of perceived threats and in general will not be 
operator settable. The perimeter may be established by walk­
ing a source with strength equal to the SMS about the venue, 
entering the locations where the SAT alarms into the venue 
grid and building up a map of the perimeter for display in this 
manner. One specific embodiment of the general panel layout 
of FIG. 7 is shown as the GUI 401 of FIG. 14. 
[0084] In one embodiment, the present invention is pro­
vided with Connectivity to computer through USB port( s ). In 
one embodiment a computer, e.g., a laptop, hard drive used 
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for data collection either as permanent or temporary storage 
on hard drive or for download to central server or CD-ROM. 
[0085] One embodiment of the present invention includes a 
graphical user interface. While various functionality of the 
such a GUI would be understood by one skilled in the art, such 
functionality can include the following. For system set-up, 
venue specific information, detector information, calibration, 
surveillance and video. For monitor system status and dis­
play, functionality includes alarm states, detector states, and a 
video feed. Reporting functionality may also be provided on 
the GUI. 
[0086] For detection of a source, the background statistics 
must first be learned. The method oflearning the background 
statistics comprises, in one embodiment, dividing time into 
contiguous windows, accumulating the counts in each win­
dow, representing statistics of the background by the PDF 
formed from the count rate in each window over all windows. 
[0087] The background is assumed to be Gaussian with 
Constantµ and a. Then SAT is used to detect introduction of 
a new source, wherein the present invention looks for a 
sequence of time windows exhibiting count rates inconsistent 
with PDF of background. The time window may be designed 
in accordance with the principles of the present invention to 
be of various lengths. The choice of the time windowing is 
based on many factors including: the number of detectors and 
sizes, the minimum detectable level, the uncertainty on loca­
tion (speed of target), and the population density 
[0088] Of the possible emission types one can monitor, 
gamma rays are the most readily detectable radioactive decay 
products. They are energetic, have large interaction cross 
sections with detector materials, and require relatively large 
shielding masses to hinder chance of detection. The energy of 
gamma rays of interest from an unshielded source is typically 
above 100 keV up to 3 Me V. Background gamma ray energies 
are concentrated predominantly at low energy, typically 
below about 200 keV, with a few weak peaks at higher ener­
gies due to known isotopes, such as 4 °K. Background radia­
tion tends to be at different energies than full energy photo­
peaks from source emissions-although this is a generic 
statement that does not apply to all sources. However, in 
accordance with the principles of the present invention the 
different spectral characteristics of source emissions com­
pared to background emissions, can be used to increase detec­
tor sensitivity. As a further complication to detection, shield­
ing of a source introduces Compton scattering that can 
downshift the spectrum emanating from the source. In accor­
dance with the principles of the present invention, the signal­
to-noise ratio for a detector signal can be significantly 
improved by only considering a small energy band around the 
full energy photopeak energy. 
[0089] The real challenge for detection is to perform source 
detection and location tracking in situations where the source 
strength as seen at the detector is not much above background. 
It follows that one should take the statistics of the source and 
uncertainties in the detectors into account to get best detec­
tion sensitivity. The longer the sample, the more counts 
obtained and the better characterized of the radiation envi­
ronment. This applies to both background radiation signal 
and source radiation signal. In the case of background, it is 
possible to sample for an extended time period prior to the 
equipment going into service to obtain a well characterized 
background. But in the case of in-service operation, the 
source may be moving, thus requiring a constant update on its 
estimated position, and so this is not given to accumulating 
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good statistics if the signal is just above background. Also, 
because the physics of point sources is dominated by the 1/r2 

effect, the ability of the present invention to localize the 
source based on smaller samples allows for a larger detection 
range, lower minimum detectable sources, and improved 
tracking for faster moving sources. 
[0090] In one exemplary embodiment, the present inven­
tion allows for pinpointing and tracking of the location of the 
source in real-time. This differs from existing systems which 
perform a crude localization function based on which detec­
tors are alarming. 
[0091] In one exemplary embodiment, an operator inter­
face console runs on laptop for ease of deployment. The 
operator interface supports initial setup including system 
calibration, data acquisition for training of signal processing 
algorithms, and viewing results of source detection and track­
ing tasks. 
[0092] In one exemplary embodiment, detectors can be 
self-powered and wireless. Rechargeable battery provides for 
24 hours continuous operation. Detectors can also be oper­
ated using Cabling (USB and Cat-5) and powered from stan­
dard AC power through USB hubs. 
[0093] In one exemplary embodiment, the present inven­
tion is a low profile system for unobtrusive monitoring. In one 
exemplary embodiment, the number of detectors is user 
selectable, subject to sensitivity requirements. 
[0094] In one exemplary embodiment, confidence in pre­
dicted source location is reflected in likelihood contours. 
[0095] In one exemplary embodiment, the present inven­
tion includes the learning of site specific characteristics 
including background radiation level, detector spatial 
arrangement, and detector response function including effect 
of shielding from permanent obstructions for increased over­
all system sensitivity and reliability. 
[0096] In one exemplary embodiment, the predicted loca­
tion of source is rendered as ghost-image that is superim­
posed on video camera image of venue. Operator uses com­
posite image as an aid for visual identification of purveyor of 
source. 
[0097] In one embodiment, the present invention offers the 
advantage oflocating and tracking a source without having a 
person in close proximity to the source. In addition, the 
present invention is applicable to moving detectors when the 
detector and position data can be transmitted in near real­
time. In one exemplary embodiment, fixed and mobile detec­
tors are integrated into same display. 

[0098] In one embodiment, the system provides three dis­
tinct functions during monitoring: alarming when a source is 
detected by any single detector node, tracking of the location 
of the source in real-time, and collection of a gamma-ray 
energy spectrum for performing source identification. 
[0099] The foregoing description of embodiments of the 
present invention have been presented for purposes of illus­
tration and description. It is not intended to be exhaustive or 
to limit the present invention to the precise form disclosed, 
and modifications and variations are possible in light of the 
above teachings or may be acquired from practice of the 
present invention. The embodiments were chosen and 
described in order to explain the principles of the present 
invention and its practical application to enable one skilled in 
the art to utilize the present invention in various embodi­
ments, and with various modifications, as are suited to the 
particular use contemplated. 
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1. A portable system for the detection of a radioactive 
source in an environment, comprising: 

a plurality of distributed radiation detectors whereby radio­
active source detection is performed using Sequential 
Analysis Test; 

a video camera for capturing radiation information and 
video data respectively; 

a data collection and storage system in communication 
with the plurality of radiation detectors and video cam­
era for storage of the radiation information and video 
data; 

a decision making architecture for processing the radiation 
information; 

a graphical user interface for real-time display of the pro­
cessed radiation information and the video data. 

2. The portable system of claim 1, further comprising a 
global positioning system in communication with the deci­
sion architecture wherein the location of the portable system 
and the radioactive source are determined using global posi­
tioning. 

3. The portable system of claim 1, wherein the at least one 
plurality of distributed radiation detectors comprises a plu­
rality of distributed radiation detectors arranged in an array. 

4. The portable system of claim 3, wherein the plurality of 
distributed radiation detectors are arranged in a rectangular 
array. 

5. A method for detecting radiation using a portable device 
having a plurality of radiation detectors, comprising: 

calibration of the plurality of radiation detectors; 
training of the portable device to account for the environ­

ment in which the radiation detection occurs; 
detection of one of a plurality of independent events by 

each of the plurality of radiation detectors and providing 
a radiation detector signal for each of plurality of radia­
tion detectors; 

determination of the location of the radiation source; 
determination of the strength of the radiation source; 
multivariate state estimation of each of the detector signals 

and comparison of the actual data with the estimation for 
each of the plurality of detectors wherein an inconsis­
tency between the estimation and the actual indicates a 
shielded detector; 

displaying of the results, in real-time, of the radiation 
detection on a graphical user interface of the portable 
device. 

6. (canceled) 
7. The method of claim 5, wherein the source is tracked 

using the maximum likelihood method. 
8. (canceled) 
9. (canceled) 
10. The method of claim 5, wherein the estimate is utilized 

in the determination of the location of the radiation source 
rather than the actual data when a discrepancy between the 
actual and the estimate occurs. 

11. The method of claim 5, further comprising indicating 
an alarm when a radiation source is detected. 

12. (canceled) 
13. A system for the detection of radiation comprising: 
a plurality of portable radiation detectors for detecting 

radiation in an environment, each of the plurality of 
portable radiation detectors spaced non-coincidentally 
to minimize Compton Scattering; 

a video camera in optical communication with the environ­
ment; 
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a decision making architecture for processing data from the 
portable radiation detector comprising computer pro­
gram code for: 

calibration of the radiation detector; 
training of the portable device to account for the environ­

ment in which the radiation detection occurs; 
detection of the radiation; 
display of the results of the radiation detection on a graphi­

cal user interface of the portable device 
an operator interface comprising a graphical user inter­

face for receiving information from the decision mak­
ing architecture and the video camera and for control­
ling the decision making architecture. 

14. The system for the detection of radiation of claim 13 
wherein source detection is performed using Sequential 
Analysis Test. 

15. The system for the detection of radiation of claim 13, 
wherein the source is tracked using the maximum likelihood 
method. 

16. (canceled) 
17. The system for the detection of radiation of claim 13, 

further comprising computer program code for multivariate 
state estimation of each of the detector signals and compari­
son of the actual data with the estimation for each of the 
plurality of detectors wherein an inconsistency between the 
estimation and the actual indicates a shielded detector. 

18. The system for the detection of radiation of claim 17, 
wherein the estimate is utilized in the determination of the 
location of the radiation source rather than the actual data 
when a discrepancy between the actual and the estimate 
occurs. 
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19. The system for the detection of radiation of claim 13, 
further comprising an alarm in communication with the 
detectors for indicating when a radiation source is detected. 

20. A method for detecting radiation using a portable 
device having a radiation detector, comprising: 

calibration of the radiation detector; 
training of the portable device to account for the environment 
in which the radiation detection occurs; 

detection of the radiation source; 
determination of the location of the radiation source; 
determination of the strength of the radiation source; 
displaying of the results of the radiation detection on a 

graphical user interface of the portable device; and 
tracking the source using the maximum likelihood method. 
21. The method of claim 20, wherein source detection is 

performed using Sequential Analysis Test. 
22. The method of claim 21, further comprising providing 

a plurality of radiation detectors. 
23. The method of claim 22, further comprising multivari­

ate state estimation of each of the detector signals and com­
parison of the actual data with the estimation for each of the 
plurality of detectors wherein an inconsistency between the 
estimation and the actual indicates a shielded detector. 

24. The method of claim 23, wherein the estimate is uti­
lized in the determination of the location of the radiation 
source rather than the actual data when a discrepancy between 
the actual and the estimate occurs. 

25. The method of claim 23, further comprising indicating 
an alarm when a radiation source is detected. 

* * * * * 


