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PRD Mass tendency due to deposition
PRDR Mass tendency due to riming
varcheck Variable checking routine
IGR Inherent growth ratio due to ambient temperature at time step start

Morrison

ABI Latent heating term correction to deposition rate
CPM Specific heat capacity of moist air at constant pressure
DCS Cloud ice maximum diameter / threshold for autoconversion to snow
DV Diffusivity of water vapour in air
EPSI Inverse phase relaxation time for ice hydrometeor category
EPSS Inverse phase relaxation time for snow hydrometeor category
F1S Ventilation parameter for snow
F2S Ventilation parameter for snow
GAMMA(x) Euler gamma function of parameter x
LAMI Slope parameter for ice hydrometeor category
LAMS Slope parameter for snow hydrometeor category
LAMG Slope parameter for graupel hydrometeor category
NOI Intercept parameter for the ice hydrometeor category
NOS Intercept parameter for the snow hydrometeor category
OPT_SNF LSM namelist option for the parameterisation of frozen fraction
PI Mathematical constant 𝜋
PRD Mass deposition tendency to the ice hydrometeor category
PRDG Mass deposition tendency to the graupel hydrometeor category
PRDS Mass deposition tendency to the snow hydrometeor category
QSMALL Small ice mass mixing ratio limit
QV3D Water vapour mixing ratio
QVI Ice saturation mixing ratio
QVS Saturation mixing ratio
RHO Air density
RHOI Bulk density of ice
SNOWH Accumulated snow depth
T3D Temperature (K)
XXLS Latent heat of sublimation
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Mathematical Terms and Constants

General / Shared⊙ Hadamard product𝛼 Shape parameter in the general form of the gamma distribution𝛼⊙ Constant that accounts for the phase of water in the Stoelinga (2005) re-
flectivity equation𝛽 Rate parameter in the general form of the gamma distributionΓ Euler Gamma function𝜆 Size distribution slope parameter of general hydrometeor𝜆𝑔 Size distribution slope parameter of graupel hydrometeor category𝜆𝑖 Size distribution slope parameter of ice hydrometeor category𝜆𝑟 Size distribution slope parameter of rain hydrometeor category𝜆𝑠 Size distribution slope parameter of snow hydrometeor category𝜙 Aspect ratio of a spheroid𝜌𝑎 Density of air𝜌𝑔 Density of graupel𝜌ℎ Density of hail𝜌𝑖 Density of ice (general)𝜌𝑙 Density of liquid water𝜌𝑟 Density of rain𝜌𝑠 Density of snow𝜇𝑎 Viscosity of air𝜂0 Permittivity of free space𝐴 Area𝐴hp Surface area of a hexagonal prism𝐴ob Surface area of an oblate spheroid𝐴pr Surface area of a prolate spheroid𝑎 Spheroid a-axis radial length𝐶 Crystal capacitance𝐶0 Dimensionless Capacitance𝐶pw Heat capacity of water𝑐 Spheroid c-axis radial length𝑐𝑝 Specific heat of dry air at constant pressure𝐷𝑐 Hexagonal crystal principle axis length𝐷𝐺 Diameter of Graupel𝐷𝑚 Maximum particle dimension𝐷𝑇 Total accumulated snow depth�̄�(𝑡) Accumulated snow depth across the time interval 𝑡𝐷𝑣 Diffusivity of water vapour in air𝑒𝑜 Eccentricity of oblate spheroid𝑒𝑝 Eccentricity of prolate spheroid
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TERMS AND ABBREVIATIONS

𝐹ice Fraction of precipitation that is frozen𝑓(𝑥) Probability density function of the gamma distributed variable 𝑥𝑓ℎ Particle size ventilation coefficient (see Lamb and Verlinde (2011) Eq. 8.85)𝑓𝑣 Particle size ventilation coefficient (see Lamb and Verlinde (2011) Eq. 8.85)ℎ Hexagonal crystal height𝐽 Total mass flux of frozen precipitation reaching the surface over time period 𝑇𝑗 Mass flux of frozen precipitation reaching the surface per second𝐾 Ratio of crystal mass to number concentration (or mixing ratio), analogous 
to average crystal mass𝑘𝑡 Thermal conductivity𝐿total Combined liquid equivalent precipitation across a time step𝑙𝑓 Enthalpy of fusion𝑙𝑣 Enthalpy of vaporisation𝑚𝐼 Total mass of ice𝑚dep Mass of ice gained or lost due to deposition𝑚melt Mass of ice gained or lost due to melting𝑚nuc Mass of ice gained or lost due to nucleation𝑚rime Mass of ice gained or lost due to riming𝑁 Total number concentration of general gamma distributed hydrometeor𝑁0 Intercept of the gamma distribution𝑛𝑥 Number mixing ratio of general gamma distributed hydrometeor 𝑥𝑂(𝑓) Omit the contributions of function 𝑓 (Big O’ notation)𝑄 Total mass concentration of general gamma distributed hydrometeor𝑞 Mass mixing ratio of general gamma distributed hydrometeor𝑟 Hexagonal crystal basal length radius𝑆𝑐 Schmidt Number𝑠 Hexagonal crystal side length𝑠𝑖 Supersaturation over iceΔ𝑡ℎ WRF history interval time period𝑇 Temperature (K)𝑇fz Freezing temperature (K)𝑇𝑠 Surface temperature (K)𝑇𝑅 Residency time of prognostic variable (see section 5.3𝑉 Volume𝑉hp Volume of hexagonal prism𝑉sph Volume of spheroid𝑣i Fall speed of ice𝑧 Liquid equivalent depth of frozen precipitation𝑍𝑔 Radar reflectivity component of graupel𝑍𝑟 Radar reflectivity component of rain𝑍𝑠 Radar reflectivity component of snow

ISHMAEL
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𝛼∗ Shorthand for factor 𝑎1−𝛿∗0𝛼𝑎 Mass growth efficiency for the spheroid a-axis length𝛼𝑐 Mass growth efficiency for the spheroid c-axis length𝛼𝑛𝑟 Mass growth efficiency for the equivalent spheroid radius 𝑟𝛼cap Factor in relation of capacitance and a-axis length̄𝜌 Average ice density𝜌dep Density of new ice mass gained by deposition𝜌rime Density of new ice mass gained by riming𝜑 Aspect ratio𝛿 Inherent growth ratio𝛿∗ Average inherent growth ratio of all processes𝛿𝑥 Inherent growth ratio for process 𝑥𝛿cap Average inherent growth ratio for capacitance relation𝛿dep Average inherent growth ratio during deposition𝛿rime Average inherent growth ratio during riming𝛿melt Average inherent growth ratio during melting𝜈 Shape parameter in particle size distribution𝜖 Exponent including the artificially bound inherent growth ratio (see Eq. 
C.5)𝜀 Ratio of liquid-phase reflectivity component to solid phase reflectivity com-
ponent (mixed-phase contribution)𝛾𝑛 The ratio of raindrop number mixing ratio to ice number mixing ratio𝛾r𝑖 ratio of initial equivalent spheroid axis to initial a-axis𝜅r Ratio of final to initial equivalent spherical radius𝐴 Solid phase component of total reflectivity factor̄𝑎 Average a-axis size𝑎0 Initial spheroid a-axis size𝑎1 Coefficient in power law relation of shape factor and aspect ratio𝑎2 Coefficient in power law relation of shape factor and aspect ratio𝑎𝑖 Ice a-axis mixing ratio𝑎𝑛 Characteristic a-axis length𝑎ni Initial characteristic a-axis length prior to microphysical process𝑎nf Final characteristic a-axis length after microphysical process𝐵 Mixed phase component of total reflectivity factor𝑏1 Coefficient in power law relation of shape factor and aspect ratio𝑏2 Coefficient in power law relation of shape factor and aspect ratio𝐶𝐼 Distribution averaged capacitance𝐶𝑖 Single crystal capacitance𝑐1 Coefficient in power law relation of capacitance and a-axis length𝑐2 Coefficient in power law relation of capacitance and a-axis length𝑐𝑖 Ice c-axis size at time 𝑡𝑑1 Coefficient in power law relation of capacitance and a-axis length𝑑2 Coefficient in power law relation of capacitance and a-axis length
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TERMS AND ABBREVIATIONS̄𝑓𝑠 Shape factor of spheroidal ice for equivalent volume sphere𝐺𝑖 Effective diffusion coefficient (see Lamb and Verlinde 2011 p. 343, Equa-
tion 8.41)𝑚𝑟 Average raindrop mass𝑞𝑠0 Saturation vapour mixing ratio at 0∘C𝑅 Ratio of 𝑎𝑖 to 𝑎0𝑟𝑛 Characteristic r-axis length𝑟ni Initial characteristic r-axis length prior to deposition𝑟nf Final characteristic r-axis length after deposition𝑍i1/2/3 Radar reflectivity component of ice-types 1–3, respectively

Morrison𝛿0 Ice supersaturation at the beginning of the time step𝜏 Phase relaxation time𝜏𝑖 Phase relaxation time of ice hydrometeor category𝜏𝑠 Phase relaxation time of snow hydrometeor category𝜏𝑔 Phase relaxation time of graupel hydrometeor category𝜌 Density of general hydrometeor category𝜔 Ratio of liquid to solid precipitation mass𝐴𝑠 Constant in the fall-speed-diameter relation for snow𝑎𝑓 Parameter in the mass-fall speed relation𝐵𝑠 Constant in the fall-speed-diameter relation for snow𝑏𝑓 Parameter in the mass-fall speed relation𝑐𝑚 Constant in mass dimensional relationship𝑐𝑝 Specific heat at constant pressure for moist air�̄� Mean diameter length𝐷 Hydrometeor Particle diameter in mass-diameter and particle size distribu-
tion relationships𝐸II Collection efficiency of ice-ice collisions𝑓1 Ventilation Coefficient 1c (see Pruppacher and Klett (2010))𝑓2 Ventilation Coefficient 2 (see Pruppacher and Klett (2010))𝐿𝑠 Latent heat of sublimation𝑁0 Intercept of gamma distribution for general hydrometeor𝑁0𝑖 Intercept of gamma distribution for ice hydrometeor class𝑁0𝑠 Intercept of gamma distribution for snow hydrometeor class𝑃𝑐 Spectral parameter in size distribution relation𝑄2 Latent heating term correction to deposition rate (see ABI)𝑞si Ice saturation mixing ratio𝑞sw Water vapour mixing ratio at saturation

P3

37



𝜀 Ratio of liquid-phase reflectivity component to solid phase reflectivity com-
ponent (mixed-phase contribution)𝛾𝑛 The ratio of raindrop number mixing ratio to ice number mixing ratio𝜌r Density of accreted rime𝜌v Volume of accreted rime𝜇 Particle size distribution shape parameter𝜒𝜌 Fall speed density correction term in melting equation𝐴 Solid phase component of total reflectivity factor𝐵 Mixed phase component of total reflectivity factor𝐹5 Fall speed related variable (see Eq. 8.12)𝐹14 Fall speed related variable (see Eq. 8.12)𝐹r Rime fraction𝑚𝑟 Average raindrop mass𝑞sat0 Saturation vapour mixing ratio at 0∘C

Units of Measure and Prefixes

Symbol Name

atm Standard Atmosphere

B bel

b bar∘C degree Celsius

ft feet

g gram

Hz Hertz

in. inches

K Kelvin

m metre

min minute

Pa Pascal

s second

UTC Coordinated Universal Time

Table 1. Units of measurement for quantities used in this thesis.
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TERMS AND ABBREVIATIONS

Symbol Name Base 10

G Giga 109
M Mega 106
k Kilo 103
h Hecto 102
da Deca 101
d Deci 10−1
c Centi 10−2
m Milli 10−3𝜇 Micro 10−6
n Nano 10−9
p Pico 10−12

Table 2. Metric prefixes relevant to the units used in this thesis.
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Abstract

Weather predictions from bulk numerical models can be sensitive to how cloud microphys-
ical processes are parameterised, especially in mixed-phase scenarios involving vapour 
deposition, riming, and melting. Conventional microphysics schemes represent these pro-
cesses as transfers of mass or number between fixed precipitation categories, but they struggle 
to capture the nuanced qualities of ice particles, such as density or habit. To address this, a 
new mathematical framework of free-ice categorisation has been developed to continuously 
track and evolve ice particle qualities, allowing for a wider range of characteristics.

New microphysics schemes; P3 and ISHMAEL have been designed to improve predictions 
of riming, a crucial process for precipitation growth. P3 tracks rimed density, while ISH-
MAEL tracks ice geometry. These schemes remain relatively untested and may introduce 
uncertainties to riming and other mixed-phase processes. The question remains whether 
these schemes enhance microphysical process predictions and precipitation forecasts. To 
answer this, ISHMAEL, P3, and a conventional scheme; Morrison, were tested in two north-
east U.S. snowstorm case studies simulated by the Weather Research and Forecasting model 
(WRF). The storms exhibited extremely high (> 50 dB𝑍) radar reflectivity, heavy snowfall 
and mixed-phase periods, and were supported by various measurements including radar and 
IMPACTS campaign data products.

Predicted precipitation was remarkably diverse amongst the simulations. All schemes un-
derestimated observed snowfall depth, particularly density-predicting schemes. ISHMAEL’s 
inclusion of ice habit parameterisation generated more ice mass and graupel compared to 
P3 and Morrison and radar reflectivity predictions were strongly dependent on the rates 
of riming and wet growth aloft supported by ice habit evolution. Increased vapour depos-
ition to ISHMAEL ice habits indirectly influenced accretion, resulting in higher ice and wa-
ter mass mixing ratios than the other schemes. It was identified that geometric capacitance 
was a source of divergence between conventional and habit-diagnosing schemes. However, 
a small study of isolated vapour deposition in a box model showed that differences in the 
vapour depositional framework related to the mass-distribution hypothesis artificially in-
creased deposition rates more significantly than capacitance and should also be investigated 
in future schemes. Further work is required to standardise emerging schemes and recom-
mendations are made to improve these schemes in the immediate future. 
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Lay Abstract

Computational models are used to predict and study weather events by incorporating real-
world measurements into mathematical equations representing atmospheric mechanics. To 
handle complex interactions between numerous particles in some atmospheric processes, 
simplification, or parameterisation, using a small number of equations becomes necessary. 
While predicting interactions in bulk introduces uncertainty, it is necessary to manage com-
putational complexity. These parameterisations are grouped into microphysics schemes, 
which are the subject of ongoing research and debate

A key source of uncertainty are particle interactions between solid and liquid water, the 
mixed-phase, where interaction processes and the method of representing particles have 
been called into doubt. Novel microphysics schemes aim to provide new methods of particle 
representation that better capture interactions in the mixed-phase; ISHMAEL captures the 
geometry of ice as it gains mass, and P3 determines the density. However, these schemes 
have not undergone rigorous testing, and it is not known how these representations may af-
fect the vast array of microphysical processes.

In this study, we evaluated the performance of ISHMAEL, P3, and the conventional Mor-
rison scheme in two case studies of north-east U.S. Winter Storms simulated by the WRF 
model. We focused on how each scheme’s mathematical underpinnings influenced their 
ability to replicate observed precipitation qualities such as radar reflectivity signature, snow 
depth and density, precipitation type and amount, amongst others. To support our findings, 
we utilised observational data sets including the findings of the IMPACTS campaign, en-
compassing radar and both on-ground and aerial in situ ice geometry sampling.

It was determined that the introduction of ice geometry can drastically alter the amount 
and type of precipitation that is forecast at the ground. Whereas, the unconstrained pre-
diction of ice density causes inconsistent predictions of snow depth. While conventional 
ice frameworks provided moderate and reliable predictions, they fell short in predicting ex-
treme phenomena. Notably, conventional frameworks benefit from wide compatibility with 
other areas of the model. Adapting emerging ice particle representations into the broader 
model poses a formidable challenge, despite their potential to enhance forecasting capabil-
ities. Considerable work is required to adapt emerging ice particle representations if these 
schemes are to become a mainstay in the arsenal of forecasters.
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Part I

Review and Methodology
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Chapter 1

Literature Review

Within the field of atmospheric science, weather encompasses a spectrum of short-term 
atmospheric conditions, giving rise to a diverse array of meteorological phenomena ran-
ging from overcast skies to hurricanes. The weather at its most extreme can be destructive 
to property, infrastructure and livelihoods, even causing fatalities, but even in more mod-
est conditions, the weather can be surprisingly impactful. Predicting, or forecasting the 
weather is therefore a valuable tool providing multiple benefits to individuals and busi-
nesses alike.

In the early twentieth century Bjerknes (1904) had established weather predication as an 
initial value problem of mathematics, identifying two requirements: sufficiently accurate 
physical equations of the atmosphere, and sufficient observations of atmospheric conditions 
to initialise them. Iterative integration of the equations at a rate faster than real-time could 
thus enable a forecast. However, a third, more practical requirement emerged: achieving 
the great many necessary calculations at speed. Famously, Richardson (1922) posed that 
64,000 human-computers could process the data in unison (Figure 1.1) but completing the 
task quickly enough remained unlikely. Reviewing Richardson, Woolard (1922) captured 
the exasperation of their contemporaries;

“What satisfaction is there in being able to calculate to-morrow’s weather if it 
takes us a year to do it?”.

With remarkable foresight, Bjerknes signalled his faith in science to achieve a solution in 
the future (Schultz and Lynch 2022). By the end of the twentieth century, exponential ad-
vances in technology and our understanding of atmospheric physics have more than satis-
fied Bjerknes’ conjectures. In addition, modern computers have enabled the rapid integra-
tion of physical equations faster than real-time at small spatial and temporal scales or high 
resolution. As of the time of writing, modern supercomputers have reached exascale com-
putation; at least 1018 64-bit Double Precision operations per second, which is approxim-
ately equal to a hundred million earth populations working in unison at the rate of one cal-
culation per second.
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Figure 1.1. Sketch of a human-powered weather forecasting computer as hypothesised by Richardson (1922) . 
A conductor organises with a light the symposium of human computers who sit in many rows (Courtesy A. 

Lannerback, Dagens Nyheter, Stockholm).

Modern numerical models aren’t dissimilar to Richardson’s original model. The region 
to be studied is divided into three dimensional grid cells that span the atmospheric extent. 
The governing equations are applied to the grid and integrated forwards in time by a single 
time step, with the results shared to neighbouring cells. Once all grid cells have been in-
tegrated the future state of the atmosphere has been forecast by a single time step. If re-
quired, this process can be repeated iteratively to obtain an atmospheric state any number 
of time steps into the future, although it is widely regarded that the limitations of compu-
tational precision and chaotic nature of the atmosphere place the upper limit of predictab-
ility at two weeks (Lorenz 1963). The accuracy of the forecast is dependent upon several 
factors, primarily the reliability of the governing equations, the precision and extent of the 
initialising measurements, and the spatial (grid length) and temporal (time step) resolution 
of the model. In general, the latter two factors evolve with the pace of technology, whereas 
considerable debate surrounds the ideal formulation of equations to represent complex at-
mospheric processes.

The mathematical representation of clouds is a key source of uncertainty in numerical mod-
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els for weather and climate (Morrison et al. 2020; Schneider et al. 2017; Zelinka et al. 2016). 
On the climate scale, clouds absorb and reflect energy which is significant for the reten-
tion of heat. The frequency and distribution of clouds are therefore important to capture 
for reliable climate projections. Whereas on the weather scale, clouds are harbingers of 
precipitation, so the ability to accurately represent the mathematics of clouds or cloud mi-
crophysics is essential to the accurate prediction of precipitation at the surface. Much un-
certainty in modern day weather forecasts derives from the small (�10−7–10−1 m) scale of 
cloud particles and microphysical processes that do not generalise well to the much larger 
scale of resolutions used in numerical models (�101–105 m ) or climate forecasting (105–107
m). To understand the complexities of clouds across scales it is first important to under-
stand the constituent particles and their microphysical interactions.

Cloud particles or hydrometeors, are water-based structures formed within the cloud struc-
ture that collectively with water vapour distinguish the cloud from typical atmosphere. Nu-
merous hydrometeor types have been classified according to their method of formation, 
phase or combination of phases. For example, solid phase hydrometeors include suspended 
ice crystals, snow and hail, whereas liquid phase hydrometeors include micrometre scale 
droplets, drizzle and raindrops. Further classification exists based on particle temperature 
such as supercooled droplets that remain liquid below 0 ∘C, or so-called liquid skin ice that 
melts from outside to inside. Where discernible variation in precipitation structure or de-
velopment presents itself to human eyes, a new class of hydrometeor has shortly followed. 
This is perhaps no more true than with the identification and classification of an ice crys-
tal’s shape or geometry, known as the crystal habit.

In general, habit refers to vapour-grown ice crystals that exhibit distinct, hexagonal struc-
tures and consequently they lie within the definition of ice crystal or snow crystal hydro-
meteors. At the most rudimentary level, ice habits mirror the hexagonal structure of the 
H20 lattice to form plates or columns, depending on the ratio of the crystal lengths along 
its principal axis and basal plane. More complex habits are usually structural variations 
or combinations of these geometries. For example, sectored plates and dendrites exhibit 
branching at the plate corner, and capped-columns result from plate like growth at the edge 
of pre-formed columns. A multitude of crystal habits have been catalogued and organised, 
however creating a comprehensive catalogue of ice habits is difficult simply due to the large 
number of possible geometries that can occur. For example, Magono (1962) formulated 27 
types of snow crystals alone, and Bailey and Hallett (2004) has highlighted the fine-scale 
differences across even singular categories of habit, of which a subsection are shown in Fig-
ure 1.3. Ultimately, the habit is an important feature of precipitation because it can modify 
the rates and efficiencies of various microphysical processes.

Interactions that occur between hydrometeors causing the transfer of mass, particle num-
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ber, or any other quality are termed microphysical processes. Figure 1.2 provides an ex-
ample of some of the possible processes that exist in reality and that are represented in a 
two-moment numerical model. Note that the majority of interactions are mixed-phase (op-
erating between hydrometeors that occupy different phases of water), which proves a signi-
ficant barrier to forecasts given that mixed phase processes are notoriously difficult to ac-
curately represent (Grabowski et al. 2018). These mixed phase processes are important to 
the development of the cloud structure and the precipitation field. Nucleation of crystals 
and water droplets from vapour is integral to the correct partitioning of water and the sub-
sequent development of precipitation. Similarly, deposition and condensation form primary 
hydrometeor growth processes at an early stage. The rate at which these processes take 
place is important for the correct partitioning of mass and number concentrations in nu-
merical models, which has long been a focus of conventional two moment microphysics 
schemes. However, for the ice phase there are other substantial characteristics to be con-
sidered. The aforementioned habit is intricately related to the deposition process, though 
the growth of any one habit is highly sensitive to the ambient environmental conditions (see 
Figure 1.8). Another example is the formation of graupel by the process of accretion.

The accretion process concerns the growth of a hydrometeor by the collection of solids or 
liquids, the former producing aggregated structures and the latter forming surface layers 
of varying density. The growth of ice by the accretion of liquid droplets is termed either 
dry or wet growth, depending on the phase of droplets immediately after accretion. The 
wet growth regime considers the accretion of droplets that remain in a liquid state imme-
diately after accretion (Phillips et al. 2014). This may occur if the accretion intensity is 
sufficiently high that the latent heat of freezing droplets raises the ice surface to near 0∘C 
(Ludlam 1951). During wet growth a liquid-skin coating distributes evenly across the ice 
surface causing smooth surface geometries that may subsequently refreeze, or exhibit shed-
ding into water droplets, which is an important secondary ice mechanism (Pruppacher and 
Klett 2010). However, in most instances the impact of a supercooled water droplet to an 
ice crystal surface is sufficient to instantaneously freeze it at the ice surface, preserving its 
geometry and modifying that of its host. Thus, the geometrical modification incurred by 
the dry growth regime is radically different to that in the wet growth regime. Dry growth or 
riming is an important pathway for ice habit modification.

Riming is commonplace in mixed phase clouds and requires only the presence of the con-
stituent particles and a difference in relative fall speeds, which is readily obtainable by sed-
imentation of particles or forcing of particles in updrafts. Once heavily rimed, the resulting 
graupel particle is near spherical and resembles soft hail. However, partially rimed particles 
are much more geometrically complex due to the combined geometries of the initial habit 
and the random nature of riming collisions. These partial, or transitional states of riming 
are significant because riming is an efficient and fast paced method of ice growth in clouds 
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(Ávila et al. 2009). The riming process has implications for ice density and geometry, fall 
velocities, droplet depletion, liquid water content (LWC) and cloud longevity; it is a key 
precursor to precipitation (Harimaya 1975) and vital for electrification (Tsutomu Takahashi 
1978) and snow density predictions (Roebber et al. 2003).

Harimaya (1975) and Ono (1969) were amongst the first to complete comprehensive meas-
urements of riming. Their studies spanned several ice habits, of many size distributions, 
and the interaction of these crystals with a drop spectrum. The habit of a crystal could de-
termine its ability to rime, with generally more porous crystals requiring a larger crystal 
size to initiate riming (Harimaya 1975); columns accrete at smaller sizes than plates, branch 
thickness was also an important riming parameter. Ono (1969) found that crystals rimed 
along a certain axis of preference, which depended on temperature. Even in these early 
studies, the complexity of collection efficiencies was well demonstrated, and many of the 
criteria listed remain absent in current cloud models. The effect of crystal re-orientation 
along its largest dimension is crucial to the parameterisation of fall speeds (Erfani and Mitchell 
2017; Ono 1969); deducing the orientation and projected area effects upon riming, are still 
ongoing (Dunnavan and Jiang 2019; Erfani and Mitchell 2017). It was well noted that the 
collection efficiency may be of secondary importance to the habit formation region, as crys-
tals forming higher up would have a longer collisional path which was the overall determ-
inant for the amount rime accreted (Harimaya 1975; Ono 1969). While the differing ori-
gins of habits are often featured in microphysics schemes, the associated link between mass 
growth and fall velocity is not (Fan et al. 2016; Y. Lin et al. 2011).

The onset of riming is an important determinant, as this factor controls when riming can 
begin to convert droplets and so has implications for cloud LWC and the rate of precipita-
tion development. Harimaya (1975) found that the riming onset was habit and size depend-
ent. It was determined that small droplets cannot accrete to crystals, primarily due to the 
ventilation effect which diverts small droplets around the crystal’s flow field. Recent studies 
have provided evidence that indicates small droplets may actually be accreted with similar 
efficiency to other droplet sizes. Ávila et al. (2009) conducted a study using cloud chamber 
measurements and compared the distribution of surface accreted droplets to the distribution 
of the droplet field, finding that there were not significant differences between the rimed 
particles and the cloud droplet distribution. This indicated that all sizes of particles were 
rimed in fairly equal manner, and below the riming onset as determined by earlier studies. 
The findings reiterated that habit was still a key factor for collection, as the overall number 
of rimed droplets varied between different habits. The authors note that more work must 
be done to determine the effect of small droplet accretion, and state that the collection effi-
ciency of models was likely not suited to these riming cases.Unfortunately, it is difficult to 
make progress on these areas within the established hydrometeor categorisation system of 
conventional numerical models.
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Figure 1.2. Schematic of cloud microphysical processes for the NDW6 scheme adapted from Satoh et al. 
(2018). Categorised hydrometeor types are shown in boxes. Arrows indicate the exchange of mass (blue) or 
mass and number concentration (black) between hydrometeor types. Hom: homogenous, het: heterogenous

In conventional, bulk microphysics schemes such as in Figure 1.2, the precipitation field 
is represented by a small group of predefined hydrometeor categories, namely ice, snow, 
cloud water and rain that follow from classical observations prior to computer modelling 
(Magono 1962; Nakaya 1954). These categories have characteristics such as density defined 
a priori, which makes them inflexible to variation but has the benefit of constraining the 
precipitation to a physically reasonable representation. Categorisation of hydrometeors 
in this manner has occurred in examinations of secondary ice production (Sullivan et al. 
2018), riming (Milbrandt and Morrison 2013; Morrison and Milbrandt 2015; Satoh et al. 
2010), habit (Erfani and Mitchell 2017; Jensen et al. 2017; Praz et al. 2017) and cloud-
condensation-nuclei (CCN) (B. Chen and Xiao 2010; Stevens et al. 2018). Each category 
is represented by a log-normal, or more commonly, gamma distribution that enables a spec-
trum of particle sizes within a category as is often observed in reality (Adirosi et al. 2015; 
Marshall and Palmer 1948; Morrison and Grabowski 2008; Shan et al. 2020). The mo-
ment of each distribution, a statistical quantity that relates the integration of the gamma 
distribution to a power of the diameter, can be determined with each time step (Molthan 
2011). Single-moment schemes use a mass distribution hypothesis or mass-diameter rela-
tion (m-D) to prognose the total hydrometeor mass. Thus, the transfer of mass by micro-
physical processes can be achieved by modifying the distribution parameters. As computa-
tional power increases, more moments of the distribution can be integrated and retrieved, 
enabling the number concentration to be tracked in double-moment schemes and even more 
properties, such as the radar reflectivity to be obtained in emerging triple-moment schemes 
(Loftus et al. 2014; Milbrandt et al. 2021). A significant advantage of this methodology is 
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that hydrometeor populations are represented by analytical functions, which are less com-
putationally expensive than binned schemes, and are much more realistic than the intract-
able problem of exact particle representation (Straka and Mansell 2005). However, strictly 
defining the precipitation field into a handful of discrete categories is associated with sev-
eral problems in cloud models.

Hydrometeor categories may be distinguished from each other by their qualities or the pro-
cesses they undergo. For example, in the Morrison scheme snow and graupel have differ-
ent densities (100 kg m−3 and 400 kg m−3, respectively) and experience differing growth 
paths (aggregation and riming, respectively) but this is by virtue of model design rather 
than physical law. For example, the density of rimed supercooled droplets can range from 
50–900 kg m−3 providing considerable change in the overall crystal density (Milbrandt and 
Morrison 2013). Figure 1.4 highlights the wide variety of densities that occur in ice crys-
tals with variation in temperature. The value of these fixed properties are important because 
they’re used to feed physical equations and parameterise process rates, which in turn de-
cide the evolution of the cloud and the forecast precipitation. One such case is the afore-
mentioned mass-moment of the hydrometeor distribution, which requires an m-D relation. 
Commonly, hydrometeors are represented as constant-density spheres, enabling a conveni-
ent and simple cubic m-D relation that neglects variation in density or geometry. This may 
result in inflexible predictions of fall velocity, the speed at which hydrometeors fall within 
and outside the cloud, and may affect microphysical processes that have fall velocity de-
pendencies, such as riming and coalescence.

To overcome the limitations of fixed density and geometry, relationships such as the fall 
velocity diameter (v-D) relation are parameterised by measurements. Such relationships 
are useful for defining the very different dynamics of each hydrometeor, but do not allow 
flexibility of these dynamics for differing environments. (Jensen and Harrington 2015a) ar-
gues that the inflexibility of these parameters make particle growth a predetermined pro-
cess, rather than a consequence of environmental conditions. Ices are nearly isometric at 
nucleation, and go on to form a variety of shapes over time, but m-D relationships don’t al-
low natural growth; a branched dendrite is always branched (Jensen and Harrington 2015a). 
Under the riming process, supercooled water droplets have been shown to primarily fill-in
crystals, causing a mass increase which does not necessarily increase dimension (Heyms-
field 1982), this is in disagreement with m-D relationships that associate an increase in mass 
with a corresponding dimensional increase (Jensen et al. 2017). Specific habits may also 
have an axial preference for riming that promotes an uneven dimensional gain and affects 
the fall speed parameterisation (Ávila et al. 2009; Fukuta and Tsuneya Takahashi 1999; Pit-
ter and Pruppacher 1974). Where habit is absent or fixed, these effects are entirely ignored.

In addition to the unreliability of fixed-quality categories for the dynamics of single hydro-
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Figure 1.3. The large range of habits distributed by temperature and saturation (Bailey and Hallett 2009). Top 
shows distribution in text format, bottom shows pictorial format. The large variety of habits adds considerable 
complexity to computational models. Explicitly representing each habit costs additional computational time, 

and amplifies the error by autoconversion. Instead, a unified habit building scheme that utilises environmental 
conditions to build unique structures provides a uniform basis that may make riming autoconversion 

redundant
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Figure 1.4. Graph of crystal density changing with temperature, (Fukuta and Tsuneya Takahashi 1999). Large 
fluctuations occur at changing periods of efficient geometrical growth, which are then opposed by periods of 

fill-in mass growth, which exhibit limited geometric modification. m-D relationships cannot account for 
inconsistent fluctuations in density originating from dynamic environmental effects.

meteors, further problems arise when converting mass or number between hydrometeor 
categories, known as the autoconversion process. As autoconversion operates between hy-
drometeor categories it is strongly associated with cloud microphysical processes, which 
are responsible for interacting hydrometeors in reality. For example, the autoconversion 
of cloud droplets to rainwater that reflects the coalescence process, or the autoconversion 
between snow and graupel that mirrors riming (Lee and Baik 2017). The autoconversion 
process diverges from reality where it considers physical processes that are gradual in real-
ity to be discrete and instantaneous. The accretion of droplets to snow causes a smooth 
transition to rimed crystals over time, whereas autoconversion processes define a threshold 
droplet count that, when met, immediately converts mass from the snow category to the 
graupel category. Autoconversion of snow to graupel is over-reliant on m-D and v-D rela-
tionships, which relate mass or velocity to particle dimension (Jensen et al. 2017).

In the liquid phase, autoconversion of droplets to greater sizes; drizzle or rain, contributes 
to high sensitivities in cloud optical thickness, with significant consequences for global net 
cloud radiative forcing of up to 10 W m−2 (Michibata and Takemura 2015). The choice 
of autoconversion scheme determines the rate of rain formation. Beheng (1994) showed 
that the popular Kessler scheme forms rain too early in cloud simulations, and that, as op-
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posed to the Kessler scheme, parameterisations with at least two droplet spectrum para-
meters are needed to reliably simulate the coagulation process. Even so, the scheme is still 
regularly used in models, and is present in the Hadley Centre Global Environment Model 
(HadGEM2) and the Geophysical Fluid Dynamics Laboratory Climate Model (GFDL-CM3) 
(Cheng and Xu 2009; Colle and Zeng 2004; Michibata and Takemura 2015; Yamasaki 2013). 
Michibata and Takemura (2015) demonstrated that Kessler-type schemes may underestim-
ate the accretion-autoconversion ratio, a key parameter for the conversion of cloud and rain-
water, and traced the source of error to the conversion threshold.

Attempts to overcome the autoconversion problems try to reduce the effect of jumps between 
categories. Creating more hydrometeor intermediary classes was attempted, to minimise 
the gap made between categories during large jumps. This method has been applied to the 
problematic autoconversion of snow to graupel (Straka and Mansell 2005). By introducing 
partially-rimed hydrometeor categories it was hoped that effects due to large mass jumps 
would be dampened. Though, with added hydrometeor types, additional complexity comes 
with an additional computational cost (Jensen et al. 2018). Furthermore, the addition of 
more autoconversion occurrences in a model run does not resolve the inherent problems of 
autoconversion, but increases the possible number of opportunities for these errors to occur. 
The faulty m-D relationships remain unchanged for any number of intermediary categories 
(Jensen et al. 2017).Innovative methods have emerged in recent years that aim to build hy-
drometeor states in a more continuous way, which is particularly beneficial to mixed phase 
processes and of these, the accretion processes such as riming, have received particular at-
tention in the field of model development.

Continuous droplet accretion during riming is at odds with strictly defined v-D relation-
ships. The fall speeds of partially rimed snow remain the same as unrimed snow despite the 
possibility of ongoing accretion, only changing in value after meeting the autoconversion 
threshold for graupel (Jensen and Harrington 2015a). The effect of predefined v-D relation-
ships is to create stepwise fall velocities with unnatural jumps in speed (Grabowski et al. 
2018). Poor representation of riming in this manner has been linked to decreased confid-
ence precipitation forecasting, and inter-model precipitation variability (Colle et al. 2005; 
Y. Lin et al. 2011; Morrison and Grabowski 2008). Colle and Zeng (2004) noted that by 
slight changes to the fall speeds can contribute surface precipitation variations of between 
10–30%.

The amount of droplets and their size has been shown to be a factor in riming collection ef-
ficiency, and in a similar vein, the introduction of aerosols which mediate these cloud qual-
ities can also affect riming. Borys et al. (2000) hypothesised that riming would be less effi-
cient when high concentrations of CCN were introduced to a cloud, as CCN increases make 
droplets more populous but smaller. The decreased droplet sizes would be too small to rime 
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Figure 1.5. Drag coefficients and Best numbers for crystals as functions of Reynolds number, (List and 
Schemenauer 1971). Numbers 1-6 indicate: 1. Disc, 2. Hexagonal plate, 3. Broad Branched Crystal, 4.Stellar 

Crystal with Plates, 5. Dendrite, 6. Stellar Crystal. Hence increasing numbers generally indicate increasing 
porosity and complexity of structure.

and thus reduce the riming effect, decreasing the snow precipitation. This general method 
of riming suppression is supported by Colle and Zeng (2004) who found that higher CCN 
concentrations promoted the amount of retained cloud water in small droplets, which did 
not promote riming. However, the reduced conversion of snow to graupel meant that snow 
output actually increased. These indirect effects of graupel on precipitation were found to 
be important, with a graupel formation having a weighted importance of 35% on final pre-
cipitation output (Colle and Zeng 2004). Some studies have pointed to the opposite effect, 
whereby the benefit of increased number density outweighs the cost of droplet size reduc-
tion (Fan et al. 2016; Lohmann et al. 2003). The addition of CCN may change the qual-
ities of the cloud which determine habit production, and therefore modify the habits pro-
duced. These habits have different riming qualities, including variable collection efficien-
cies across droplet sizes. Consequently, riming benefitted from an increased density of rim-
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ing particles. The introduction of CCN, and subsequent effects upon the riming rate, of-
ten leads to reduced cloud lifetime (Colle and Zeng 2004; Lohmann et al. 2003). Fan et al. 
(2016) stated that the uncertainty around riming rates for different habits and droplets is an 
area of uncertainty for aerosol modelling.

The amount of radiative forcing due to cloud water retainment is a large area of uncertainty 
(Fan et al. 2016; IPCC 2013; Y. Lin et al. 2011). Investigations into the southern ocean 
(SO) radiative bias have indicated that riming has a substantial effect on the droplet popu-
lation, and cloud lifetime (Vergara-Temprado et al. 2018). Too much ice in the initial stages 
of simulations can cause clouds to rapidly glaciate and disperse the water content to fewer 
larger ices. This riming dominance then contributes to a shortening of cloud lifetime and 
encourages a lower albedo. This contributes to more short wave radiation reaching the sur-
face of the ocean, contributing to the SO radiative bias (Vergara-Temprado et al. 2018). 
Similarly Furtado and Field (2017) examined the SO radiative bias, and determined that 
models were sensitive to ice content in the early stages of model runs. They found that the 
inclusion of non spherical ice particles, a step toward habit representation, allowed for a 
more dynamic riming representation which increased the LWC retainment in comparison 
to models with less riming consideration, and affected the radiation output.

In a study of glaciated winter cumulus over the UK, Crawford et al. (2012) found that mod-
els were sensitive to the initial ice formation and the amount of ices present at early stages. 
Increased ice early on enhanced the riming process, exhausting the liquid content of the 
cloud and causing a reduction in cloud lifetime. Instead, cloud glaciation was not due to the 
production of more initial ices, but due to an enhanced Hallett and Mossop (1974) process 
in which riming of ice crystals in the vicinity of −5∘C can produce copious secondary ices 
by rime splintering, with the process active in the range −8∘C < T < −3∘C. The effect-
ive representation of this glaciation mechanism was very sensitive to the representation of 
riming (Crawford et al. 2012). The poor representation of riming in global climate models 
has been isolated as a key to cloud lifetime and radiative bias. In some models, fall speed is 
not adaptive to the growing mass of rimed particles. By modifying the representation to in-
clude a mass weighted fall speed component, (Y. Lin and Colle 2011) determined that there 
was an increase in ice aloft, which contributes more outgoing long wave radiation as well as 
a slight precipitation decrease.

Representation of riming in models is particularly problematic and it can make evolving 
ice properties that depend on riming, such as habit and fall speed, more uncertain (Erfani 
and Mitchell 2017; Fan et al. 2016; Grabowski et al. 2018; Milbrandt and Morrison 2013). 
Some models have begun to use convenient power law relations for axial growth, which 
can circumvent some of the autoconversion problems (Erfani and Mitchell 2017). However, 
even in these cases, the riming collection efficiency is treated as constant and determined a 
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priori. Y. Lin and Colle (2011) used an adaptive scheme which included rime intensity, al-
lowing a singular rime category to grow in size more dynamically so that particle growth 
could be determined by LWC and temperature. This method allowed secondary effects, 
such as cross section and fall velocity to be implicitly modelled and particle growth util-
ised local environmental conditions, enabling it to adapt in real time. The results included a 
reduced computational time, and increased riming rates (Y. Lin and Colle 2011). To focus 
on adaptive growth, Lagrangian schemes which are particle focused, have been identified 
as well suited to the riming problem rather than traditional bin schemes (Grabowski et al. 
2018). Further developments and innovations in this area are expected in the coming years 
(Grabowski et al. 2018).

Linking mass and dimensional growth due to riming, with fall speeds that are mass and 
area dependent, seems a very natural aim for models. However, many models do not effect-
ively link riming and fall speeds. This was highlighted by Milbrandt and Morrison (2013), 
who developed an adaptive scheme allowing for rimed particle growth of variable rime 
density within a single category, thus increasing the degree of freedom for a category rather 
than including more partially rimed stages. This free-ice or generalised-ice approach allows 
precipitation to drift according to physical principles rather than catering to pre-defined 
precipitation types. The representation of riming in this model highlighted the effects upon 
the graupel spatial distributions, which could subsequently affect fall speeds (Milbrandt and 
Morrison 2013). For example, changes to the rime density enhanced graupel found in the 
convective regions which raised the precipitation output. The advent of prognosed dens-
ity provides multiple opportunities to improve precipitation forecasts, not least for extreme 
snow depth events in which the density of snow relative to water, termed the snow-to-liquid 
ratio (SLR) is an influential factor in the calculation of snow height. Despite these advant-
ages, prognosing density or other variables in a free ice category framework presents nu-
merous practical problems. For example, the Milbrandt and Morrison (2013) scheme could 
not represent different rime densities at the same point; which deterred the authors from 
suggesting a possible unified ice category encompassing both graupel and hail. The authors 
remarked that “adding complexity can solve problems but generate new ones”.

Users of microphysics schemes based upon the free-ice categorisation framework may find 
that retrieving precipitation forecasts from the model output is significantly more complex. 
Modern bulk-microphysics schemes typically contain the four conventional categories; cloud 
droplets, rain, ice and snow, and in some schemes an additional mixed-phase category such 
as graupel or hail. The presence of these hydrometeor categories has negated the require-
ment for an end user to define precipitation, either mathematically or conceptually. Instead, 
the end user simply retrieves the moments of one of the predetermined hydrometeor-categories. 
In many respects this is advantageous, as precipitation types are readily available from the 
model output requiring less work by the end-user in post processing. However, the end-user 
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is also limited to only the precipitation types chosen by the model developer, and the qualit-
ies of the precipitation field remains relatively inaccessible.

By shifting the focus of microphysics schemes away from strictly defined precipitation cat-
egories, microphysical processes can be viewed more so as a function of fundamental ice 
characteristics, rather than discrete constituents. A caveat of using this methodology in mi-
crophysics schemes is that the qualities of the precipitation field are not categorised into 
precipitation types in the output, likely to minimise computation time and conserve memory. 
Instead, the determination of precipitation type is left to the end user. This poses several 
challenges to the end-user and to the wider scientific community, as precipitation type defin-
itions are not standardised and so the definition of precipitation type may vary from user 
to user. For example, ice pellets in the Commonwealth are referred to as sleet, and in the 
United States of America (U.S. hereafter), snow may refer to aggregated ice in some cases, 
but in other cases may refer to unaggregated but large crystals, such as dendrites and stel-
lars. Graupel and hailstones have also been historically used interchangeably, and similar 
complications arise in several other precipitation types. Defining the precipitation type can 
therefore have interesting cultural and historical discrepancies.

Defining precipitation is further complicated by the wide array of physical characterist-
ics used to describe precipitation-type in reality, but the comparatively small set of simu-
lated precipitation variables handled by a microphysics scheme. In some instances, there 
is considerable overlap in the precipitation definitions from the available variables. For ex-
ample, cloud ice and ice-pellets can share similar density and size ranges, but are visually 
dissimilar in reality. Their difference arises from vastly different growth histories, but sev-
eral, key historical prognostic variables are not tracked in free-ice microphysics schemes. 
For example, cloud ice may grow by deposition, and ice pellets may undergo melting and 
refreezing, but this important historical-contextual information is often absent. Instead, 
the density is evolved and tracked regardless of microphysical process, so similar density 
particles provide no contextual information regarding the processes that led to that value. 
While the effect of microphysical processes on particle growth is certainly included, and 
arguably in a more consistent fashion than categorised schemes, the final prognostic vari-
ables don’t provide a complete enough picture to accurately distinguish precipitation types 
with subtle differences. On occasion, this may be made easier by a specifically tracked pro-
gnostic variable, but comparison between schemes only becomes more difficult, as the lim-
ited prognostic variable set in each scheme may differ, and therefore so to do the criteria 
which define the precipitation. It is important to consider then that the uptake of free-ice 
categorisation in emerging microphysics schemes, though it may be beneficial to trans-
itional processes, may be difficult to grasp for forecasters used to the conventional system.

In addition to the uptake of generalised categories, emerging microphysics schemes are 
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simultaneously incorporating predicted particle qualities such as rime density or aspect ra-
tio. Habit determines the mass distribution and surface area of crystals, which are defin-
ing features for the calculation of fall speeds (Heymsfield and Westbrook 2010; Westbrook 
2008). J.-P. Chen and Lamb (1994) developed the theoretical framework for an adaptive-
habit (AHAB) hydrometeor category, which enabled microphysical process rates to directly 
affect particle habit during growth. In this framework, ice particles were represented as 
spheroids whose aspect ratios developed continuously according to their local environment. 
The development of specific habits depends on the availability of vapour for deposition 
(saturation), temperature, and the mixing ratios of these hydrometeors in the habit’s locality 
(J.-P. Chen and Lamb 1994; Fukuta and Tsuneya Takahashi 1999). These features are im-
plemented through an inherent growth ratio 𝛿∗ that relates environmental conditions to axial 
growth. This concept was implemented in the ISHMAEL bulk microphysics scheme that 
simulates two generalised ice categories using the J.-P. Chen and Lamb (1994) framework 
(Harrington et al. 2013; Jensen et al. 2017). The beauty of this method is that transitional 
ice particle habit can affect process rates and vice versa, enabling more dynamic feedback 
between the local environment and the development of precipitation. These feedback mech-
anisms are important to mixed phase processes, which are particularly sensitive to continu-
ous, transitional development (Grabowski et al. 2018). The process of riming produces a 
continuous transition in a crystals habit and density that lends itself to free-ice categorisa-
tion.

Importantly, even these emerging microphysical schemes still do not account for non uni-
form density effects, such as changing axial preference and fill-in. The use of spheroids 
does not allow for ice gaps or holes which occur in some porous crystal species, although 
the introduction of differing axial densities provides an analogue for this (Jensen and Har-
rington 2015a). The ventilation effects of species with a discontinuous surface area, such 
as dendrites and stellars, affects accretion rates (Fukuta and Tsuneya Takahashi 1999). Fur-
thermore, porous species experience modified aerodynamics (see Figure 1.5 which lead to 
differing fall velocities (Heymsfield and Westbrook 2010; List and Schemenauer 1971). 
There are considerable aerodynamic differences between porous and non-porous crystal 
types, and even still between types of non-porous crystals (List and Schemenauer 1971). It 
is not clear that models such as ISHMAEL can dynamically include these effects. Perhaps 
most notably, and in the vein of (Milbrandt and Morrison 2013), complexity can create as 
many problems as it solves. Unlike the P3 scheme, which isolates its complexity to the rim-
ing process alone, the ISHMAEL parameterised habit has far reaching effects for a whole 
host of microphysical processes beyond riming. Perhaps the most important of these is the 
vapour deposition process, which is intricately related to the development of habits and the 
early growth of cloud ice in general.

At high elevations, the vapour deposition process is likely to be the most efficient growth 
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pathway of ice for several reasons. The character of recently nucleated ice particles have 
microscale cross-sectional areas and negligible fall speeds, resulting in a reduced likelihood 
of multi-particle interactions. The most effective transfer of mass in this environment is via 
ambient water vapour that has comparatively more dynamic freedom to disperse and inter-
act with crystals. Although these crystals typically exist at very cold (< -30 ∘C) temperat-
ures, droplet formation is constrained by the small concentration of cloud-condensation-
nuclei (CCN) available for nucleation at high elevation, and thus the ambient environment 
is in a saturated state with respect to water. Figure 1.6 highlights the smaller vapour pres-
sure over ice compared to water and the exacerbation of this effect at decreasing temperat-
ures. Temperatures between -10∘C and -30∘C host ice saturation vapour pressures consid-
erably smaller than that of liquid, resulting in an environment that is saturated over liquid 
water but is supersaturated with respect to ice crystals. The resulting thermodynamic action 
is for ice crystals to scavenge vapour by deposition whilst simultaneous droplet evaporation 
maintains the liquid water saturation level. This Wergener-Bergeron-Findeison (WBF) pro-
cess is a primary method of early ice crystal growth that is essential to the mass gain and 
resulting sedimentation of ice crystals through the cloud. Given its importance to ice and 
droplet size distributions during early development, it is essential to accurately parameterise 
the deposition process in numerical models.

Figure 1.6. Difference in vapour pressure over water and ice from Storelvmo and Tan (2015). Left: saturation 
vapour pressure over bulk liquid (𝑒𝑙) and bulk ice (𝑒𝑖). Right: absolute (red) and relative (black) difference 

between 𝑒𝑖 and 𝑒𝑙.
In numerical models, deposition can be viewed from an ingredients based methodology 
as a transfer of mass between hydrometeor populations or categories, and at a more rudi-
mentary level a manipulation of the respective particle size distributions (PSD) of each cat-
egory. Inaccurate calculations of the deposition rate by parameterisation schemes can be 
expected to produce inaccurate moments of the PSD for each hydrometeor category. Dur-
ing deposition, the mass and number of ice particles are influential to both the supply and 
scavenging of vapour in a cyclical manner. If poorly captured, this can lead to a cycle of di-
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minishing returns and compounding errors for the PSD during the cloud ice growth stage. 
Further, second-order consequences can be expected to arise later in the cloud cycle, during 
the formation of precipitation, if the early growth of cloud ice by deposition is not captured 
effectively. For example, the mass of a crystal distribution is integral to the accurate compu-
tation of ice particle fall speeds, and the collection efficiency of snowflakes is dependent on 
the number concentration of ice crystals during descent. Thus small errors at the deposition 
stage may bleed into subsequent microphysical processes, causing them to be inaccurate 
even if their individual parameterisation is very effective.

The process of riming might be particularly sensitive to the effects of deposition as it op-
erates in the mixed-phase, requiring the accurate formulations of two hydrometeor PSDs 
and therefore compounding the errors found in the respective PSD of each. This is only 
more pertinent in the context of the WBF process, as these hydrometeor PSDs are in act-
ive competition and so inaccuracies may quickly compound. Furthermore, the riming pro-
cess is dependent on the ice particle fall speed, number concentration, ice particle size and 
aspect ratio for the correct determination of riming rates. So, whilst improving the riming 
parameterisation directly is beneficial, such as by the explicit inclusion of ice geometry, the 
improvements in captured riming rates must not occur at the expense of other microphys-
ical processes that feed the riming dependencies. It is clear that even the most adept riming 
parameterisation cannot overcome poorly predicted ingredients data.

Poorly constrained deposition process rates that have consequences for subsequent process 
such as riming or aggregation might inhibit or enhance the onset of precipitation. For ex-
ample, by the formation of a homogeneously sized droplet field devoid of ice or, at the other 
extreme, a completely glaciated cloud. These effects may materialise in absent or poorly 
timed precipitation development, incorrect forecasting of precipitation type, or a combina-
tion of both. The size and concentration of droplets and crystals collectively determines the 
cloud albedo, a significant factor on the meteorological time scale but perhaps even more 
so on that of the climate. The scale of the potential problems becomes apparent when con-
sidering the proportion of clouds that contain ice. A study of satellite data by Lau and Wu 
(2003) found that 70% of tropical precipitation events begin in the ice phase. By extension, 
these cases will feature deposition during the formation of precipitation. Understanding de-
position is therefore an important feat not only to improve accuracy on the microscale, but 
in order to improve macro-scale properties with wider utility, from cloud lifetime to precip-
itation forecasting.

Deposition from the perspective of thermodynamics is a straightforward process that should 
be possible to capture in microphysical parameterisations analytically, but a closer look 
at ice crystals in reality reveals a complex myriad of factors to be considered that seem to 
almost-deliberately evade computationally simplistic parameterisation. Perhaps the most 
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obvious and famous feature is the geometry of ice, or habit.

Ice crystal shapes have been recorded by observers for hundreds if not thousands of years 
i.e. Han Yin (200 B.C.) but formal classifications began perhaps as early as the 1600s in 
Europe with the likes of Descartes (i.e. Discours de la Méthode Pour bien conduire sa raison, 
et chercher la vérité dans les sciences). In 1837 Suzuki Bokushi published Hokeutsu Seppu
containing sketches of 86 snow crystal types (later 97 with the addition of Doi Toshitsura) 
in the Echigo province of Japan, famous for its snowy winters. Almost 100 years later, Ukichiro 
Nakaya, a scientist born in the same region, produced the first artificially grown crystals us-
ing rabbit hair and documented his findings. Snow Crystals by Nakaya (1954) produced a 
scientific classification of habits numbering forty-one types, thirty-one more than the sys-
tem proposed by the International Commission on Snow and Ice only three years prior. A 
subsequent classification by Magono (1962) categorised 80 crystals of unique habit. This 
work had remained the definitive guide, until an updated classification in 2013 expanded 
the count to 121 types Kikuchi et al. (2013). Indeed there may be more forms as the fea-
tures of complex crystals are identified and categorised even further.

The existence of these varied and numerous ice crystal geometries does not necessitate their 
need in numerical models. However, the motivation for their inclusion can be found in their 
effects upon a wide array of microphysical processes. For example, vapour deposition, ac-
cretion, fall speed and aggregation are all dependent on ice habit. The question of how im-
pactful is its inclusion in numerical models remains open, primarily due to the absence of 
habit in almost all microphysical schemes used to date. The next generation of microphys-
ics schemes face a barrage of competing variables that also command attention, for example 
rime density, but the narrow focus of these variables may limit their perceived importance 
as opposed to the far reaching effects of ice habit. Certainly, the results obtained in Part II 
show that the inclusion of ice habit in the ISHMAEL scheme has a multitude of impacts 
across processes.

Understanding deposition on the molecular scale is required to understand the development 
of macro-scale habits. The prevalence of so many differing types of habit indicates that 
deposition is not as simple as the thermodynamic picture, or the Bergeron process, would 
imply. First we must understand how vapour molecules attach to the surface and how that 
surface is ordered. By definition, ice exhibits an ordered crystalline structure with rigid 
bonds. The unit cell of solid water is well known and its repetition by stacking is a good 
approximation of the structure of recently nucleated ice particles, though defects can and 
do exist to great importance that will not be mentioned here. Stacking the unit cell creates 
a tetrahedral lattice and projections of this lattice onto a basal plane can illuminate the fa-
miliar hexagonal shape with which snow crystals are synonymous on the macro-scale. Thus 
the intrinsic structure of ice is hexagonal, providing a basis, but not an explanation, for the 
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macro-scale hexagonal structure easily identified by eye. The axes of growth are divided 
between the basal or prism faces, effectively compounding the hexagonal structure in width 
or height. Habits are combinations of uniform or localised depositional growth across the 
crystal faces.

Given this simple ice structure to build upon, deposition as a simple addition of molecules 
from the gas phase to the ice surface can explain axial growth. Given that a gas has negli-
gible collective structure and a statistically even distribution of molecules, ambient vapour 
levels are, over the growth period of a crystal, practically uniform on all surfaces of the 
crystal at any instant, leading to symmetric growth to the human eye. The freedom provided 
to vapour molecules by their gaseous state allows molecules to take on a position and ori-
entation favourable to the pre-existing crystalline structure of the solid in a way that per-
petuates the tetrahedral geometry of the ice lattice, preserving the six-fold symmetry. Such 
an effect cannot readily occur from ice-liquid interactions, for example, as the water mo-
lecules are themselves loosely bound and unlike the uniform vapour field, droplets coat 
only localised areas of the crystal. The method of depositional growth is therefore clear, 
water vapour will bind molecules to the ice structure in a way that perpetuates the lattice.

Figure 1.7. The hexagonal structure of the ice lattice projected onto the basal plane from Lamb and Verlinde 
(2011). The unit cell of water is shown by black solid lines. Cutting the lattice along the fewest bonds 

produces a hexagonal structure (grey line).

Facets, or faces, of the crystal develop naturally as a consequence of the lattice. A slice of 
the lattice that produces the fewest free or dangling bonds produce a hexagon, as shown in 
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Figure 1.7. Indeed, the number of available bonds is important to the growth rate. So called 
rough surfaces have lots of available bonds and so grow more quickly in the presence of va-
pour than facets, which are comparatively smooth and have few free bonds. As the rough 
areas grow they too develop into facets and their growth rate reduces. Over time the tend-
ency is for rough edges to fill out quickly and for facets to do so slowly, thus after consider-
able vapour growth the hexagonal structure of ice becomes apparent.

Branching is the growth of ice at the apex of two facets, a mechanism that occurs as crystals 
grow larger beyond the facet growth stage. This is caused by the additional length an apex 
extends into the vapour field compared to the facets. Branching is the first of two ice crys-
tal instabilities, so called because the effect is self compounding. Branching begins slowly, 
but as the branch itself extends further from the crystal, it more rapidly grows, accelerating 
from the facets. At the leading edges of the branch further branching can occur and so on 
creating fractals or repeating branches that define the iconic image of a characteristic snow-
flake.

A second instability is similarly present during ice crystal development, the sharpening in-
stability. In nature snow crystals are often thin and flat, an extreme shape for an apparently 
random process. Moreover, the thin facet is almost always the prism face, not the basal. 
The development of such an extreme shape is accounted for by the uncanny attraction of 
molecules to small facets. As the ice facets grow they do so in terraces or layers that over-
lay the facet surface. Larger facets have typically slower growth than their smaller coun-
terparts, so newly developed terraces themselves develop terraces more rapidly than their 
larger counterparts. This leads to accelerating facet growth across thin layers extending out-
ward of the prism face, with facet fill-in occurring over longer time periods.

Possibly the most interesting question of how do conditions manipulate the ice geometry, 
was the subject of the earliest studies into ice habit. During Nakaya’s studies into artificial 
and natural crystals he developed his famous ice diagram (Figure 1.8), the first of its kind 
to relate ambient supersaturation and temperature to ice habit formation. In his diagram, it 
is shown that crystals transition from plates to columns and back again as temperature de-
creases, whereas increases in supersaturation lead to more elaborate and detailed shapes at 
all temperatures. Ice crystals that traverse multiple temperatures or supersaturation levels 
could be expected to form in a predictable way. For example, with supersaturation held 
constant, columns would require only a few degrees of temperature difference to develop 
plates or caps at their basal faces. Many implementations of ice habit in modern micro-
physics schemes derive from this diagram, for example the conditions of the dendritic zone 
are used to determine when snow production occurs.

Clearly, the scale and complexity of surface processes that occur during deposition on the 
microscale are far beyond the reach of bulk microphysics schemes. However, it is important 
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Figure 1.8. The Nakaya (1954) ice crystal habit diagram adapted by Libbrecht (2001). Crystal images indicate 
the type of ice habit found for a given supersaturation and temperature. General classifications of habit are 

attributed to broad temperature ranges (top). Intricate structural patterns are found above the water saturation 
curve.

to appreciate the origins of these processes to ensure that they are consistent with coarse-
scaled parameterisations schemes. One of the simplest and earliest methods of incorpor-
ating shape to the deposition formulation used in droplets was to use the electrostatic ana-
logy.

The growth of ice at the molecular level is complex and discrete, and far beyond the scope 
of microphysics schemes. A simpler and more commonly used approximation is to draw 
comparison with electrostatics, namely a conductor in an electric field. This analogy is jus-
tified because the action of an electric charge in a changing electric potential is similar to 
water vapour with varying vapour concentration (Lamb and Verlinde 2011). Simplifying 
the many vapour molecules in the gas by approximation of a continuous field allows for ef-
ficient analytical expressions of the deposition process that are convenient for numerical 
models. Solutions for vapour deposition can therefore be taken directly from electrostat-
ics: the flux of vapour to ice is directly proportional to the field’s gradient, resulting in a 
Maxwell-like growth law (and with Maxwell this analogy possibly originated). As in elec-
trostatics, each ice habit has an analogous “capacitance” that determines the relationship 
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between the concentration of the ambient vapour field and the consumption of vapour mo-
lecules by the ice particle. The capacitance of crystal habits in electrostatics is directly por-
ted to the vapour deposition model.

A common choice when approximating the deposition process of a single ice crystal is to 
draw comparison with the well established field of electrostatics, namely to make an ana-
logy between the capacitance of a conductor in an electric field with the depositional po-
tential of an ice crystal in a vapour filled environment. Figure 1.9 adapted from Lamb and 
Verlinde (2011) shows how an ice particle in this framework might be imagined. The ice 
particle with flat, disc-like shape (shaded grey) is resident in a continuous vapour field in-
dicated by field lines extending radially from the ice particle centre. The net flux of the 
theoretical vapour field is towards the ice particle. The area occupied by the ice crystal is 
a fixed boundary, that perturbs the vapour field in its vicinity. For example, circular lines of 
constant vapour density tend to be increasingly perturbed as they approach the crystal sur-
face resulting in more oblate field lines. The vapour density increases in proximity to the 
ice surface (indicated by increasingly dense field lines) implying that vapour in the near-
field experiences a greater pull toward the ice than vapour that is further away. A cut out of 
the near field, shown in Figure 1.9 highlights that the capacitance analogy identifies areas 
of very high net flux near to the crystal prism face, which is far more narrow than the basal 
face. This increased flux at the sharp edges of ice crystals is related to branching and prefer-
ential axial growth during deposition that leads to more and more oblate (flat) crystals, such 
as plates and stellars.

The electrostatic analogy applied to the vapour deposition process is typically justified by 
recognising similarities between how an ice particle attracts and collects ambient vapour 
molecules, and how a capacitor attracts and stores charged particles. For example, a capa-
citor’s potential difference affects its ability to store additional charge in a similar way to 
how the amount of vapour mass collected by ice will reduce the vapour mass accordingly, 
resulting in a less dense field and a reduced net tendency to ice with time. The action of 
a vapour molecule in a varying vapour concentration is also similar to that of an electric 
charge in a changing electric potential (Lamb and Verlinde 2011). The near-surface field 
experience a greater pull and more influence over the ongoing exchange process than more 
distant sections of the field. In the deposition process, this allows the exchange of vapour 
mass to be closely tied to the geometry of ice in the near-field whilst distant vapour experi-
ences negligible pull toward the ice crystal.

With several similarities between these two frameworks identified, one may be satisfied that 
this analogy holds for the vapour process, whilst acknowledging that some modifications 
will be required to fully translate it to the deposition process observed in reality. One of the 
most useful features of the capacitance analogy is that the well-established Maxwell equa-
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Figure 1.9. Ice particle in a vapour field as imagined by the electrostatic analogy adapted from Lamb and 
Verlinde (2011). Lines of constant vapour density are indicated by field lines, and the vapour deposition net 
tendency is indicated by black arrows. Ice particle is an approximate flat plate indicated by grey shading. A 

cross section in the near field is shown in close proximity to the crystal surface.

tions can be lifted directly from electrostatics and applied to the deposition. For example, 
assuming that the flux of vapour to ice is directly proportional to the vapour-field gradient, 
a Maxwell-like growth law can be established.

To fully utilise the electrostatic framework in a microphysics scheme, the value of the ana-
logous capacitance must be determined for ice crystals. One may begin with the electro-
static capacitance of a conductor, which is a function of only geometry and determines its 
ability to both collect and store charge. Thus, by analogy, the capacitance of an ice crystal 
is also a function of geometry and determines the particle’s ability to collect and store de-
posited vapour molecules. However, this is difficult to implement across bulk microphysics 
schemes that simulate particle size distributions (PSD), and which often do not consider the 
geometry of ice crystals as a factor in microphysical process rates.

An review of several bulk microphysics schemes was performed to determine the preval-
ence of capacitance as term in the vapour deposition process parameterisation. The schemes, 
shown in Table 1.1 were chosen for examination because they span a variety of frameworks 
and are commonly used. For example, the ISHMAEL and P3 schemes belong to an emer-
ging branch of bulk microphysics schemes that track particle properties, and the Morrison 
scheme uses a conventional binned hydrometeor framework. The Thompson and WSM6 
schemes are commonly used in the literature, but also receive increased exposure due to 
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their use in WRF physics-suite options; CONUS (contiguous United States) and TROPICAL
(Song-You Hong and Lim 2006; Thompson et al. 2008). The physics-suite is a user-selected 
option in the WRF namelist file that was devised to provide reliable combinations of namel-
ist options for a given scenario, i.e. the WSM6 is the recommended microphysics option for
TROPICAL storms (Skamarock et al. 2019). Given that the physics suite parameter is likely 
to be used by those unfamiliar with the details of microphysics schemes, it is reasonable to 
assume that the capacitance formulation is likely to not be considered.

The capacitance term is a factor in the deposition formulation of all schemes considered 
in Table 1.1 and is generally used during the solving of the supersaturation equation. In 
Morrison and P3, the supersaturation is determined over the hydrometeor population us-
ing the average capacitance of each hydrometeor type and their specific phase relaxation 
time 𝜏 (see Appendix A). The resulting supersaturation difference drives the deposition 
mass tendency, with the mass redistributed over the PSD. In other schemes such as ISH-
MAEL and WSM6, the capacitance is a component in the deposition mass tendency equa-
tion. The deposition process redistributes vapour and ice mass, and this drives the resulting 
supersaturation level. Importantly, in most bulk schemes the capacitance as it appears in the 
electrostatic analogy is not fully realised due to geometrical constraints. Most microphysics 
schemes lack the ability to fully represent ice particle geometry and so will often represent 
ice according to a single dimension, such as the radius or diameter, which forms the gamma 
distributed variable in the particle size distribution. The geometry of ice can be inferred 
by the mass distribution (m-D) hypothesis and in nearly all cases, hydrometeor geometry 
is determined by a spherical m-D relation. Consequently, all ice particles are assumed to 
be spherical and this makes determining the capacitance for a range of possible ice particle 
habits difficult.

For most bulk schemes a simple choice is to make the capacitance proportional to the dia-
meter, and to use a fixed value as a constant of proportionality, which enables relatively 
easy integration of capacitance throughout the PSD. For example, in WSM6 the capacit-
ance is used only for graupel with 𝐶 = 2𝜂0𝜋𝐷𝐺, where 𝐷𝐺 is the diameter of graupel 
and 𝜂0 the permittivity of free space and in Morrison (Morrison et al. 2005) particles are 
treated as spheres with 𝐶0 the dimensionless capacitance, set to 1 such that 𝐶 = 𝐶0𝐷. 
This method is the least complex way of including the capacitance because the constant of 
proportionality does not need to be considered during integration of the PSD and it does 
not need to be calculated based on any dependencies. However, this formulation does not 
consider three dimensional variability as in the original analogy. By parameterising capa-
citance in this way, the deposition process assumes that all particles are spherical and ac-
cumulate vapour molecules as a sphere would, which negates the more complex variations 
in capacitance that occur in reality. The one-dimensional capacitance faces an uphill battle 
to accurately forecast deposition rates because, for a given diameter, particles may exhibit 
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a range of geometries and therefore a one-to-one capacitance-diameter relationship cannot 
accurately reflect the possible range of possible capacitances that might occur.

An attempt to improve the one dimensional capacitance was made in some bulk microphys-
ics schemes by allowing the constant value of dimensionless capacitance to take on more 
values. This flexibility was introduced by determining the upper and lower limits of 𝐶0 for 
a given hydrometeor category and interpolating between these limits based on a secondary 
variable that evolved more naturally. For example in P3, small spherical ice and graupel are 
treated as spheres with 𝐶0 = 1, whereas unrimed non-spherical ice has 𝐶0 = 0.48. Linear 
interpolation takes place between 0.48 and 1 according to the particle’s mass. In Thompson 
microphysics, linear interpolation occurs for snow crystals between the values of 0.3 and 
0.5 but interpolation is according to temperature. Reasoning for this choice originates in 
first principles derivation with steady state assumption (Srivastava and Coen 1992). Whilst 
interpolation can account for the variety of possible capacitance values that might occur for 
a given diameter, the choice of interpolation method is highly varied amongst schemes and 
no consensus on an ideal method has been identified. Each method also amounts to a para-
meterisation of a parameterisation, which may produce small improvements but cannot by-
pass the fundamental constraint at the heart of this problem; these methods are attempting 
to improve a one-dimensional parameterisation of an innately higher-dimensional problem. 
We argue that only a three-dimensional parameterisation can fully realise the capacitance as 
intended in the original analogy.

Of the schemes reviewed in Table 1.1, only the ISHMAEL scheme considers higher di-
mensions of ice particle radii. Notably, ISHMAEL does not stray significantly from other 
bulk schemes in that, the ice particle population is still approximated analytically (bulk) 
and gamma distributed along one dimension, so it is reasonable to assume that it too should 
face a dimensionality problem when calculating capacitance. However, unlike other schemes, 
the one dimensional gamma distributed variable is a function of the spheroidal a-axis length, 
which is intrinsically related to the spheroidal c-axis length by a a function of the inherent 
growth ratio 𝛿∗ determined by the combined action of microphysical processes. The a-axis 
and c-axis lengths are conserved and advected by two prognostic volume-dimensioned mix-
ing ratios. This method enables a two-dimensional appreciation of ice to be computed ex-
plicitly during microphysical processes, and by extension a three dimensional appreciation 
assuming that the three dimensional spheroid is simply a rotation of 2𝜋 of the ellipse given 
by both axis lengths. Spheroids provide a good geometric approximation of plate-like or 
column-like ice crystals, and these geometries are easily obtained by modifying the aspect 
ratio of the a and c-axes. Most importantly, the capacitance of a spheroid is known theor-
etically i.e. Snow (1954), enabling direct calculation of the three dimensional capacitance 
for the first time in a bulk microphysics scheme to our knowledge. Of course, the inclusion 
of ice geometry does not guarantee a more accurate capacitance (and by extension, depos-
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ition) calculation but does achieve a methodology that is closer to the true capacitance as 
intended by the electrostatic analogy.
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As an aside, it is important to note the electrostatic analogy is still only an analogy and 
several problems with this framework may exist that are important to state. First, consider 
that the application of electrostatic capacitance to ice crystals in a vapour field is not an 
ideal scenario. For example, ice crystals in reality do not exhibit a natural capacitance in 
the physical sense, and there is no depositional force of attraction between vapour molecules 
and the ice surface analogous to the electrostatic force of attraction between oppositely 
charged bodies. Rather, the attachment of molecules to the ice surface is determined by a 
series of surface effects, including the growth of facets by terraces and surface-diffusion, 
which are complex molecular scale interactions that vary simultaneously over different crys-
tal faces. The classical capacitance approximation is therefore not well suited to incorporat-
ing these processes, and must be viewed as a statistical simplification of surface processes. 
That is not to say that the capacitance analogy is incapable of producing physically realistic 
results, but is instead a useful simplification of the general deposition tendencies of crys-
tals. Indeed, for the accurate prediction of branching and faceting, the capacitance analogy 
is likely to break down but this is a feature shared with any parameterisation in general.

Measurements of ice capacitance have been performed to try and identify the rates at which 
an ice crystal might receive vapour. (McDonald 1963) attempted to measure ice crystal ca-
pacitance using symmetric brass-model crystals in a Faraday cage. This study had mixed 
success but has remained a key piece of literature on this topic. By the author’s own ad-
mission, the capacitance measurements were difficult to obtain accurately due to the act of 
measurement introducing secondary, additive capacitance. The reliability of these results is 
therefore dubious and debate on the validity of McDonald’s results has remained since the 
paper was published. (J.-P. Chen and Lamb 1994) stated that the theoretical and measured 
capacitances in McDonald “agree very well”. Whereas (Bailey and Hallett 2006) was far 
less confident, their comparison showed that measured values were up to half of that pre-
dicted theoretically by McDonald. Further work has been done in recent years to improve 
upon the brass-crystal findings but these have only raised more questions. Measurements 
of crystal growth rates by (Bailey and Hallett 2004) seem to contradict the theoretical capa-
citances, returning rates between 3 and 10 times slower than the capacitance model (Bailey 
and Hallett 2006).

In addition to the contradicting evidence surrounding the findings of McDonald, further 
issues have been raised regarding the validity of the measured capacitances of symmetric 
crystals. Ice crystals do not exhibit the convenient shapes used in capacitance calculations 
or measurements, such as the spheroidal theoretical approximations, or the symmetric brass 
crystals. Bailey and Hallett (2006) notes that a key failure of the electrostatic analogy is 
that the theoretical capacitance relies heavily on symmetry in order to produce simple ana-
lytical solutions, but ice crystals in nature are rarely symmetric and cannot be accounted for 
by simple shapes. These factors were considered by McDonald (1963) who measured por-
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ous, dendrite-like brass models and found that the resulting differences in crystal surface 
area could modify the value of capacitance by up to 20%. Bailey and Hallett (2006) noted 
that asymmetry of structure or facets could result in uneven growth rates and vapour pres-
sure over the surface, as well as mixtures of ice habit in otherwise equivalent conditions. 
Not only therefore is the use of the capacitance analogy an area of debate, but the theoret-
ical and measured capacitances obtained to date are likely overly simplistic and bear con-
siderable inaccuracies. Combined with the complexity of fine-scale surface processes, it 
may be important to scrutinise the suitability of this method in bulk schemes and the avail-
able data for constraining of the method in future.

In light of the challenges concerning the accurate prediction of mixed-phase processes in 
numerical models, coupled with the emergence of innovative but largely unverified micro-
physics schemes that aim to overcome these challenges, an investigation is necessitated to 
ascertain the viability of these schemes for operational weather models. Can these schemes 
yield superior representations of mixed-phase processes and can they increase the accuracy 
of forecast precipitation deriving from mixed-phase environments? Additionally, it is im-
portant to assess whether the leap in complexity that these schemes provide is a worthwhile 
pursuit, or one prone to unforeseen consequences.

To investigate these questions, two studies of north-east U.S. extra-tropical cyclones will 
be conducted (Parts II and III). The first study concerns a winter storm that produced re-
cord breaking snow accumulations in several states, exhibited an unusually high radar re-
flectivity, and underwent a well defined period of mixed-phase precipitation recorded at 
the surface. The purpose of this study is to assess the accuracy of several microphysics 
schemes when reproducing key observational markers of the storm including reflectivity, 
snow depths, ice habits, precipitation distributions, and mixed phase activity such as riming 
and melting. Part III examines two further winter storms that each impacted the U.S. and 
produced mixed-phase precipitation. The purpose of this study is to further investigate in-
teresting results from Part II, including the role of geometric capacitance during deposition, 
and the artificial enhancement of cloud ice mass by a habit predicting scheme.

The remainder of Part I will provide an in-depth review of the case studies used in Part II 
and Part III, before detailing the mathematical and computational methodology used in 
these studies. 
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Chapter 2

Case Studies

Three case studies of north-east U.S. winter storms will be examined across Parts II and III 
of this thesis. In this chapter, we will briefly overview the development of each storm, its 
key features as observed and recorded by various measurement data, and the type of precip-
itation that were produced.

2.1 Part II: February 2013 Storm

At midday on 7th February 2013, two surface cyclones were present over the north-east 
United States. The first cyclone was present off the coast of Texas and had developed by 
0600 UTC from an upper-level shortwave trough in a southern branch of the polar-front jet 
stream moving into the Gulf of Mexico. A second low was incident over Montana at ap-
proximately 1200 UTC, and had resulted from an upper-level shortwave trough in a north-
ern branch of the jet stream in the Gulf of Alaska. The southernmost cyclone travelled east-
ward along the North Carolina coast and the northernmost cyclone took a path travelling 
east across the Midwest (Krekeler 2013). In combination, both lows were typical of a Miller 
Type-B cyclone track (Miller 1946).

By midday 8th February, both surface cyclones were present in close proximity over the 
North Carolina coast and over the next 12–18 hours both lows merged and deepened over 
the coast. The combined low dropped 24 mb from 994 mb to 970 mb between 1200 UTC 
8th February to 1200 UTC 9th February or as much as 29 mb between 0600 UTC 8th Feb-
ruary and 0600 UTC 9th February (Ganetis and Colle 2015; Krekeler 2013) meeting the 
criteria for bomb or explosive cyclogenesis (Sanders and Gyakum 1980). Such severe drops 
in pressure are not necessarily unusual for the winter storms over the eastern United States 
but they do bring severe winds and heavier precipitation as was seen in this case.

As the phased low travelled northwards along the coastline it brought sustained and severe 
precipitation primarily to the coastal regions of the north-eastern states, but precipitation 
was felt as far west as the Great Lakes region due to the track of the northernmost surface 
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Figure 2.1. Map of mainland United States of America (U.S.), Alaska omitted. Relevant states to this study 
are indicated with a two-letter state abbreviation. The approximate location of accumulated snow depth 

measurements shown in Figure 2.2 are overlaid.

cyclone. High pressure over Canada allowed subfreezing temperatures to reside over the 
coastal states which enabled the production of ice and snow hydrometeors that character-
ised the precipitation felt on the ground. This cold air, in combination with the advection of 
warm marine air, set up a strong, north-south oriented front along the eastern U.S. coast.

The storm was particularly devastating to the coastal regions in the proximity of its track. 
Hurricane force winds, extreme snowfall rates, and storm-surge flooding caused consider-
able damage to infrastructure that resulted in 6000 cancelled flights, 600,000 homes without 
power and 18 fatalities (Krekeler 2013). Accumulated snow depths shown in Figure 2.2
highlight the broad swathe of impacted areas spanning from Philadelphia Pennsylvania 
(PA) to the Great Lakes. In particular, a narrow stretch of coastal land in Connecticut, Mas-
sachusetts (MA) and New Hampshire (NH), as well as Long Island, were severely impacted 
by 24–36 in. of snowfall (0.6 m–0.9 m). Hamden, Connecticut (CT) received the highest 
total amount of snow at 40 in. (∼ 1 m) and Portland, Maine (ME) received 31.9 in. (0.81 
m), its highest ever snowfall for a single snowstorm (Krekeler 2013). After the storm, a fed-
eral state of emergency was declared for Connecticut and a federal disaster declaration was 
issued for Connecticut and Long Island at the cost of $31 million (FEMA 2022; Ganetis 
and Colle 2015; Picca et al. 2014).

Beside the notable and severe precipitation rates, the storm possessed an abnormally high 
radar reflectivity factor that exceeded 50 dB𝑍, far higher than the 40 dB𝑍 maximum re-
flectivity typically found in north-east U.S. snowbands. Picca et al. (2014) were the first 
to study the unusual reflectivity found in this storm, focusing on a very high reflectivity 
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Figure 2.2. Accumulated snow depths for the 8–9th February winter storm adapted from Griffin et al. (2014) 
and provided by the National Weather Service (NWS) Forecast Office in Raleigh. Approximate location of 

this region in the larger U.S. context is shown in Figure 2.1

region embedded within the storm’s most intense snowband. Here the authors note that 
the reflectivity reached up to 60 dB𝑍 in localised regions of the band, and underwent a 
sudden and sharp decline to around 30 dB𝑍 over the course of only one hour. Using dual-
polarisation radar products (Reflectivity at horizontal polarisation 𝑍𝐻, differential reflectiv-
ity ZDR, and correlation coefficient CC). Picca et al. (2014) related the peaks and troughs of 
reflectivity to microphysical processes and changes in precipitation-type within the band. 
To describe these features over the course of the storm, Picca et al. (2014) ordered their ob-
servations of precipitation and reflectivity into three approximate time periods or phases
motivated by the distinct character of the precipitation and reflectivity produced during 
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(a) 2129 UTC (b) 0042 UTC (c) 0340 UTC

Figure 2.3. Radar Plan Position Indicators (PPI) adapted from Picca et al. (2014) for times 2129 UTC (a), 
0042 UTC (b), and 0340 UTC (c) representative of phases 1–3, respectively. Top: Reflectivity (at horizontal 
polarisation) 𝑍𝐻. Middle: differential reflectivity 𝑍DR. Bottom: correlation coefficient 𝐶𝐶. Radar data was 
retrieved from the National Weather Service (NWS) radar site based at Upton, New York with code-name 

KOKX (black dot). Yellow star shows the location of Stony Brook University. Media and mPING reports are 
indicated by bold lettering: S-Snow, W-Wet Snow, R-Rain, ZR-Freezing Rain, ○ -Sleet. mixed-phase 

precipitation areas shown by 1 (white dashed) and 2 (black dashed).

each phase, and the rapid change in these qualities between phases. Subsequent work by 
Ganetis and Colle (2015) followed a similar framework of phases for their description, not-
ing its utility when describing the microphysical evolution of the storm. Consequently, we 
will also adapt the phase by phase description of the precipitation and reflectivity during 
the storm’s evolution.

2.1.1 Phase 1: 2000–2300 UTC 

Radar reflectivity products; the horizontal reflectivity factor (𝑍, referred to hereafter as “re-
flectivity”), differential reflectivity 𝑍DR, and the correlation coefficient 𝐶𝐶, are shown for 
phase one at 2129 UTC in Figure 2.3. Here we associate an elevated region of reflectivity 
(> 20 dB𝑍) with a broad, precipitating snowband extending from the comma-head of the 
storm. Reflectivity levels ranging between 20 and 30 dB𝑍 are characteristic of precipitating 
snowbands in north-eastern U.S. snowstorms (Picca et al. 2014). This snowband exhibited a 
west-east orientation, aligned with and parallel to Long Island, NY. At its northernmost, the 
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(a) 1200-1800 UTC (b) 1800–0000 UTC (c) 0000-0600 UTC

Figure 2.4. Observed precipitation type provided by community mPING reports adapted from Griffin et al. 
(2014) between times; 1200–1800 UTC (a), 1800–0000 UTC (b), and 0000–0600 UTC (c) on 8–9th February.

band reached coastal Connecticut, and its southern extent spanned the entirety of Long Is-
land and further south into the Atlantic. Notably, this snowband displayed a nearly uniform 
correlation coefficient (CC ≈ 1) and differential reflectivity (𝑍DR ≈ 0 dB), collectively 
indicating a near uniform field of low-density aggregates with minimal riming both at and 
above this location (Ganetis and Colle 2015). This conclusion is corroborated by ground 
based reports retrieved from the Meteorological Phenomena Identification Near the Ground 
(mPING) community programme, which indicated precipitation at this time shown in Fig-
ure 2.4 (b) was snow across much of the U.S. coastal mainland and along the northern coast 
of Long Island. Ground based measurements of precipitation type at Stony Brook (SBNY) 
record primarily aggregates and heavy snowfall at this time.

A unique feature of this snowband was a collection of high reflectivity bands embedded 
within it, situated along, and parallel to, the south coast of Long Island and extended south-
ward over the Atlantic ocean. At 2000 UTC the bands exhibited reflectivity in excess of 35 
dB𝑍, with the greatest reflectivity observed along the Long Island coastline. Radar products 
from the nearby polarimetric WSR-88D S-band radar based at Upton, New York (KOKX) 
were retrieved and analysed in vertical cross sections by Griffin et al. (2014) who showed 
that the bands contained localised regions of elevated radar reflectivity that frequently ex-
ceeded 55 dB𝑍 but were limited to a shallow, 1.5 km layer near to the surface. Differential 
radar reflectivity in this layer was high and correlation coefficient low, which Griffin et al. 
(2014) states indicated a melting layer that likely precipitated wet snowflakes or other melt-
ing hydrometeors. Picca et al. (2014) corroborated the presence of a melting layer in the 
high reflectivity region situated approximately 20 km south-east of SBNY, and also asso-
ciated it with snow aggregates that had descended into a warm layer and had completely or 
partially melted. High reflectivity observed at this time was therefore likely due to a com-
bination of both liquid and solid water, likely a mixture of snow, sleet and rain. In addi-
tion to the discovery of this melting layer, Picca et al. (2014) also identified a second, more 
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northern area of interest approximately along the south coast of Long Island. This narrow 
band exhibited the greatest differential reflectivity (𝑍DR > 2) and a local minima in correl-
ation coefficient 𝐶𝐶 < 0.85 which they determined indicated the refreezing signature that 
was documented by Andrić et al. (2013). This signature is indicative of refreezing rain and 
sleet below the melting layer, which is suitably close to the surface that such precipitation is 
readily observed.

Precipitation across Long Island was spatially segregated between the north and south as 
Picca et al. (2014) identified using dual-polarisation radar products. Along, and south of, 
Long Island’s southern coast two regions defined by enhanced differential radar reflectiv-
ity (𝑍DR > 1dB) and reduced correlation coefficient (CC < 0.95 dB) were associated with 
mixed-phase activity. The southernmost of these two regions indicated the presence of melt-
ing, liquid-coated snow as it fell through a warm layer aloft approximately 20 km south-
east of Stony Brook. The second, northernmost of these two regions indicated refreezing 
of partially melted hydrometeors and rain into sleet and ice pellets below a melting layer. 
Consequently, precipitation in the south of Long Island featured varying combinations of 
rain, sleet, ice pellets and wet snow. North of the southern shoreline and extending toward 
the mainland U.S. coast was a large region of 𝑍DR ∼ 0 dB, CC ∼1 dB which identified 
the snowband. Surface reports of precipitation below this area at this time indicate large, 
dry aggregates of snow with low to moderate surface riming. At the intersection of these 
two regions, approximately situated over central Long Island, lay a transitional zone that 
produced combinations of the aforementioned mixed-phase precipitation and dry precipit-
ation. Throughout the phase, this transitional belt moved progressively northward and re-
orientated to a north-south parallel with the progression of the storm, bringing mixed-phase 
precipitation types increasingly north across central Long Island.

Snowfall rates for this period spanned 4–8.5 cm hour−1 with a snow-to-liquid ratio (SLR) 
of 10–13:1 near SBNY, which is positioned to the north of central Long Island (Ganetis and 
Colle 2015; Picca et al. 2014). Surface observations of microphysical habit at this location 
indicate aggregates composed of colder-type crystals, such as side planes and plates, with 
reports of aggregates up to 4 cm in diameter with little riming (Ganetis and Colle 2015; 
Picca et al. 2014). Observations in the south indicate mixed-phase precipitation, rain, and 
even several inches of sleet accumulation (Picca et al. 2014). As the storm progressed east 
during the course of this phase, the snowbands and the high reflectivity contained within 
them, rotated gradually to a more north-south orientation. Cross sections of reflectivity at 
2130 UTC in Ganetis and Colle (2015) (their Figure 5), indicate that the melting signature 
had moved north-west encroaching on SBNY and central Long Island by this time.

Griffin et al. (2014) examined the shape of the melting layer in the vertical and noted a down-
ward protrusion in the reflectivity bright band, indicating descent of the melting layer over 
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the course of the phase. Two causes for this effect were hypothesised, first that localised 
updrafts enhanced accretion in this area and formed larger, faster falling particles that sub-
sequently melted lower in the warm layer. Polarimetric evidence by Picca et al. (2014) showed 
that an updraft similar to that found in warm-season convection was present, and may have 
been responsible for enhanced riming in this area. However, Griffin et al. (2014) also spec-
ulates that enhanced latent cooling due to melting of a heavy pocket of precipitation could 
be the central cause. This would require the emergence of developing isothermal layers be-
low the melting layer.

2.1.2 Phase 2: 2300–0200 UTC

In phase two, the snowband, both mixed-phase regions to the south of Long Island and, 
consequently, the transition zone all rotated to a southwest to north-east parallel, intersect-
ing central Long Island and extending into the U.S coastline at southern Connecticut. Dur-
ing this phase, the band continued to return high 𝑍𝐻, reaching a peak intensity of 57.5 dB𝑍
in a region of highly diverse hydrometeors (𝐶𝐶 < 0.85) with substantial differential re-
flectivity (𝑍DR > 3) at 0042 UTC. Radar plots show that the refreezing and melting sig-
natures Picca et al. (2014) had identified were still present, and had both shifted to a north 
south orientation. The refreezing layer was positioned just west of SBNY and east of the 
melting layer signature. Within the refreezing layer, a local maximum persisted just east of 
New Haven, CT where large sleet was observed at the surface.

During this phase, a warm layer was collocated with the snowband, bringing considerable 
mixed-phase precipitation to much of Long Island and the coastal U.S. Picca et al. (2014) 
identified a decrease in correlation coefficient over this area tied to “heavy snow, raindrops, 
ice pellets approaching the size of hail, and graupel” and correlated sustained high reflectiv-
ity and differential reflectivity with large numbers of liquid coated hydrometeors indicative 
of melting aloft. This radar-derived characterisation of precipitation agreed with multiple 
ground level reports of mixed-phase precipitation during this phase. mPING reports of ice 
pellets at central Long Island and Connecticut in Griffin et al. (2014) (their Figure 2), cor-
respond with the position of the mixed-phase transition line.

Surface observations at Stony Brook recorded a sharp decline in the snowfall rate, which 
reduced to 1.5–7.6 cm hour−1, and the SLR, which dropped below 8:1 and reached as low 
as 4:1 by 0000 UTC. During this time, heavy snow was replaced by ice pellets, heavily rimed 
crystals including graupel, and sleet (Ganetis and Colle 2015). In Connecticut sleet was 
large enough to be considered pea-size hail (Picca et al. 2014). Observations of habit and 
degree of rime at SBNY from note that 10–20% of observed hydrometeors were categor-
ised as miscellaneous ice, and the average degree of rime temporarily reached a rating of 4 
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Figure 2.5. Images of ice particles sampled at Stony Brook adapted from Picca et al. (2014) (their Figure 8). 
(a) irregular sleet that infers wet growth and refreezing were present at 0043. (b) lightly rimed plate with 

dendritic extensions taken at 0415 UTC February 9th.

(heavy riming or graupel-like) at 0030 UTC at SBNY (Ganetis and Colle 2015). Addition-
ally, the maximum degree of rime reached 5 at 2300 and 0030 UTC indicating the presence 
of graupel at this location and time. Images of crystals during this phase taken by Picca et
al. (2014) and shown in Figure 2.5 provide visual evidence of wet growth, whereby intense 
accretion of supercooled droplets close to 0∘C maintain their liquid state and coat the ice on 
a smooth liquid-skin. This period of mixed-phase activity slowed at SBNY from approx-
imately 0130 UTC, when there was a significant reduction in sleet and miscellaneous crys-
tals, as well as the degree of riming of crystals (Ganetis and Colle 2015). However, mixed-
phase activity continued over Connecticut where R. Hanrahan (Personal communication 
with Picca et al. (2014)) noted “large sleet” resembling pea-sized hail from 0030 UTC until 
0200 UTC.

2.1.3 Phase 3: 0200–0800 UTC

After 0200 UTC, radar reflectivity suddenly decreased across Long Island, marking a shift 
in the precipitation field away from the mixed-phase and toward dry snow production, though 
radar reflectivity analysis by Griffin et al. (2014) showed that wet snow and ice pellets were 
still present at Connecticut as late as 0236 UTC. Analysis of the reflectivity after 0200 UTC 
shows that the > 50 dB𝑍 reflectivity factor 𝑍𝐻 abruptly stopped at 0230 UTC (Ganetis 
and Colle 2015) and the entire high-reflectivity banded region saw a rapid decrease in ho-
rizontal reflectivity factor to 30 dB𝑍 within an hour. Picca et al. (2014) noted that the re-
duction in reflectivity was likely the consequence of a shift in hydrometeor density away 
from high density ices originating from wet growth processes, toward less dense hydromet-
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eors such as aggregates. Indeed, mixed-phase precipitation had reduced and was replaced 
by dry snow as the lower troposphere cooled, marking a return to similar conditions as in 
phase one. Consequently, Long Island and much of the coastal mainland remained beneath 
broad and uniform snowband coverage that remained for several hours after 0200 UTC. The 
reflectivity for the remainder of the phase spanned 25–35 dB𝑍 and remained elevated over 
some parts of Connecticut (Griffin et al. 2014).

At the surface, precipitation returned to heavy (∼ 6.5 cm hour−1) bouts of snow that re-
mained steady or even increased in intensity. Traces of melting or riming were greatly re-
duced and this is mirrored by the corresponding SLR increase to 9–10:1 during this phase 
(Picca et al. 2014). This is in keeping with the reflectivity aloft, Ganetis and Colle (2015) 
notes that the reflectivity shift occurred only throughout the lower atmosphere where mixed-
phase precipitation had been present and consequently the change in reflectivity indicated a 
stark reduction in melting, and refreezing but not a cessation of snow production. At SBNY, 
crystal habit observations showed that snow was formed of aggregates of colder-type crys-
tals, such as stellars. Conditions in this phase remained consistent until 0500–0700 UTC 
when habit diversity reduced and dendritic observations increased. The snowband persisted 
until 0800 UTC 9th February before dissipating over Long Island.

2.2 Part III: January and February 2020 IMPACTS Storms

In Part III of this thesis, two further case studies are undertaken to examine the develop-
ment of cloud ice during deposition and its impact upon the subsequent generation of mixed-
phase particles at the surface. This study was designed to expand and elaborate on the find-
ings of Part II so it was important to maintain geographical and synoptic similarity with the 
previous case. Some additional priorities for the new case studies were the availability of 
comprehensive precipitation reports, the presence of mixed-phase activity, particle size data 
such as particle size distributions, and if possible ice habit data, such as imagery.

The required criteria were met by the recently conducted Investigation of Microphysics 
and Precipitation for Atlantic Coast-Threatening Snowstorms (IMPACTS) field campaign 
sponsored by the National Aeronautics and Space Administration (NASA) (McMurdie et
al. 2022). The IMPACTS campaign was designed to improve the current understanding of 
snowfall processes within winter storms along the U.S. east coast by uniting and coordinat-
ing measurement resources across multiple states and institutions. The campaign captured 
a variety of data types throughout its course, including ground based measurements and in 
situ data obtained via the P3 and ER-2 aircraft. Importantly, the IMPACTS campaign fo-
cused on storms that were similar to the previous case study in Part II, for example these 
were winter storms that occurred in the U.S., and exhibited snowfall and mixed-phase activ-
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Table 2.1. Review of measurement data obtained for each storm during the IMPACTS 2020 campaign. 
Crosses indicate that the data was obtained but not that the data was available for use at the time of writing.

Table 2.2. Review of features and qualities found in storms during the IMPACTS 2020 campaign that were 
found to have the most comprehensive data sets (see Table 2.1). Cell shading indicates the suitability for this 

storm as a case study from most suitable (dark green) to least suitable (yellow).

ity.

The entire 2020 campaign (the only campaign in which data was available for use) was 
evaluated to meet the previously outlined criteria and to determine if any storms were suit-
able for this investigation. Tables 2.1 and 2.2 indicate how each storm was evaluated based 
on its data availability and similarity to the storm studied in Part II. Storms 1, 2 and 5 had 
the most comprehensive data sets and storms 3, 4, 10 and 11 were the second-most com-
prehensive. More in-depth analysis of the available data sets (see Appendix S.1 for an ex-
ample) indicated that the 18th January 2020 and 25th February 2020 storms ultimately were 
most suitable for case studies.
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2.2.1 CASE 1: 18th January 2020 Storm

A winter storm was forecast to impact the north-eastern U.S. on the 18th and 19th Janu-
ary 2020 providing an ideal first case for the IMPACTS campaign. A low pressure system 
passed over the upper Midwest and headed towards the north-east over Michigan (MI) and 
southern Ontario. The Global Forecast System (GFS) model-derived forecasts shown in 
Figure 2.7 panel (b) at 0600 UTC 18th January indicated a mobile upper-level short wave 
was situated over Kansas (KS) (McMurdie et al. 2020). Throughout the 18 January the 
shortwave sharpened and became negatively tilted, and by 1800 UTC the short wave trough 
was situated over Indiana. At this time, data recording flights took off with the intent to 
measure precipitation characteristics east of the parent cyclone stationed over Michigan. 
Subsequently, between 1800 UTC and 0000 UTC, the short-wave broadened enabling mid-
level frontogenesis over New York State at 1800 UTC that preceded a warm front over Toronto 
and Ohio. A warm frontal snowband coincided with low level 850 hPa temperatures of ap-
proximately -7 ∘C over New York State causing precipitation to fall as snow. As the warm 
front progressed north-east, frontogenesis occurred ahead of it, bringing a blanket of snow 
over Long Island, upstate New York, western Vermont and North Hampshire. By the end of 
the flight at around 0000 UTC, the trough had broadened and the upper level flow became 
more zonally orientated resulting in a westerly wind across the Midwest states.

Precipitation was expected to the east of the parent cyclone, across northern New York (NY) 
and Vermont (VT) where low level (850 hPa) temperatures were below -7 ∘C resulting in 
snow. From 1800 UTC on the 18th, precipitation built in eastern NY, peaking at 2200 UTC 
and then waned with the descent of dry air aloft. The rain/snow line then travelled north 
from south of Pennsylvania (PA) to southern NY around 0400 UTC on the 19th. The 3 km 
North American Mesoscale Forecast System (NAM) forecast predicted a high likelihood of 
snow accumulation north of PA, while to the south rain was the predominant precipitation 
type. In the south and east of PA at the intersection of these precipitation types the NAM 
forecast predicted mixed-phase precipitation such as sleet and freezing rain.

The coordination of measurements across states and institutions was supported by vari-
ous forecasts including that by NAM, WRF and GFS models. WRF simulated geopotential 
shown in Figure 2.7 panel (a) produced a very similar geopotential field to that in the GFS, 
with vorticity of up to 5 × 10−4 s−1 and meridional flow about the low pressure centre. 
The WRF simulated pressure field evolved a very similar spatial distribution as the GFS 
model, but experienced a less sharp trough and winds to the west of the low became more 
zonal but retained a stronger meridional component than in the GFS. Comparison of the 
WRF simulated fields to meteogram products in Figure 2.11 shows that, at Stony Brook, 
the WRF model overestimated the temperature, wind speed and mean sea level pressure by 
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(a) Case 1 18/01/2020: NAM 3 km precipitation forecast. (b) Case 1 18/01/2020: WRF precipitation 
forecast with Morrison microphysics.

Figure 2.6. Instantaneous precipitation rate (mm hr−1) and pressure (hPa) for 18th Jan 2100 UTC forecast by 
the NAM model (a) and WRF model with Morrison microphysics (b). Precipitation type indicated by colour: 

snow (blue), rain (green) and likely mixed-phase (purple) are shown across eastern PA and Jersey. WRF 
domains 2 and 3 are indicated with dashed lines. Parent domain is indicated by the Figure border.

small amounts.

The cross-model forecasts enabled planning of flight paths for the ER-2 and P-3 aircraft, 
which aimed to study generating cells in the eastern sector of the low, passing through Michigan 
and intercepting over New York (McMurdie et al. 2020). The P-3 and ER-2 aircraft flight 
path is shown in Figure 2.9 panel (b), flying a bow-tie path based at Albany, NY and ori-
ented north-south. This path intersected eastern NY, VT and New Jersey and the bow tie 
pattern was flown at three altitudes to obtain data relevant to the generating cell top at 5 km, 
the crystal growth region 3.5 km and a high shear region at 2 km. Take off was at approx-
imately 1700 UTC and 1800 UTC 18 January for ER-2 and P-3, respectively, and the total 
mission flight time was between 1900 UTC 18th and 0000 UTC 19th January. This time 
period and path overlapped with areas of NAM predicted snowfall and mixed-phase predic-
tions, which overlap into New Jersey from eastern PA. Additionally the flight takes a route 
from south to North of Long Island where radar imagery shows melting and or riming were 
present.

Several soundings were made to sample the thermodynamic environment at approximately 
1800 UTC 18 January. KALB (Albany) and KGYX (Portland) experienced dry, low-level 
air but at KBUF (Buffalo, New York) to the west, the atmosphere was mainly saturated in 
the whole column. Figure 2.10 indicates the observed saturation as well as reasonable re-
productions by the WRF model for the ISHMAEL and Morrison schemes, which are used 
in this study. All three National Weather service (NWS) locations experienced warm air 
advection, a stable frontal zone layer at low to mid-levels, a near moist-neutral layer aloft 
and a high tropopause of around 200 hPa. KALB started to report snow at 1800 UTC and 
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(a) Case 1 18/01/2020: WRF simulation (b) Case 1 18/01/2020: GFS Model

Figure 2.7. 500-hPa Geopotential heights (contoured), winds, and absolute vorticity for left: WRF simulation, 
right: GFS model.

by 2100 UTC the column at this location was moist. All three locations showed saturated 
environments by 0000 UTC. At this time, mid level dry air had begun to intrude at KBUF 
with IMPACTS sounding teams at Binghamton reporting a similar intrusion albeit slightly 
later. Mid-level drying was evident in Geostationary Operational Environmental Satellite 
(GOES) imagery which showed an eastward path across New York state from 2100–0000 
UTC. Imagery indicates that the intrusion of cold air may have led to instability as the strat-
iform deck was replaced by convective cells.

The passage of the front can be described by observations taken at Stony Brook where the 
warm frontal band approached from 1500 UTC and crossed the site at 1900 UTC. Before 
and after the band’s arrival, wind speed increased and was southerly, whilst during the pas-
sage winds were slower and easterly. The microwave radiometer (MWR) present at Stony 
Brook indicated that dry air was in place until 1800 UTC when snowfall began and the 
cloud base lowered. Integrated water vapour increased until 0200 UTC. Radar reflectivity 
shown in Figure 2.8 highlights the rapid (< 1 hour) increase in reflectivity from less than 
20 dB𝑍 to between 20 and 30 dB𝑍 at 1900 UTC. Next-Generation Radar (NEXRAD) at 
KOKX showed a near uniform 𝜌hv field at 1851 UTC indicating snowfall, but by 2307 UTC 
two patches of melting or mixed-phase activity or both were present. Interestingly, the Dop-
pler velocity field showed streaks of shear layers that were associated with shallow, turbu-
lent layers.

The aircraft sampled deep low level cloud at 1834 UTC but turned around at 1854 UTC 
due to mechanical issue. P-3 sampled snow at 1838 UTC just before entering the bow tie 
pattern near the southern tip of New York state and at an altitude of approximately 5.1 km. 
A hexagonal plate was imaged at this time (Temperature:-12.2 ∘C, Dew point: -15.3∘C, 
Pressure: 534.7 hPa). Later at 3 km altitude in northern New York State plates and capped 
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Figure 2.8. Time series of reflectivity above SBNY. Increased reflectivity and cloud depth present from 1800 
UTC.

(a) Ground based measurement locations (b) Sounding locations and P3 flight path

Figure 2.9. Example domains and measurement data coordinates for Case 1. Nested Domains 1-3 are shown 
by black dotted rectangles. In (a), ASOS (Automated Surface Observing Systems), SBU (Disdrometer) and 

2DVD (Two-Dimensional Video Disdrometer) points are shown with coloured shapes indicated in legend. In 
(b), sites of release of sounding balloons measuring thermodynamic data. Green line shows flight path of P-3 

and ER-2 aircraft for 18th January. Course is a bow tie flown at different altitudes and overlapped by both 
aircraft simultaneously on the long lengths.

columns were imaged (Temperature: -10.0∘C, Dew point: -13.6 ∘C, Pressure: 677.2 hPa). 
Finally at 2.3 km altitude along eastern New York state and within a higher (25 dB𝑍) re-
flectivity region sampled by NEXRAD needles and aggregates were imaged with (Tem-
perature: -4.2 ∘C, Dew point: -7.0 ∘C, Pressure: 756.7 hPa). Comparison with familiar ice 
crystal growth diagrams indicate that supersaturation over ice was likely low.

After the flight, at 2300 UTC, P-3 made an overpass of Stony Brook north of Long Island at 
an altitude of approximately 3.6 km. At this time, SBNY was experiencing snow but after 
0000 UTC radiometer shows that liquid water significantly increased. The Range-Height 
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Figure 2.10. Skew 𝑇-log 𝑝 diagram of the observed sounding at Buffalo, NY (BUF) 1800 UTC 18 January 
2020. Left: IMPACTS observed sounding. Right-top: WRF simulated sounding for ISHMAEL microphysics. 

Right-bottom: WRF simulated sounding for Morrison microphysics.

Indicator (RHI) taken at 2300 UTC showed increased numbers of convective generating 
cells and a decrease in differential reflectivity 𝑍DR, which was likely to be a sign of aggreg-
ation and riming.

2.2.2 CASE 2: 25th February 2020 Shallow Precipitation Bands in the North-West Sec-
tor of a Low Centre

For the second case, a low pressure system in the Midwest U.S. was forecast to create a nar-
row snow band from eastern Iowa to southern Michigan. GFS forecasts shown in Figure 
2.12 indicated that two upper level troughs merged to create the low pressure system that 
would track from Oklahoma at 1200 UTC 24th to the Great Lakes 0000 UTC 26th. The 
resulting snow band was forecast to be narrow due to the prevalence of dry air both north 
and south of the system. The mission goal was to study the microphysical characteristics of 
the snowband over central and northern Illinois and to sample the physical characteristics of 
precipitation in the northwest quadrant of the low.

At 1200 UTC on 24th February, two 500 hPa troughs occurred over the Western U.S. The 
easternmost trough was situated over Washington state and Idaho, whilst the westernmost 
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Figure 2.11. Observed and simulated meteogram qualities for Stony Brook University (SBU). Note that 
observations at this station only span 20 hours from 17/01/2020 0000 UTC. Top: Temperature (∘C) and 

Dew-point. Middle-upper: Wind speed (kt). Middle-lower: Wind direction (degrees from north). Bottom: 
mean sea level pressure (hPa)

was over Oklahoma where it advected cyclonic vorticity to Missouri and Illinois. At this 
time, a strong subtropical jet situated across Mexico, Arkansas and Texas in a north-east 
southwest orientation, drew dry and moist air along its path.

By 0000 UTC 25th February, the eastern trough grew less pronounced and the westernmost 
trough dug south over northern Texas. Low-level temperatures over the Midwest were an-
omalously warm, with the 0∘C isotherm situated zonally over Illinois, Ohio and Indiana. 
The primary surface low associated with the 25th February event was situated over south-
ern Missouri by this time. A warm front allowed warm air convection into Tennessee. By 
1200 UTC 25th February, the low had moved north-eastward towards the Indiana-Kentucky 
border and subsequently between 1200 UTC and 0000 UTC, the surface low moved north-
eastward and colder air was advected southward over Missouri and Illinois.

At 0000 UTC 26th February (see Figure 2.12 panel d) the troughs had phased and only 
one trough existed over New Mexico and Texas. At this time, a second dry air stream was 
present stretching from North Dakota to Texas. The phasing of these jet streams were in-
consistently predicted with forecast models and slower phasing affected the low level dy-
namic support. Cold air advection continued behind the cyclone causing surface temperat-
ures to drop to 0∘C for northern Illinois and Indiana by this time. Soundings from Illinois 
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Figure 2.12. GFS forecast Geopotential Height (dam), cyclonic vorticity (101 s−1) and wind (kt). Top left: 
1200 UTC February 24. Top right: 0000 UTC February 25. Bottom left: 1200 UTC February 25. Bottom 

right: 0000 UTC February 26.

airport (ILX) and the University of Illinois campus (UIUC) show that the air was saturated 
from the surface up to 650 hPa. Soundings at Davenport, IA (DVN) showed drier air as it 
was at the edge of the precipitation shield. In all three locations a shear zone was present 
at 750 hPa (north-east winds below, southwest winds above) and a shallow isothermal layer 
below 900 hPa (1 km) was present. By 0600 UTC 26th February, the low had progressed 
east over southern Ohio.

NAM and NWS forecasts predicted that the heaviest snow (> 6 in.) would fall over cent-
ral Illinois but different models predicted different times of arrival that spanned between 
1600 UTC and 2200 UTC, and then continued into the morning. GFS, European Centre 
for Medium-Range Weather Forecasts (ECMWF) and the Regional Global Environmental 
Multiscale Model (RGEM) forecast mixed-phase precipitation and rain to the south. Ulti-
mately, the low pressure system over the Midwest produced snow over Missouri, Illinois, 
Indiana, and Lower Michigan, originating from the northwest sector of the low. The snow-
band in the wrap-around region of the cyclone produced 2–4 in. across Illinois and parts of 
Indiana and Michigan with local amounts exceeding 4 in.

The reasonable agreement between forecast models enabled the P-3 and ER-2 aircraft to 
conduct a racetrack-pattern flight path shown in Figure 2.13, oriented northwest to south-
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Figure 2.13. NEXRAD radar reflectivity mosaic (dB𝑍) valid at 2200 UTC 25th February. Overlaid P-3 flight 
track is shown in red.

east and flown at multiple altitudes (3.5 km, 2.5 km and 1.2 km). This path intersected the 
wraparound region of the cyclone where frontogenesis was predicted to occur. The racetrack 
legs were approximately 150 km long and 25 km wide for P-3, whilst ER-2 followed the 
same racetrack but above the storm. The planes had plans for five pre-planned altitudes: (1) 
dendritic-growth-zone (DGZ) at 600 mb ( ∼14–15 kft, 4.3–4.6 km), (2) DGZ at 700 mb ( ∼10–11 kft, 3.0–3.4 km), (3) ground radar altitude of 4–5 kft (1.2–1.5 km) and roughly -4 ∘C temperature, (4) 6–7 kft (1.8–2.1 km), and (5) 12–13 kft (3.7–4.0 km) with additional 
legs at the cloud top. The ordering of the flight altitudes was from high to low then low to 
high. Take off occurred at 2058 UTC, and the first leg of the eastern line started at 2147 
UTC. The objective of P-3 was to sample the microphysics in the relatively shallow cloud.

A vertical cross section roughly in the direction of the flight path and normal to the snow-
band showed modest dynamics, with limited potential for convective instability in the dend-
ritic growth zone and cloud top region. Cloud top imagery from the GOES-E satellite showed 
a smooth cloud top over eastern Missouri and much of southern Illinois around 2325 UTC 
25th February containing small scale wave-like features are present translating in a north-
east direction. This cloud deck remained consistent for the duration of the flight and was 
the main sampled area. Farther north, satellite imagery showed heterogeneous cloud with 
some tops above the rest of the cloud deck. In northwestern Illinois, gaps in cloud matched 
closely with absences of snow in the precipitation field. Turbulence was observed by NEXRAD 
radar (see Figure 2.13) between 2–2.5 km and in the KLOT radar enhancements in Dop-
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pler spectrum width were observed at this height. This was co-located with shear in earlier 
soundings.

The untypically low cloud top height allowed P-3 to make multiple passes through the gen-
erating cell layer at an altitude of around 3.5 km and temperature -12 to -10 ∘C. Generating 
cells were evident for all leg of the flight and were picked up by the W-band Cloud Radar 
System. The tops of generating cells contained supercooled liquid water as detected by the 
Fast Cloud Droplet Probe (Fast-CDP) around 2323 UTC 25th February. Between 0108 and 
0125 UTC 26th February, P-3 conducted flight legs at generating cell height, where lar-
ger crystals were more common at the northwest end of the flight leg and cloud depth was 
greater. Dendrites and plate-like crystals were common with some having significant rime, 
and as P-3 flew south-east towards shallower clouds concentrations and sizes of ice crystals 
decreased.

Regions of enhanced 𝑍DR were observed below the ER-2 at an altitude of approximately 
3.2 km, 500 m below cloud top at 2327 UTC 25th February. P-3 was geographically close 
at this time and observed plates sectors and dendrites consistent with planar growth at the 
generating cell level and resulting in the observed increased 𝑍DR. A second series of flight 
legs were conducted at 2.5 km altitude by P-3 to sample supercooled liquid water and crys-
tal growth below the generating cell level. Temperatures were between -6 ∘C in the south-
east leg and -8 ∘C in the north-western leg. Fast-CDP observed supercooled droplets between 
1×10−5–3×10−5 m as well as crystals less than 1 mm in size. Cloud Particle Imager (CPI) 
images showed riming was present on these crystals. Abundant supercooled liquid water 
and riming at these temperatures coincided with icing of the plane. As P-3 flew north-east 
into colder cloud spherical particles were observed as well as heavily rimed crystals and lar-
ger dendrite aggregates.

The final flight leg of P-3 flew between 1.2 km and 1.8 km to sample supercooled liquid 
water and ice within the Hallett-Mossop region and near the melting layer. Temperatures 
ranged between -3 and 0∘C towards the southeast end of the flight legs and -6 to -4∘C farther 
north-west in the wrap-around region. Spherical particles were observed during this leg, 
mixed with needles and needle aggregates at 0009 UTC 26th February. The large aggreg-
ates were near to the cloud top so the crystals had either aggregated below and been raised 
up or aggregated out of high needle concentrations. A mixture of habits, including feathered 
columns, irregulars, and other rimed crystals, were observed towards the northwest end of 
this flight leg. The largest particles briefly approached 1 cm in size.
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Figure 2.14. Heavily rimed crystals photographed by PHIPS and CPI at approximately 0100 UTC on 26th 
February from onboard the NASA P-3 aircraft. Left: columnar crystals with varying degrees of rime. Right: 

Stellars, dendrites and aggregates with surface rime.
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Methods

3.1 WRF Initialisation and Usage

The Weather Research and Forecasting model (WRF-ARW) version 4.3 (Skamarock et al. 
2019) was used to simulate all cases discussed in this thesis and outlined in greater detail 
in Chapter 2. The WRF model has shown suitability in simulations of similar north-east 
extratropical cyclones and was used by Ganetis and Colle 2015 during their study of ther-
modynamic evolution for the same storm as is discussed in Part II.

3.1.1 Model setup: Part II - 2013 Winter Storm

Three nested domains with grid-spacing 20 km, 4 km and 800 m (domains 1–3, respect-
ively) were initialised using the European Centre for Medium-Range Weather Forecasts 
(ECMWF) ERA5 data set (Hersbach et al. 2020). Figure 3.1 shows the positioning of do-
main 1 over the north-east coast of the United States, extending from the gulf of Mexico to 
south-eastern Canada, and into the central U.S. mainland in order to capture the passage of 
both lows observed during this storm. Domains two and three were centred over Long Is-
land where observations of precipitation and reflectivity were recorded. All domains exten-
ded 91 vertical levels using a hydrostatic pressure and terrain following vertical coordinate 
system, with 5000 Pa model top. A 1:5 nested time step ratio was employed for domains 
1, 2 and 3 resulting in a 120, 24, 4.8 second time step, per respective domain. Boundary 
conditions at all domain edges were updated at hourly intervals and two way feedback was 
turned on for nested domains. The model simulation began at 0000 UTC 8th February 2013 
and spanned a 48 hour period ending 0000 UTC 10th February 2013 such that all three 
phases of the storm were encompassed (see Chapter 2) in addition to a 12 hour initial spin-
up period that was sufficient to capture the formation of the band as in (Ganetis and Colle 
2015). Note that all data output during the spin-up period is intentionally omitted from fur-
ther analysis.

The Yonsei University (YSU) planetary boundary layer scheme, and Noah-MP land-surface 
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Figure 3.1. WRF domain location and scale for the winter storm simulated in Part II. Domains one (blue), and 
nested domains two (black) and three (red) are indicated by coloured and labelled boxes.

model were used in all three domains owing to their use in similar storms in the literature. 
The Betts-Miller-Janjic cumulus scheme was used in the parent domain, whilst convection 
was resolved in domains 1 and 2. Three different microphysics parameterisations were sim-
ulated with otherwise identical settings: the Morrison Two-Moment scheme (Morrison et
al. 2005), the Predicted-Particle-Properties scheme (Morrison and Milbrandt 2015) and 
the Ice-Spheroids Habit Model with Aspect-Ratio Evolution (Jensen et al. 2017), hereafter 
Morrison, P3 and ISHMAEL. An overview of these schemes and the motivation for their 
inclusion is given in Section 3.2. WRF output data was retrieved at hourly periods for do-
mains one and two, and per 15 minutes in domain three.

The technical specification of the WRF namelist parameters is provided in each Part of this 
thesis respectively, and so will not be discussed here. However, several files that were em-
ployed to guide the set up and technical details of the model can be found in the appendix, 
including the overview of model set up and compilation in Appendix P.
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3.1.2 Model setup: Part III - Two Winter Storms in 2020

In Part III, the Weather Research and Forecasting model (WRF-ARW) was used to simulate 
two cases; case one was a warm frontal snowband resident over north-eastern U.S. from 
7–9 January 2020, and case 2; a shallow snowband resident over Illinois from 24–26th Feb-
ruary 2020.

Three nested domains were used in each case with grid spacing 20 km, 4 km, and 800 m re-
spectively and were each initialised using the European Centre for Medium-Range Weather 
Forecasts (ECMWF) ERA5 reanalysis data set (Hersbach et al. 2020). All domains exten-
ded 91 vertical levels using a hydrostatic-pressure and terrain-following vertical coordinate 
system, with 5000 Pa model top. A 1:5 nested time step ratio was employed for domains 
1, 2 and 3 resulting in a 120, 24, 4.8 second time step, per respective domain. Boundary 
conditions at all domain edges were updated at hourly intervals and two way feedback was 
turned on for nested domains. For each case, the simulation was initialised at 0000 UTC 
on the date specified so that a 12 hour initial spin-up period could be conducted in order 
to minimise initialisation error. All data output during the spin-up period is intentionally 
omitted from further analysis.

The geographic location of each domain is shown in Figure 3.2 where panel (a) shows do-
mains for Part III case one and panel (b) for Part III case two. In case 1, the parent domain 
encompassed central U.S. from Idaho (ID) in the northwest to New England in the east and 
from Florida to Alberta, Canada. This span was chosen to envelop the developing short-
wave upper-level trough resident over northern Montana at 0600 UTC 18th January that ex-
tended to Massachusetts by 0000 UTC 19th January. Domain 2 was situated over the Great 
Lakes region, which received the heaviest snowfall of the storm, and New England. Do-
main 3 enclosed New York state, Long Island and Vermont, fully containing the bow tie 
flight path taken by P-3 and ER-2.

In case 2, (Figure 3.2 panel b) the parent domain spanned the breadth of the U.S. as well 
as the southernmost Canadian states and northern Mexico. This large area captured both 
500 hPa troughs that were situated over Washington state (WA) and Oklahoma (OK) before 
digging south towards Mexico. The domain also captures a stagnant low over Ontario and 
Quebec and an influential eastern subtropical jet that stretched over North Carolina. Do-
main 2 is centred over eastern-central U.S. where a shallow front was observed and pre-
cipitation was forecast. Domain 3 was situated over Illinois (IL) and Indiana (IN) to fully 
enclose the flight path of P-3 and ER-2.

Each simulation was performed twice, once with both Morrison and ISHMAEL micro-
physics (Jensen et al. 2017; Morrison et al. 2005). Otherwise, each simulated storm had 
identical settings. The model time step of the parent domain was set to 120 s, and a time 
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(a) Case 1: 18/01/2020

(b) Case 2: 25/02/2020

Figure 3.2. WRF domain layout for a) Case 1: 17–19th January 2020 b) Case 2: 24–26th February 2020. 
Domain 1 (black), domain 2 (yellow), domain 3 (red).
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step ratio of 1:5 used for each domain thereafter resulting in 24 s and 4.8 s time steps for 
domains two and three, respectively. The Yonsei University (YSU) planetary boundary 
layer scheme, and Noah-MP land-surface model were used in all three domains, whereas 
the Betts-Miller-Janjic cumulus scheme was used in the parent domain only. Domains two 
and three were assumed to operate at a convection resolving scale and therefore had no cu-
mulus parameterisation. WRF output data was retrieved hourly for domains one and two, 
and per 15 minutes in domain three.

3.2 Microphysics Schemes Used During Case Studies

Three microphysics schemes are used to parameterise cloud microphysics throughout this 
thesis; the Ice-Spheroids Habit Model with Aspect-Ratio Evolution (ISHMAEL) (Jensen et
al. 2017), the Double-moment bulk microphysics scheme (Morrison) (Morrison and Grabow-
ski 2008), and the Predicted Particle Properties (P3) scheme (Morrison and Milbrandt 2015). 
All three microphysics schemes are used to simulate a case study of a north-east U.S. snowstorm 
in Part II, and the ISHMAEL and Morrison microphysics schemes were used in the sim-
ulation of a further two case studies outlined in Part III. Each schemes was chosen for its 
unique mathematical approach to tackling the problem of mixed-phase precipitation predic-
tion, particularly for the riming process. Here we will briefly overview the scheme frame-
works, and what new ideas or technical abilities motivated their development, as well as 
their inclusion in this study.

3.2.1 ISHMAEL Microphysics Scheme

ISHMAEL is a bulk-analytic microphysics scheme that parameterises ice geometry us-
ing an idealised spheroid approximation. The ISHMAEL scheme was developed to test 
the prediction of ice habit evolution, which is an influential factor in the accurate predic-
tion of microphysical process rates in the mixed-phase regime (Jensen et al. 2017). The 
scheme builds upon the Adaptive Habit (AHAB) approach developed by J.-P. Chen and 
Lamb (1994) that approximated planar and columnar ice as like-spheroids of differing as-
pect ratio, which could evolve dynamically over time. The evolution of aspect ratio in the 
AHAB framework is related to microphysical process rates by the inherent growth ratio 
(IGR) that is constrained by physical measurement. Theoretically, this enables the ice geo-
metry to grow in accordance with the processes that it is subject to. For example, during 
depositional growth the IGR is sensitive to saturation and temperature driving geometric 
evolution in a similar way to the Nakaya ice diagram (see Figure 1.8) and during riming the 
ice geometry gradually tends toward a spherical graupel particle emulating habit fill-in. The 
ISHMAEL scheme uses a modified gamma distribution over the spheroid axis length, with 
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a mass-distribution hypothesis derived from the spheroid volume and prognosed density.

The ISHMAEL scheme uses a semi-Lagrangian generalised-ice category framework for 
frozen particles, whereby multiple types of frozen hydrometeor are defined within a single 
category. However, the unique qualities of precipitation type remain identifiable by the evol-
ution of prognostic variables derived from moments of the mass-distribution (see Appendix 
B). The tracked moments of the distribution are ice mass and number mixing ratios (con-
ventional two-moment) as well as two volume-dimensioned mixing ratios that are associ-
ated with the parameterised spheroid axes. Additional prognosed quantities include (but 
are not limited to), ice and rime density, aspect ratio, fall speeds, and maximum diameter. 
These quantities are used to evolve the ice field gradually over time, as well as to diagnose 
precipitation in post processing (see Section 3.4.1). The prognosis of rime density is a key 
improvement for the riming process, and was a motivating factor in the development of the 
P3 scheme. However, note that in ISHMAEL the rime density is not tracked historically, 
and only the present density is conserved and advected between cells. Importantly, particle 
evolution by the IGR is related to all mechanisms of ice growth, including vapour depos-
ition, riming (both dry and wet growth) and melting. This presents a considerable number 
of model parameterisations that have been modified to include ice habit.

To prevent smoothing of ice qualities during the simulation of competing but dissimilar 
ices, two free-ice categories are nucleated with planar or columnar-like aspect ratios. These 
initial aspect ratios help to provide non-uniformity but are otherwise inconsequential as 
both ice categories are free to evolve in accordance with the local environment. The co-
existence of two distinct categories enables multiple precipitation types to be present within 
the same cell. For similar reasons, a third category is used exclusively for aggregates, though 
it is important to note that this category follows the conventional framework (i.e. autocon-
version of mass). Planar-nucleated, columnar-nucleated, and aggregated ice categories will 
be referred to as ice-types 1–3, respectively. The liquid prognostic variables used by ISH-
MAEL include cloud water and rain water mass mixing ratios, as well as rainwater num-
ber mixing ratios. The raindrop size distribution follows an inverse-exponential distribution 
based on Marshall and Palmer (1948). To calculate riming rates, the cloud-droplet size dis-
tribution is assumed to be a log-normal distribution, as described in Frisch et al. (2002). A 
complete breakdown of the parametrisation methods used in this scheme can be found in 
Jensen et al. (2017) or Appendix L.

3.2.2 Morrison Microphysics Scheme

The Morrison scheme is a two-moment bulk microphysics scheme that relates particle mass 
and dimension to the filling in of crystals during riming growth (Morrison and Grabowski 
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2008). This task is enabled by the inclusion of purpose built mass-dimensional (m-D) and 
area-dimensional (A-D) relationships for various crystal sizes that used to provide a more 
natural representation of the gradual conversion of cloud ice into snow. This method was 
developed to to improve the accuracy of the autoconversion process, which has been prob-
lematic in conventional bulk models especially during riming and other mixed-phase pro-
cesses. The particle size distribution for ice particles takes the form of a generalised gamma 
distribution (see Appendix B.2), and the mass-dimensional relationship is either a conven-
tional fixed-density sphere, or an empirically derived power law, depending on the type of 
precipitation category.

The Morrison scheme is a conventional categorised scheme that simulates pre-determined, 
discrete precipitation categories and transfers mass between these categories based on mi-
crophysical process rates. The categories simulated are; cloud droplets, rain drops, ice particles, 
snow particles, and graupel. This framework is convenient because precipitation types are 
clearly defined, requiring no post processing to obtain precipitation fields. However, the 
static qualities of each precipitation category, such as their fixed densities defined a priori, 
provide rigid constraints that are poorly equipped to capture transitional processes in gen-
eral.

3.2.3 P3 Microphysics Scheme

The P3 scheme is a bulk-analytic, semi-Lagrangian microphysics scheme that can prognose 
rime density and track rimed-particle extent (Morrison and Milbrandt 2015). P3 uses a con-
ventional modified-gamma distribution (see Appendix B) for all hydrometeors, and is in-
tegrated with a mass-diameter (m-D) hypothesis that represents particles as spheres, as in 
Morrison, but that has non-constant density, as in ISHMAEL. This enables the evolution 
of the particle size distribution to be intrinsically linked to the predicted density evolution 
during its growth. However, it avoids the additional problem of simultaneously constraining 
geometry during growth.

P3 prognoses four tracked distribution moments for frozen hydrometeors; the total ice mass 
and ice number (conventional two-moment) and additionally the mass attributed to rime 
growth and bulk rime volume (Morrison and Milbrandt 2015). Conservation and advection 
of the latter two variables are used to determine rime density, and can be used to form a his-
torical knowledge of rimed mass fraction, which is a proxy for the degree of riming. This 
is especially advantageous as partial riming is a key source of mass transfer in mixed-phase 
clouds that is incompatible with the categorised framework of many conventional schemes 
such as Morrison. Additionally, this quantity enables a more powerful method of precipit-
ation diagnosis in post processing. For example, the ISHMAEL scheme can calculate and 
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implements variable rime density during calculation of the riming process but this informa-
tion is lost at the end of each time step. In this regard, P3 has an advantage during the rim-
ing process as the historical rimed mass can be an important source of information to pro-
cesses as well as fall-speed parameterisations.

The P3 scheme consists of one free-ice category, whereby multiple types of frozen hydro-
meteor can coexist within a single category. However, unlike the ISHMAEL scheme which 
employs multiple precipitation categories, the P3 scheme is particularly susceptible to smooth-
ing for significantly dissimilar bulk properties in the same vicinity. Also, without several 
categories, the P3 scheme cannot simulate multiple frozen precipitation types within the 
same grid cell. To mitigate distribution smoothing, the current version of the scheme ex-
cludes consideration of ice multiplication from rime splintering.

3.3 IMPACTS Instruments

Measurement data from The Investigation of Microphysics and Precipitation for Atlantic 
Coast-Threatening Snowstorms (IMPACTS) campaign (see Chapter 2) is used in Part III 
(Bansemer et al. 2019). Here instruments that are relevant to this study are briefly described 
.

3.3.1 CPI

The CPI (Cloud Particle Imager) is an unmanned measurement tool developed to capture 
high-definition (2.3 micron pixel size) digital images of cloud particles (droplets or ice crys-
tals) and measures their size, shape, and concentration (Lawson et al. 2001). The CPI uses 
a 25 nanosecond pulsed, high-power laser diode to track particle motion and project an im-
age onto a solid-state, charge-coupled device (CCD) camera. Operating at a frequency of 
40 Hz, the CPI is capable of imaging a thousand particles per second within a size range of 10 × 10−6 m to 2 × 10−3 m. The CPI includes a particle detection system (PDS) enhanced 
by AI that ensures particles are in focus at the point of capture (Zavaleta 2022). Addition-
ally, the images undergo processing to reduce errors caused by out-of-focus particles, which 
had been a limitation in preceding 2-dimensional imaging probes.

3.3.2 Fast Cloud Droplet Probe (FastCDP)

The Fast Cloud Droplet Probe (FastCDP) is a forward-scattering instrument manufactured 
by SPEC that is designed to measure cloud droplet concentrations and diameters in the 
range 1.5–50×10−6 m at altitudes of up to 70,000 ft (21 km). (Justice 2022; SPEC 2012). 
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Though not its original purpose, the FastCDP can also measure these quantities for ice crys-
tal populations. Each sampled particle has arrival and transit time, signal and qualifier pulse 
heights recorded at a resolution of 25 nanoseconds to the system’s onboard 16 gigabyte 
memory. The FastCDP also has the advantage of built-in Linux processor that has enabled 
multiple electronic upgrades since the probe’s inception, further increasing its accuracy and 
reliability.

3.3.3 The Particle Habit Imaging and Polar Scattering Probe (PHIPS)

The Particle Habit Imaging and Polar Scattering (PHIPS) Probe is a particle imaging probe 
that was mounted onboard the NASA P3 aircraft during in situ measurement runs. The 
primary function of PHIPS is to determine the geometry and size of ice crystals, which it 
achieves by capturing stereo images of cloud ice crystals. Simultaneously, PHIPS meas-
ures the corresponding angular scattering function, which is used to deduce the thermody-
namic phase and the scattering equivalent diameter (Waitz et al. 2021). The 3.3 𝜇m resolu-
tion optical cameras are separated in orientation by a fixed angle of between 18 and 170 de-
grees, which can aid in identification of the three dimensional habit, and an image analysis 
algorithm has been developed to facilitate this process (Schön et al. 2011). The sensitive 
area of PHIPS measures approximately 0.7 mm, which makes it unlikely to capture shat-
tering events. This is ideal for the IMPACTS campaign, in which larger ice crystals were 
the subject of examination. During the campaign, the sampled droplets had a lower limit 
of 100 𝜇m and for ice this limit was 40 𝜇m. The angular separation of the cameras was 
fixed at 120 degrees. Per case, each PHIPS output data set consisted of �104 image-pairs 
in .png format. Further detail on the PHIPS setup can found in (Abdelmonem et al. 2016b) 
and (Schnaiter et al. 2018) and a computational method of image analysis to extract particle 
properties can be found in the Appendix O.

3.4 Mathematical Methods

In this section various mathematical methods used during data analysis are outlined in full. 
Note that these techniques are assumed to be used in all cases that they apply by default.

3.4.1 Generalised-Ice Category Partitions

An additional step of partitioning or filtering the output data in post-processing is required 
to obtain the precipitation field in the case of P3 and ISHMAEL, or more generally free-
ice microphysics schemes, as opposed to conventional categorised frameworks. In order 
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to derive precipitation from the ISHMAEL and P3 output variables, boundary conditions 
of precipitation qualities are required. Qualities of the precipitation field span moments of 
the distribution such as mass mixing ratio, number mixing ratio, or distribution reflectiv-
ity factor, or prognostic variables that are derived from the distribution, such as the degree 
of riming or the relative size of ice particle axes. Prognostic variables are generally more 
useful than distribution moments when it comes to defining precipitation as they are rep-
resentative of the mass-weighted average ice quality of a single crystal and theoretical de-
scriptions of precipitation type usually refer to the characteristics of a single crystal sample 
rather than an entire distribution. In the ISHMAEL scheme, the possible prognostic vari-
ables that can be used for precipitation definitions are the density of ice 𝜌𝑖, the fall speed of 
ice 𝑣𝑖, the aspect ratio 𝜙, and the maximum particle dimension 𝐷𝑚. In the P3 scheme, the 
possible prognostic variables are the density of ice 𝜌𝑖, the fall speed of ice 𝑣𝑖, the maximum 
particle dimension 𝐷𝑚, and rime fraction 𝐹𝑟.

From the prognostic variables one may derive the likely precipitation in a cell. For example, 
suppose that a cell contains a mass of ice with mass-weighted prognostic variables 𝜌𝑖 =800, kg m−3 𝐷𝑚 = 8 × 10−6 m. These variables indicate that the mass weighting of the ice 
distribution exhibits typical density similar to that of bulk ice, and maximum dimension on 
the microscale. In combination, these features may be associated with cloud ice, and there-
fore the precipitation mass would be partitioned or filtered into a cloud ice hydrometeor 
category during post-processing. In this example:

Precipitation type = ⎧{⎨{⎩Cloud ice, if 𝜌 = 800 and 𝐷𝑚 = 8 × 10−6
Not cloud ice, otherwise

This method is not well suited to variables that span continuous ranges, but an analogous 
association between perceived precipitation type and simulated ice variable can be made by 
formulation of boundary conditions. For example the above is similar to:

Precipitation type = ⎧{⎨{⎩Cloud ice, if 𝜌 >= 800 and 𝐷𝑚 <= 8 × 10−6
Not cloud ice, otherwise

This method enables cloud ice to be extracted from a precipitation field iteratively. Bound-
ary conditions can be formed for a collection of precipitation types in this manner. For ex-
ample:
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Precipitation type = ⎧{{{⎨{{{⎩
Cloud ice, if 𝜌 >= 800 and 𝐷𝑚 <= 8 × 10−6
Snow, if 𝜌 <= 100 and 𝐷𝑚 >= 1 × 10−3
Graupel, if 200 < 𝜌 < 600 and 𝐷𝑚 > 1 × 10−4
Unknown, otherwise

This methodology may incur errors if applied inappropriately. The definition of precipita-
tion types and their respective boundaries is done manually by the end-user and so both the 
range of precipitation types and their boundaries must be empirically based. Additionally, 
the unknown category becomes increasingly complex as the boundary list grows, even in 
this simple case the unknown category spans several intervals that do not immediately cor-
respond to a precipitation type. Without properly accounting for this unknown category, a 
portion of the precipitation field may be lost during analysis (the missing-mass problem).

Two methods were used to limit the extent of inaccuracies due to boundary conditions and 
to overcome the missing-mass problem. First, to determine physically realistic partitions 
of the precipitation field, a review of the literature was conducted and the typical ranges of 
prognostic variables were noted in Table 3.1. Definition of the precipitation boundaries is 
therefore based on empirical measurement rather than perception. However, we note that 
there are several caveats to the use of measured data from the literature. Most notably, the 
boundaries of precipitation types are not wholly precise, and there are considerable over-
laps to the prognostic variables at the intersection of precipitation types. For example, the 
fall speed is a poor predictor of precipitation type, as most precipitation particles span a re-
latively narrow fall-speed range between 0.1–2 m s−1. There are also cultural or historical 
ties to certain variable ranges, for example, hail and ice pellets are separated by an arbitrary 
dimensional value of 5 mm. Whilst this information is important to know when considering 
the origins of precipitation definitions, it is certainly a motivating factor for the develop-
ment of more standardised definitions of precipitation type.
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CHAPTER 3. METHODS

To avoid the missing-mass problem, the most ideal method for determining a consistent set 
of precipitation boundaries is to follow a computational if-else mechanism, which can be 
represented visually with a flowchart. This method ensures that all mass is accounted for by 
default, and simply separated when the conditions are acceptable.

Figure 3.4 and Figure 3.3 show the definitions of precipitation partitions used in this study 
for the ISHMAEL and P3, schemes respectively. As both schemes output different pro-
gnostic variables, the precipitation is partitioned using separate methods but along broadly 
similar definitions of precipitation type. In P3 the available prognostic variables; rime mass 
fraction 𝐹𝑟, density 𝜌 and maximum diameter 𝐷𝑚 were used to first distinguish between 
rimed and unrimed hydrometeors, before classifying each precipitation type thereafter in 
accordance with Table 3.1. In ISHMAEL, riming is implicit and so rimed particles are more 
difficult to distinguish. Instead, precipitation was first split amongst aggregated and non-
aggregated ice, which could be tracked according to the separate aggregated ice category 
(ice-type 3). Aggregates were considered snow, unless they were of sufficiently high dens-
ity to have been rimed. Spherical, aggregated ice was then partitioned into graupel or hail 
by density. Unaggregated ice (ice-types 1 and 2) was determined to only be classified as 
snow (i.e. snow-crystals) if the density was sufficiently low, with non spherical ice instead 
making way for pristine or cloud ice dependent on diameter, while spherical ice of low dens-
ity became graupel, and high density was hail or ice pellets dependent on diameter. For 
each scheme, care was taken to ensure identical partitions were constructed. However, due 
to the difference in variable computation some differences remain. This is viewed as a lim-
itation to the comparability of the microphysics schemes.

The computational implementation of the boundary conditions can proceed via binary matrices. 
For example, consider a vertical column of grid cells positioned at latitude-longitude grid 
coordinates (𝑥, 𝑦) at time 𝑡. The column will contain mass-weighted grid cell variable 𝜒
with example values:

𝜒 = ⎛⎜⎜⎜⎝
184⎞⎟⎟⎟⎠

A binary conditional array can be determined by iterative evaluation of the column accord-
ing to a boundary condition and preserving dimensions:

𝐵 = ⎧{⎨{⎩1, if 𝜒 >= 4
0, otherwise
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which yields a column array of identical shape:

𝐵 = ⎛⎜⎜⎜⎝
011⎞⎟⎟⎟⎠

Evaluating the Hadamard (element-wise) product of the arrays yields:

𝜒 × 𝐵 = ⎛⎜⎜⎜⎝
184⎞⎟⎟⎟⎠ ⊙ ⎛⎜⎜⎜⎝

011⎞⎟⎟⎟⎠ = ⎛⎜⎜⎜⎝
084⎞⎟⎟⎟⎠ ,

thus the result preserves the shape of the initial matrix and accordingly masks the elements 
that do not meet the criteria defined in 𝐵. The Hadamard product is commutative, associ-
ative and distributive, which makes it extremely flexible computationally, and enables mul-
tiple criteria to be rendered into a single array. For example, suppose that a second condi-
tion 𝐶 was imposed:

𝐶 = ⎧{⎨{⎩1, if 𝜒 < 5
0, otherwise

, 𝐶 = ⎛⎜⎜⎜⎝
101⎞⎟⎟⎟⎠

The conditional statements of B and C may be combined with the Hadamard product:

𝐵 ⊙ 𝐶 = ⎛⎜⎜⎜⎝
011⎞⎟⎟⎟⎠ ⊙ ⎛⎜⎜⎜⎝

101⎞⎟⎟⎟⎠ = ⎛⎜⎜⎜⎝
001⎞⎟⎟⎟⎠ = 𝐶 ⊙ 𝐵

Therefore, evaluating 𝜒 under the condition 𝐵 then 𝐶, is equivalent to evaluating 𝜒 under 
the condition 𝐶 then 𝐵, which is equivalent to evaluating 𝜒 under the condition 𝐶 ⊙ 𝐵 =𝐵 ⊙ 𝐶. This method extends to n-dimensional arrays, enabling the evaluation of model 
output data in three spatial dimensions and one time dimension.

This method can be used to produce filters or masks of the precipitation field across mul-
tiple variables in a computationally efficient manner, as sequential conditional statements 
require only the simultaneous storage of 2 arrays in system memory. The method can provide 
considerable improvements to computation speed and memory usage when compared to 
the simultaneous comparison of multiple arrays using masking functions. Additionally, the 
product of all conditions (the total mask) can be stored at reduced size by manually select-
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ing a reduced precision data type. For example, by switching from 64 bit float to 8 bit in-
tegers. Importantly, there is no loss of precision as the array features only binary elements 
(0, 1).

A real example of this can be demonstrated using the definition of cloud ice in P3. Follow-
ing the flowchart in Figure 3.3 cloud ice requires the following conditions:

Cloud ice =

⎧{{⎨{{⎩
𝐹𝑟 < 0.1𝜌𝑖 > 300𝐷𝑚 < 2 × 10−3

The column arrays masks for these conditions can be determined by iterative application of 
the conditions to the respective variable array (e.g. 𝐹𝑟 conditions applied to the 𝐹𝑟 array). 
The resulting column arrays are:

𝛾𝐹𝑟 = ⎛⎜⎜⎜⎝
111⎞⎟⎟⎟⎠ , 𝛾𝜌𝑖 = ⎛⎜⎜⎜⎝

110⎞⎟⎟⎟⎠ , 𝛾𝐷𝑚 = ⎛⎜⎜⎜⎝
100⎞⎟⎟⎟⎠

Individually, the masked arrays 𝛾𝑥 indicate where each condition is true, and therefore re-
veal some information about the precipitation field. In this case, all ice is unrimed, the two 
highest cells (assuming the row dimension corresponds to height) exhibit high density, and 
only the topmost cell contains ice with a very small diameter. The Hadamard product is of 𝛾𝑥:

𝛾𝐹𝑟 ⊙ 𝛾𝜌𝑖 ⊙ 𝛾𝐷𝑚 = ⎛⎜⎜⎜⎝
100⎞⎟⎟⎟⎠ = 𝛾cloud ice (3.1)

the resulting, combined-conditional array 𝛾cloud ice can be used to retrieve the cloud ice com-
ponent of any variable from the precipitation field. For example the mass mixing ratio or 
the number concentration of cloud ice crystals: 𝑞cloud ice = 𝑞𝑖 ⊙ 𝛾cloud ice𝑞cloud ice = ⎛⎜⎜⎜⎝

0.00050.003050.0045 ⎞⎟⎟⎟⎠ ⊙ ⎛⎜⎜⎜⎝
100⎞⎟⎟⎟⎠ = ⎛⎜⎜⎜⎝

0.000500 ⎞⎟⎟⎟⎠
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𝑛cloud ice = 𝑛𝑖 ⊙ 𝛾cloud ice𝑛cloud ice = ⎛⎜⎜⎜⎝
1673980234 ⎞⎟⎟⎟⎠ ⊙ ⎛⎜⎜⎜⎝

100⎞⎟⎟⎟⎠ = ⎛⎜⎜⎜⎝
167300 ⎞⎟⎟⎟⎠

Precipitation-specific variables analysed in the P3 and ISHMAEL schemes are retrieved 
using this method.

To test the qualities of precipitation types as defined by the partitions in Figures 3.3–3.4, 
the partitions were applied to the entire precipitation distribution simulated by each scheme 
during case one. No consideration was given to the location of the ice in the domain or 
the microphysical processes that were present for this analysis. Histograms of each char-
acteristic variable per scheme were produced for all precipitation types defined in Figures 
3.3–3.4. The resulting precipitation qualities are shown in Figures 3.5 and 3.6 for the ISH-
MAEL and P3 microphysics schemes, respectively. Note that the scale of the y-axis (total 
grid cell number) is arbitrary, and so we only consider the distribution of each variable.

Comparison of the precipitation qualities indicates that the precipitation types exhibit broadly 
similar distributions in characteristic variables, though some differences are apparent. One 
key point of comparison is the density distribution of graupel, which spans a larger total 
density range in P3 (𝜌 < 700 kg m−3) than in ISHMAEL (200 < 𝜌 < 700 kg m−3). This 
difference originates with the order of application of partitions. In the P3 scheme, graupel 
is determined primarily from the rime fraction variable, and so any ice that exhibits a large 
rime fraction will be considered graupel. Whereas in ISHMAEL, low density graupel is 
explicitly restricted by the snow boundary condition. This is a good example of the small 
discrepancies in precipitation qualities that can arise when different prognostic variables are 
calculated. In P3, the rime fraction takes precedence over density, i.e. it is assumed that if 
rime fraction∼ 1 then the crystal must be heavily rimed and so is considered graupel, re-
gardless of density. In the ISHMAEL scheme, the density takes precedence, because the 
aspect ratio prognostic variable cannot accurately discern between graupel and snow, i.e. 
aggregates often exhibit a near-spherical volume.

It is notable, however, that despite lower density graupel existing in P3, the distribution 
of fall speed and diameter in the P3 scheme are much larger than in ISHMAEL, with fall 
speeds reaching twice as large, and diameters 5 times as large. This is contradiction with 
the hail category, which has extremely high fall speeds in ISHMAEL which reach up to 25 
m s−1. We note that the hail diameter begins as the graupel diameter ends, and therefore 
it is likely that hail in ISHMAEL is a continuation of the graupel category at larger sizes. 
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This is not apparent in P3, where density takes precedence, and graupel can therefore exist 
at any size range.

3.4.2 Mass Weighting of Variables

The mass-weighting of variables is conducted to ascertain a typical or mean quantity re-
lative to the total mass of the grid cell, for example the mass-weighted fall represents the 
average fall speed with respect to all mass over the sampled space. Mass weighting is a lo-
gical method of ascertaining group characteristics in single (or higher) moment numerical 
models, which prognose and conserve the mass moment of hydrometeor size distributions. 
In fact, many precipitation quantities output by microphysics schemes are mass weighted as 
standard. Therefore, when working with non-standard precipitation variables the choice is 
often made to mass-weight in post processing.

In this study, the method of retrieving mass-weighted quantities is necessitated by the use 
of free-ice categorisation schemes in which the entire ice hydrometeor field is collectively 
grouped. Mass weighting over a single free-ice category, such as in the P3 scheme, fol-
lows the method laid out in Appendix R.1. For the ISHMAEL scheme, which simulates 
two free-ice categories and three categories in total, the mass weighting can be performed 
across both free-ice categories (or including the third, aggregate category) using a multi-
variable approach as shown in Appendix R.2. Where specified in the text, all mass-weighted 
quantities that are not output as standard have been produced in post-processing using the 
procedures outlined in Appendix R.

3.4.3 Isolated-Active-Deposition Cell Analysis

In Part III Chapter 11.3 it is necessary to understand how the deposition process alters ice 
properties throughout the cloud, rather than at the cloud top. To retrieve this information, a 
methodology is required that isolates changes in the ice-particle properties when deposition 
is present but that does not record these changes when non-depositional processes are influ-
ential. For example, a cell in which deposition and riming are taking place simultaneously 
will alter the ice qualities, such as shape, density and fall speed, through the combination 
of their respective tendencies, specifically through the average inherent ice growth ratio 𝛿∗, 
which incorporates all in-cell ice tendencies at the end of the time step into one averaged 
value.

Consider the general form of the mass tendency equation for ice in a bulk microphysics 
scheme shown in Equation 3.2. The rate of change of ice mass is equal to the sum of all 
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mass tendencies that are contributed by each microphysical process during the time step:𝑑𝑚𝐼𝑑𝑡 = Δ𝑚dep + Δ𝑚rime + Δ𝑚nuc … (3.2)

The combined mass tendency is multiplied by the model time step Δ𝑡 to approximate the 
total mass gained over the time step time period and at the end of all physical calculations, 
the new mass is added to the total mass thus conserved mass between model time steps. 
The new cell mass can be used to form the gamma distribution of particle size at the time 
step end.

Properties of the ice field, such as geometry, density and fall speed are prognosed secondar-
ily from the mass tendency. For example, the ice particle density at the beginning of a time 
step 𝜌𝑡 is used to compute the mass riming rate. Once the mass riming rate and the result-
ing rimed mass tendency Δ𝑚rime is established, the total rimed mass can be redistributed 
across the particle and the density 𝜌𝑡+1 recalculated: 𝜌𝑡+1 = 𝜌𝑡(Δ𝑚rime) (3.3)

This methodology is repeated for subsequent processes such that after each mass tendency 
is obtained, the density can be updated. This ensures that the calculations are sequential 
and that the mass (and therefore ice properties) are conserved: 𝜌𝑡𝑓 = 𝜌𝑡𝑖+1(Δ𝑚melt(𝜌𝑡𝑖(Δ𝑚rime))), (3.4)

where parentheses denote functions of,𝜌𝑡𝑖 is the initial density, 𝜌𝑡𝑖+𝑛 is an intermediary dens-
ity calculation between the microphysical processes that occur in a single time step described 
by 𝑖, 𝑖 + 1 … 𝑖𝑓, and 𝜌𝑓 is the final density after all microphysical processes have been calcu-
lated. It is evident that the tendency of ice particle properties derives directly from the mass 
tendency components on the right hand side of the mass tendency Equation 3.2.

Hypothetically, suppose that in a single cell, only the deposition process was active, and all 
other microphysical processes were not activated or resulted in zero mass growth. Then all 
microphysical process mass tendencies except for deposition will go to zero, and the total 
combined mass tendency during the time step will be directly proportional to the deposition 
mass tendency only, as shown in Equation 3.6.

𝑑𝑚𝐼𝑑𝑡 = ( 𝑛∑𝑖=0 Δ𝑚𝑖≠dep) + Δ𝑚𝑖=dep (3.5)= (0) + Δ𝑚dep (3.6)
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Consequently in this cell, the mass gained by ice is a result of the deposition process alone. 
The change in ice properties will then also be a direct consequence of only the deposition 
process, because zero valued mass tendencies do not change the ice qualities: 𝜌𝑡𝑖+𝑛+1(Δ𝑚rime = 0) = 𝜌𝑡𝑖+𝑛 (3.7)

Then for a sequence of microphysical processes: 𝜌𝑡𝑓 = 𝜌𝑡𝑖+2(Δ𝑚dep(𝜌𝑡𝑖+1(Δ𝑚melt(𝜌𝑡𝑖(Δ𝑚rime = 0)) = 0))))= 𝜌𝑡𝑖+2(𝑚dep(𝜌𝑖))
The density at the end of the time step is a function of only the mass deposition process. 
This example illustrates the direct relationship between mass tendency terms and ice particle 
properties, namely that ice particle evolution is generated by active microphysical processes 
in the cell. This information can be used to determine the ice particle evolution owed to a 
specific process in the case that all other processes in a cell have a zero net tendency.
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Figure 3.3. Partitioning flowchart for the retrieval of precipitation types (orange) from the P3 generalised-ice 
category. In this study, only one generalised ice category is simulated for the P3 scheme. Precipitation type is 

determined by partitioning ice-particle characteristic variables (diamonds); density ̄𝜌, rime fraction 𝐹𝑟 and 
diameter 𝐷. Flowchart format ensures that no ice remains uncharacterised. All precipitation types are 

mutually exclusive such that only one precipitation type can exist per cell
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Figure 3.4. Partitioning flowchart for the retrieval of precipitation types (orange) from the ISHMAEL 
generalised-ice categories. Precipitation type is determined by partitioning ice-particle characteristic variables 

(diamonds); density ̄𝜌, aspect ratio 𝜙 and diameter 𝐷. Flowchart format ensures that no ice remains 
uncharacterised. Ice category 3 is an aggregate-only ice category, so is held separate to general ice categories 
1 (planar-nucleated) and 2 (prolate-nucleated). All precipitation types are mutually exclusive such that only 

one precipitation type per ice category can exist per cell
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Figure 3.5. Normalised histograms of precipitation density (left), fall speed (middle), and diameter (right), for 
precipitation types; sleet (row 1), ice (row 2), pristine ice (row 3), hail (row 4), graupel (row 5), snow (row 6) 

in the ISHMAEL scheme. Precipitation types are extracted according to boundary conditions of the ice 
particle properties ̄𝜌 (kg m−3, 𝜙 and 𝐷 (m) (see Figure 3.4).
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Figure 3.6. Normalised histograms of precipitation density (left), fall speed (middle), and diameter (right), for 
precipitation types; sleet (row 1), ice (row 2), rimed ice (row 3), hail (row 4), graupel (row 5), rimed snow 

(row 6), and unrimed snow (row 7) in the P3 scheme. Precipitation types are extracted according to boundary 
conditions of the ice particle properties ̄𝜌, 𝐹𝑟 and 𝐷 (see Figure 3.3)
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Part II

Riming, Snowfall and Reflectivity in a 
North-East US Winter Storm.
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Chapter 4

Simulated Precipitation Fields

The precipitation observed during the 8–9 February storm displayed significant diversity 
and dependence on mixed-phase processes aloft. This chapter will investigate how suc-
cessful each microphysics scheme is at reproducing the observed precipitation field, both 
in type and spatial distribution at the ground, before comparing the model output to obser-
vations of habit.The presence of riming and wet growth in particular are an especially inter-
esting test case for the P3 and ISHMAEL schemes, which specifically aim to improve the 
parameterised of the riming process.

4.1 Simulated Precipitation Type and Spatial Distribution

In phase one, observations of precipitation indicated that south of Long Island was primar-
ily rain and to the north precipitation was largely uniform snow, but between these regions, 
and positioned approximately parallel with the length of Long Island, lay a transitional zone 
that mirrored the approximate spatial location of the high reflectivity band shown in Figure 
2.3 and was associated with complex mixtures of precipitation types at the ground. In phase 
two, this zone reoriented north-south and exhibited moderate to heavy degrees of riming, 
wet growth, melting and refreezing, which was identified in habit observations at the sur-
face (see Figure 2.5). By phase three, the transitional zone had dissipated, and the precipit-
ation field returned to aggregated snow with small amounts of rime.

The cumulative and combined precipitation fields produced at the surface of Long Island by 
each microphysics scheme are shown in Figures 4.1 and 4.2, respectively. The cumulative 
precipitation field shows the precipitation type (shaded) that accumulated the largest mass 
per surface level latitude-longitude grid cell per phase. The cumulative distribution is re-
lated to both the longevity and intensity of precipitation per phase, so represents the most 
dominant precipitation type produced by each microphysics scheme in each region of the 
domain.

Figure 4.1 indicates that the broad regions of rain to the south of Long Island and snow to 
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the north were generally replicated by all microphysics schemes, but that considerable dif-
ferences were apparent across Long Island where mixed-phase processes were most influ-
ential to the precipitation arriving at the surface. The Morrison scheme (Figure 4.1 row 1) 
produced the least diverse cumulative precipitation field of all schemes, with snow domin-
ating northern and central Long Island, and even reaching south of the Long Island coast-
line for phases one and two (columns 1–2). In phase three, snow became the dominant pre-
cipitation type for all cells in the domain.

The ISHMAEL scheme (Figure 4.1 row 2), produced a larger rain-dominated region south 
of Long Island than Morrison for both of phases one and two. Unlike Morrison, the ISH-
MAEL scheme produced a considerable region of graupel that occupied only the north-
ern tip of Long Island in phase one, but grew in size to intersect central Long Island and 
cover the U.S. mainland approximately over coastal Connecticut due east of New Haven, 
during phase two. Notably, graupel production continued and even increased in size during 
phase three. Quite unusually, throughout all phases, the northern sector of the domain was 
not dominated by snow but instead by small ice (blue shading). This is a remarkable diver-
gence, because even though the spatial distribution suggests that ISHMAEL captured the 
northern snowfall field, the characteristics of this precipitation, such as size and importantly 
density, were extremely dissimilar to the expected and observed charateristics of snowfall.

The P3 scheme (Figure 4.1 row 3) produced the most diverse cumulative precipitation field 
of all schemes in a transitional band whose position and phase-to-phase reorientation closely 
resembled the transitional mixed-phase band associated with high-reflectivity in Ganetis 
and Colle (2015). Within this cumulative band was a mixture of graupel and sleet (ice pel-
lets) during phase one, that appeared to transition from wet-grown hydrometeors (sleet) 
to the south positioned at the leading edge of the rain-region, to dry growth hydrometeors 
(graupel and partially rimed snow) in the north, positioned at the southern edge of the snow 
dominated-region. In phase two, the north-south oriented transitional band primarily con-
tained rain, but produced graupel at its northern tip and was surrounded by a buffer zone 
of sleet before the snow-dominated northern region. These results show impressive recre-
ations of mixed-phase precipitation in accordance with observations during these phases. 
Additionally, in phase three P3 underwent a significant decrease in the cumulative dom-
inance of rain, graupel and sleet that mirrored the observed transition to intense snowfall 
during this time. interestingly, rimed snow continued to persist across the eastern half of the 
domain, coincident with the graupel-dominated area in the ISHMAEL scheme during this 
time.

Overall, the cumulative mass field is a broad examination of a much more complex precip-
itation field but it does highlight some important tendencies in each scheme. The P3 and 
ISHMAEL schemes produced an accumulated precipitation field that was dominated by 
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mixed-phase precipitation in small regions. This is in complete contrast to the Morrison 
scheme, which was dominated by snow. Considering that the cumulative rain field was also 
the smallest in Morrison, these early results imply that the Morrison scheme is less sens-
itive mixed-phase processes, and that relative to the other precipitation types, this scheme 
produces considerably more snow overall. In comparison, the P3 and ISHMAEL schemes 
produced a greater proportion of the overall precipitation mass in mixed-phase hydromet-
eor categories, which implies that the adaptations used by these schemes may make them 
more sensitive to mixed-phase processes. However, the type of precipitation produced in 
the greatest overall amount by these schemes was dissimilar. ISHMAEL was more likely to 
simulate graupel, whilst P3 produced a mixture of graupel, sleet and partially rimed snow. 
This indicates that riming was likely to be more efficient in ISHMAEL, and this is corrob-
orated for example by the similarity of the mixed-phase precipitation region in phase three, 
where ISHMAEL produced graupel but P3 produced only partially rimed snow. It is most 
interesting to note that the ISHMAEL scheme was not dominated by snow in any area of 
the domain, which is divergent from both the other microphysics schemes and the observa-
tions for each phase. The broad and consistent regions of small ice in the north of the do-
main indicate that snow production is unusually low in comparison to the growth of singu-
lar ice, perhaps implying that the aggregation routine is inefficient.

In contrast to the accumulated precipitation shown in Figure 4.1, which indicates the pre-
cipitation type with the greatest mass production, the total precipitation mixture plot shown 
in Figure 4.2 captures the variety of precipitation types exhibited by each microphysics 
scheme per phase. This is a useful resource because the distribution of precipitation types, 
such as mixed-phase precipitation, can be ascertained regardless of production rate.

It is evident that each microphysics scheme supported the production of a wide variety of 
precipitation types during this case. The ISHMAEL scheme (Figure 4.2 row 2) produced 7 
unique precipitation types (dark red)) across much of the domain over all phases but most 
surprising is the existence of a yellow band that lacks riming. This band occupies a similar 
position to that of the mixed-phase transitional band observed in Ganetis and Colle (2015), 
which suggests that where mixed-phase activity was identified in observations, the ISH-
MAEL scheme does not exhibit riming, at least not via the precipitation that reaches the 
surface. Interestingly, the position of the graupel-free yellow band in ISHMAEL during 
phases one and two (Figure 4.2 row 2, left, middle) is similar to that of the P3 rain domin-
ated band in the cumulative mass field (Figure 4.1, row 3, left, middle) and . This indicates 
that both P3 and ISHMAEL are sensitive to the melting layer aloft, which is likely to inhibit 
riming and increase rain mass in both schemes.

The P3 scheme exhibited an interesting relationship between mixed-phase zones that con-
tained rimed ice and snow (red) and those that did not (aqua). For phase one, rimed snow 
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and graupel were present in a transitional zone that showed close agreement with the ob-
served high reflectivity band aloft. However, in phase two the expected mixed-phase re-
gion lacked snow and rimed snow entirely. This suggests that riming was highly effective 
in the transitional zone during phase two, and that mixed-phase hydrometeors developed 
quickly and comprehensively from the snow hydrometeors. This is a clear divergence from 
the conventional scheme, Morrison, in which snow is present in almost all grid cells for all 
phases. It is likely then, that the most obvious caveat of a free-ice category framework is 
to limit the simultaneous presence of ices; a task that is less challenging for separated cat-
egory schemes.

4.2 Comparison to Habit Observations Taken at Stony Brook, NY

Having identified that the predicted precipitation field varies considerably with the choice 
of microphysics scheme, it is now useful to compare these predictions with more precise in 
situ observations of precipitation taken at Stony Brook University, New York (SBNY, Black 
Star in Figures 4.1–4.2. Figure 4.3 shows the observed ice habit (or precipitation type) as a 
percentage of the sample set, as well as the degree of rime observed on the crystal surface, 
at irregular time intervals spanning each phase of this storm. The make-up of precipitation 
during phase one (2000–2300 UTC) was primarily plate-like or dendritic ice with a low to 
moderate degree (1–2) of riming, but during phase two (2300–0200 UTC) a more diverse 
set of plates, columns, needles and sleet were apparent and the degree of riming became 
heavy (∼ 4). By the onset of phase three (0200 UTC-onward), columnnar and plate like ice 
was common and riming low (∼ 1) but at 0500 UTC the observed riming increased to mod-
erate levels (∼ 2) and the precipitation field became dominated by plate like or dendritic 
crystals.

The simulated precipitation field was retrieved within a 20 km by 20 km square area situ-
ated approximately over Stony Brook University, that was simulated within the high res-
olution (800 m grid space) domain situated over Long Island (see Figure 3.1). The mass-
weighted average precipitation type and mass riming rate were determined across the entire 
area in order minimise the chance of an otherwise accurate precipitation field being missed 
due to a small deviation from the expected location. This was an acceptable compromise 
because here we are chiefly concerned with the accuracy of the predicted precipitation type 
rather than the predicted location. Figure 4.4 shows the tendency of precipitation type with 
time for the ISHMAEL, P3, and Morrison microphysics schemes, in rows 1–3, respectively. 
Precipitation is given as a percentage of the total precipitation mass per time period for con-
sistency with Figure 4.3, and each precipitation type is shaded according to the subfigure 
legend. It is evident from the simulated precipitation fields shown in Figure 4.4 that the pre-
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(a) Morrison

(b) ISHMAEL

(c) P3

Figure 4.1. Shaded contour plot of dominant precipitation-type per surface grid cell per phase: phase one 
(left), phase two (middle) and phase three (right) simulated by the Morrison (a), ISHMAEL (b), and P3 (c) 
microphysics schemes. Dominant precipitation type is determined by the largest overall accumulated mass 

over the course of the phase. Precipitation type is given in the panel legend for each scheme.
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(a) Morrison Microphysics

(b) ISHMAEL Microphysics

(c) P3 Microphysics

Figure 4.2. Shaded contour plot of all predicted precipitation types per surface-level grid cell during phase 
one (left), phase two (middle) and phase three (right) simulated by the Morrison (a), ISHMAEL (b), and P3 

(c) microphysics schemes. Precipitation types (given in the panel legend per scheme) are independent, that is 
they do not indicate co-location, but simply the presence of the precipitation in that grid cell at some time 

during the phase.
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Figure 4.3. Observations of ice habit and degree of rime adapted from Ganetis and Colle (2015) for the period 
1830–1030 UTC. Shaded vertical bars indicate the types and relative proportions of sampled precipitation 

given in the legend. Degree of riming is shown in black for the high (dotted-dashed), low (dashed), and mean 
(solid) riming.

dicted precipitation field at Stony Brook was extremely variable amongst these schemes.

The Morrison scheme (Figure 4.4 row 3) predicted the least variation in precipitation of all 
schemes across all three phases of the storm. As in Figure 4.1 panel (a), the precipitation 
field was dominated (80–100%) by snow for all time periods showing that snow produc-
tion in Morrison was not only cumulatively large, but consistent throughout the storm, even 
during phase two when the observed precipitation at Stony Brook was dominated by mixed-
phase hydrometeors. During this phase, Morrison did predict a small mixed-phase period 
but graupel accounted for only ∼ 10% of the total precipitation mass and rain accounted for 
only 5%.

Conversely, the ISHMAEL and P3 schemes showed much more sensitivity to the presence 
of mixed-phase precipitation. In ISHMAEL (Figure 4.4 row 1), the precipitation varies 
between graupel and rain production but primarily predicted the presence of small ice (red). 
The onset of the mixed-phase period during phase two (2300–0200 UTC) coincided with 
an increasingly large rain output resulting in approximately 80% of the total mass by 0100 
UTC. Interestingly, graupel is present at Stony Brook, but only during phases one and three, 
at which time only moderate riming was observed. The tendency and timing of the trans-
itions between graupel and rain may corroborate that ISHMAEL is sensitive to melting, 
which was most prominent during the observed mixed-phase period.

In P3, the precipitation at SBNY also appeared to be sensitive to melting. During phase 
two, when the melting layer was aloft of Stony Brook, the majority of the precipitation field 
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(a) ISHMAEL Microphysics

(b) P3 Microphysics

(c) Morrison Microphysics

Figure 4.4. Precipitation type at Stony Brook as a percentage of the total precipitation mass received at the 
surface (vertical shaded bars) predicted by the ISHMAEL (a), P3 (b), and Morrison (c) microphysics schemes 
between 1800–1100 UTC 8–9th February. Precipitation type is indicated by shading detailed in the subfigure 

legend. Data is a mass-weighted average over all surface level cells within a 20 km by 20 km area centred 
over Stony Brook.
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was converted to rain and the only ice present was sleet (analogous to ice pellets or small 
ice particles). Graupel was generally not produced at SBNY by the P3 scheme, and indeed 
overall graupel was produced more frequently by Morrison. However, the P3 scheme pro-
duced partially rimed snow during phases one and three that broadly aligned with observa-
tions of moderate riming at this time.

Overall, it is apparent that no single microphysics scheme provided an ideal prediction of 
precipitation type or tendency at Stony Brook. The ISHMAEL scheme and P3 schemes 
showed similar precipitation type tendencies per phase and achieved a reasonable predic-
tion of riming during the ramping-up/down period of phases one and three, when mixed-
phase activity was moderate. However, both schemes were too sensitive to melting during 
phase two resulting in an overproduction of rain mass and loss of mixed-phase precipitation 
(presumably aloft). That’s not to say there were no successes, as during phase two rain was 
accompanied by pellet-like ice in both schemes that was representative of the ice pellets ex-
perienced at the ground. Comparatively, the Morrison scheme showed far less sensitivity 
to the mixed-phase period, and consequently continued to produce snowfall at Stony Brook 
for the extent of the simulation. It is possible that the inability to perceive partial riming in 
Morrison likely played a role during phases one and three, when riming may have occurred 
but not in significant enough quantities to produce graupel. Therefore, during these phases, 
the precipitation was confined to only snowfall with no riming evident. During phase two, 
the appropriate timing of graupel production by Morrison was still a successful indication 
of mixed-phase activity. However, the amount of graupel produced was not enough to re-
semble observations of riming.

Unlike Morrison and P3, the ISHMAEL scheme parameterises ice aspect ratio which al-
lows for the comparison of observed and predicted ice habit. This motivates a comparative 
study of ice habit prediction. For this analysis, the raw observational data of ice habit was 
reorganised into three aspect ratio categories; oblate, prolate, or spherical ice crystals. An 
overview of the ISHMAEL-predicted distribution of these categories is shown in Figure 
4.5, where it is evident that oblate ice is the most widely predicted precipitation type, fol-
lowed by near spherical, and then columnar. However, interestingly the amount of columnar 
crystals as a proportion of the entire precipitation field increases toward the surface. This 
provides some evidence that the ISHMAEL scheme may simulate enough columnar ice to 
recreate the observations. However, the ISHMAEL scheme did not simulate the appropriate 
ice habit at SBNY in Figure 4.4. To proceed with this analysis, it is assumed that the pre-
cipitation field may be displaced further north-east than observed, which is corroborated by 
the location of cumulative graupel mass further north-east than expected in Figure 4.1. The 
suitability of this assumption can be checked by examining the frequency of column-like 
crystals produced by the ISHMAEL scheme north-east of SBNY. Columnar crystals were 
observed in great frequency between 0030 UTC and 0430 UTC, and at this time Figure 4.7

127



4.2. COMPARISON TO HABIT OBSERVATIONS TAKEN AT STONY BROOK, NY

Figure 4.5. Histograms of ice-particle aspect ratios throughout domain 3 for all grid points (row 1), bottom 
layer (surface) points (row 2), grids including, and in close proximity to, SBNY (row 3), SBNY grid cell only. 

Bars are shaded according to the habit-type associated with each aspect ratio, oblate (𝜙 < 0.8, dark blue), 
spherical (0.8 < 𝜙 < 1.2, light blue), and prolate (𝜙 > 1.2, purple)

shows that columns did occur to the east of SBNY. This motivates a comparison of the sim-
ulated aspect ratios at three eastern locations. These three points are shown in Figure 4.7
with black markers (see Figure legend).

Figure 4.6 compares the aspect ratio categories that were observed (row one) and ISHMAEL-
simulated (rows 2–4) at three points on Long Island. Precipitation is given as a percentage 
of the total crystal sample size, and comparably the ISHMAEL data is given as a number-
weighting. For comparison to the degree of rime (row one, overlaid black lines) the average 
tendency of riming is used as a proxy and overlaid in black for rows 2–4.

The simulated aspect ratio shown in Figure 4.6 indicates that, whilst the ISHMAEL scheme 
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Figure 4.6. Aspect ratio of ice observed at SBNY (top) and simulated by the ISHMAEL scheme at three 
points in proximity to SBNY (shown in Figure 4.7). Observational data derives directly from a 

re-categorisation of precipitation type as shown in Figure 4.3. Aspect ratios are grouped into plates (dark 
blue), columns (light blue), and spherical (purple). The observed high, low and mean riming rate 4.3 is shown 
for observations (top). A proxy to the degree of riming, the rime mass tendency is shown for the ISHMAEL 

scheme in (black, solid)

did not produce an appropriate aspect ratio distribution exactly at SBNY, east of this re-
gion the aspect ratios were in moderate agreement with observations. For example, the 
observed aspect ratio tendency was from plates in phase one, to columns and spheres in 
phase two, and columns followed by plates in phase three. A similar tendency is observed 
in the ISHMAEL scheme where an initially plate-dominated field gives way to columns and 
spheres, and is then replaced by plates and columns. However, we note that the ISHMAEL 
scheme was too quick to produce spherical particles, and maintained their production than 
for longer than was observed. This is likely related to the increased sensitivity to riming 
and melting posed by ISHMAEL, which serves to tend the aspect ratio towards spherical. 
Importantly, the simulated riming mass tendency (black overlaid line) shows good agree-
ment with the peak of the observed riming during phase two. These results are promising 
for habit parameterising schemes, and more work in this vein should be conducted to verify 
their development with observational data.

Throughout this chapter, it has been stated that precipitation predictions in the mixed-phase 
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Figure 4.7. Grid-cell frequency of prolate crystals simulated at the surface by ISHMAEL between 2300–0430 
UTC. Frequency is defined as number of times present per time step, and the domain 3 time step was 15 

minutes (4 per hour). The location of Stony Brook is shown with a red cross. The location of three sample 
points for aspect ratio analysis (see Figure 4.6) are shown in black and given by the Figure legend.

have been influenced by each scheme’s sensitivity to the melting layer. Examination of the 
ISHMAEL, P3 and Morrison precipitation fields imply that the generalised-ice framework 
appears more susceptible to the effects of melting, which materialises in a comparably more 
rain-filled precipitation field, mixed with small ices such as ice pellets. In this case, the 
melting layer was responsible for much of the observed mixed-phase precipitation through-
out the transitional zone, so it is desirable to compare the melting layer extent and mag-
nitude to determine if this was a factor to the simulated precipitation at the ground. Figure 
4.8 shows the melting layer (determined by T > 0∘C) aloft of Stony Brook per phase and per 
scheme. Column 1 shows a time series of the melting layer top (green) and melting layer 
bottom (blue) versus height, as well as the location of the maximum temperature within the 
melting layer (red). Column 2 shows the descent rate of the upper and lower melting layer 
boundaries. Column 3 shows the width of the melting layer, determined by the absolute dif-
ference of both top and bottom boundaries.

Figure 4.8 shows that there are large differences in the elevation and width of the melting 
layer during phase two that likely led to the very different precipitation fields and perceived 
melting sensitivities per scheme. For example, in phase one all schemes show a similar 
melting layer width and elevation above the surface (lower bound > 1 km). However, in 
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phase two the melting layer in ISHMAEL descends rapidly to very near to the ground level. 
This effect is not found in the Morrison scheme, and occurs later in the P3 scheme. Con-
sequently, the melting layer width in ISHMAEL is more than 500 m larger than in P3 on 
average during phase two, and more than double that of Morrison. The melting layer width 
is a important because particles falling into the melting layer must traverse a larger distance 
to ground than in other schemes and thus have more time to fully melt. This likely played 
a role in the increased rainfall and reduced mixed-phase precipitation predicted by ISH-
MAEL during phase two. For example, the peak in melt layer width from 2330–0100 UTC 
coincides with the onset of increased rainfall in Figure 4.4. It is also notable that the peak 
in melt layer width for the P3 scheme also coincides with considerable rainfall in Figure 
4.4. However, the melt layer width in P3 is half that found in the ISHMAEL scheme, so it is 
likely then that of both free-ice categorisation schemes it is P3 that is the more sensitive to 
melting, and it is ISHMAEL that produces larger melt layers. The origin of this increased 
melting layer width in the ISHMAEL scheme is of particular interest, not only due to the 
effect of this upon the precipitation at the surface, but also due to many similarities with 
observations that were detailed by Griffin et al. 2014. Griffin noted that the melting layer 
descent was pivotal to the precipitation simulated at the ground, and hypothesised that this 
descent was due to either latent heating or the size and fall speed of large hydrometeors at 
the fastest descending point. In this instance, more research is needed to examine the rela-
tionship between the melting layer and its descent in the ISHMAEL scheme.
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Figure 4.8. Vertical distribution and characteristics of the melting layer (T > 0∘C) aloft of Stony Brook for 
phase one (blue shading), phase two (red shading), and phase three (green shading) simulated by the 

ISHMAEL (top), Morrison (middle), and P3 (bottom) microphysics schemes. Column 1; elevation of the 
melting layer top (green dotted), bottom (blue dotted), and maximum temperature (red, solid). Column 2; 
descent rate (m 15 min−1) of the melting layer top (green, dotted) and bottom (blue, dotted). Column 3; 

melting layer width (top layer elevation minus bottom layer elevation).
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Chapter 5

Riming

The process of riming played a significant role in the development of precipitation at the 
surface for the storm in this case. Modification of ice crystal habit was not only common-
place during phase two of the storm, but was well-captured by ground-based photography 
of ice crystal habits that showed copious surface riming. The resulting products of riming, 
such as graupel and miscellaneous ice pellets formed a substantial portion of the precipit-
ation. It is important then to determine which microphysics scheme, if any, can adequately 
reproduce these observations.

This case provides an ideal-test bed for the ISHMAEL and P3 schemes, which each employ 
novel methods to improve the ice characteristics during riming, with the intention to im-
prove the accuracy of ice particle growth during this process. This investigation is ideal too 
for the Morrison scheme, that simulates graupel in the conventional categorisation frame-
work that has been the subject of scrutiny and debate.Therefore, the goal of this chapter is 
to investigate the differences in the extent of riming produced by these schemes, and asso-
ciate these differences with process rates. ISHMAEL and P3 will be thoroughly examined 
within a realistic ice growth scenario, and the limitations and weaknesses of each frame-
work will be evaluated and discussed.

5.1 Rimed Precipitation and Riming Rates

Given the differences in the location and frequency of rimed particles simulated at the sur-
face by each microphysics scheme (see Figures 4.1–4.2), it is interesting to examine and 
compare the amount of rimed particles that were present throughout the entire domain. For 
this analysis the particles that meet the “rimed” criteria must first be established. In Mor-
rison, rimed particles are represented by the graupel category only. Whereas in ISHMAEL, 
riming can occur for any frozen precipitation type by modification of the precipitation qual-
ities such as density and aspect ratio, but the rime-specific components that modify the 
precipitation are not tracked. Partially rimed ices in ISHMAEL are, therefore, difficult to 
distinguish with high confidence, so for the sake of clarity only precipitation meeting the 
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5.1. RIMED PRECIPITATION AND RIMING RATES

Figure 5.1. Time series of total rimed-particle mass (kg, left) and total riming rate (kg s−1, right) per 
microphysics scheme in domain 3. Quantities associated with the ISHMAEL, Morrison and P3 microphysics 
schemes are shown in blue, red and green, respectively. Blue, orange and green backgrounds span phases one, 
two and three, respectively. Rimed-particles are graupel (solid) in the ISHMAEL, Morrison and P3 schemes, 

and also partially rimed ice (dashed) in the P3 scheme only.

criteria of graupel is considered as a rimed-particle in this microphysics scheme. For P3, a 
particle’s historical rime mass and volume can be used to determine rime fraction enabling 
partially rimed precipitation to be identified in addition to graupel. Therefore, the rimed 
particle mass considered for summation is graupel for all microphysics schemes, and addi-
tionally, partially rimed ice for P3.

The total rimed particle mass was obtained by summation over all cells in the highest res-
olution domain (domain 3), situated over Long Island where riming was observed. The 
timeseries of total rimed mass per time step isshown in Figure 5.1 (left) for each scheme 
(see Figure legend). The time periods for phase 1 (2000–2300 UTC), phase 2 (2300–0200 
UTC), and phase 3 (0200–0800 UTC) are indicated by blue, red, and green background 
shading, respectively.

Figure 5.1 (left) shows that prior to the onset of phase one (∼ 1900 UTC) each microphys-
ics scheme simulated a relatively small (< 1 × 1010 kg) amount of graupel but by the onset 
of phase one (∼ 2000 UTC) ISHMAEL (blue) had already increased its graupel production 
considerably. This large rate of increase in graupel mass was sustained for the entirety of 
phase one. By 2130 UTC, the total graupel mass mixing ratio in ISHMAEL had increased 
to < 7 × 1010 kg and continued to increase until reaching a peak total graupel mass of < 9.4 × 1010 kg by the onset of phase two (2300 UTC), before declining gradually during 
phase three. By comparison, P3 (green, solid) produced considerably less graupel through 
all three phases, reaching a maximum graupel mass of < 1 × 1010 kg at 2200 UTC, its 
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highest total of all three phases and almost ten times smaller than the maximum produced 
by ISHMAEL. Total graupel mass in P3 then reduced quickly over the course of phase two, 
and more gradually during phase three. Morrison (red) produced the least total graupel 
mass of all schemes, reaching a peak value of < 2 × 109 kg at 2300 UTC, before decreasing 
gradually during phase three. For comparison, partially rimed snow and ice generated by 
the P3 microphysics scheme is also shown in Figure 5.1 (green, dashed). This precipitation 
has a similar tendency and peak magnitude to the graupel mass produced by ISHMAEL, 
rising and falling during phases one and three about a peak mass of < 8 × 1010 kg at 0100 
UTC during phase two.

Three key conclusions may be taken from Figure 5.1 (left). First, that ISHMAEL consist-
ently produced considerably more graupel mass than any other scheme both overall and 
within each phase. This very large difference (i.e. ISHMAEL peak graupel mass was a 
factor of ten times larger than P3, and nearly 50 times larger than Morrison) indicates that 
the ISHMAEL scheme may be more prone to the overproduction of graupel. Similarly, a 
second noteworthy point is that Morrison produced much less graupel than other schemes, 
which may indicate that this scheme underestimates riming or the production of graupel 
precipitation in general, a common criticism of conventional schemes. Finally, we note 
that whilst the P3 simulated total graupel mass was quite small, the total mass of partially 
rimed ice was comparable to graupel in ISHMAEL, which may indicate that riming is tak-
ing place in P3 at a similar rate to ISHMAEL, but that the resulting precipitation does not 
reach a fully rimed state, perhaps due to some limiting factor. These points require further 
investigation.

A key uncertainty discussed above is the relationship between the rimed mass that is pro-
duced and the riming rate that produces it. To understand this link, the total rimed mass 
time series per scheme in Figure 5.1 (left) can be compared to a time series of the total mass 
riming rate, shown in Figure 5.1 (right). The total mass riming rate (kg s−1) is a compon-
ent to the total mass tendency equation that is calculated according to the riming frame-
work in each scheme and so is innately dissimilar between the microphysics schemes used 
in this case. The mass riming rate of a single cell describes the mass of a liquid (cloud or 
rain) droplet population that is transferred to the frozen precipitation mass each second due 
to riming. The total mass riming rate plotted in Figure 5.1 (right) is the summation of the 
single cell mass riming rate for all cells per time step and thus represents the instantaneous 
riming rate.

The total mass riming rate shown in Figure 5.1 (right) is separated for rimed mass stem-
ming from accreted rain (solid) and accreted cloud droplets (dashed). Remarkably, Mor-
rison cloud droplet riming was the largest riming rate of all schemes and liquid types, reach-
ing a maximum of 2.7 × 107 kg s−1 at 0030 UTC (phase two), and was consistently larger 
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than the riming rates of all other schemes by 5 × 106–1 × 107 kg s−1 per time step during 
phases one and two. Additionally, total riming mass rate due to rain was larger than in both 
ISHMAEL and P3. These results are surprising given that Morrison produced the smallest 
total graupel mass of all schemes, but may indicate that the underestimation of graupel is 
not due to a lack of riming in this scheme, rather, that considerable riming does occur but 
this mass is not transferred to the graupel hydrometeor category.

The opposite relationship is found for the ISHMAEL scheme (blue), which produced the 
lowest peak total mass riming rate from rain, and the lowest overall riming rate (from cloud 
droplets), yet was found to produce the most rimed mass overall. In this case, a similar con-
clusion is implied, that riming is infrequent, or that the riming process calculates that less 
rimed mass is produced in ISHMAEL, but that the incorporation of the rimed mass to graupel 
is comparably more efficient than in other schemes. By comparison, the P3 scheme had 
a similar cloud droplet riming rate, and a much larger rain riming rate than ISHMAEL, 
but only produced partially rimed ice. This difference in the degree of riming that is simu-
lated by P3 and ISHMAEL implies that the growth path toward graupel is dissimilar in each 
framework

The combined evidence from Figure 5.1 indicates that the fundamental differences between 
the riming frameworks of each scheme can produce a wide variety of riming rates that have 
very different relationships to the production of rimed mass. For Morrison, relatively high 
riming rates do not translate to large masses of graupel, and in ISHMAEL, relatively mod-
est riming rates produce considerable masses of rimed ice. P3, which bears many similar-
ities to ISHMAEL (i.e. by evolving ice characteristics) simulated a precipitation field with 
less riming than was simulated by ISHMAEL, despite P3 having a much higher total riming 
rate.

The outstanding question is, where do the differences in the relationship between rime rate 
and rimed precipitation originate? All three microphysics schemes strictly conserve mass, 
therefore the should be no discrepancy between rimed mass and rimed precipitation. How-
ever, this directly contradicts the findings in Figure 5.1, namely that the relationship between 
riming rates and rimed particles is dissimilar between schemes. Indeed, whilst mass is con-
served in these schemes, the mechanism of precipitation production in each provides ample 
opportunity for the rime mass tendency and the precipitation field to become seemingly dis-
jointed. In the following sections, the relationships between riming and precipitation for 
each framework will be explored, namely the fixed hydrometeor-category system used Mor-
rison, and the ice particle property evolution system used by ISHMAEL and P3.
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Figure 5.2. Time series of percentage rimed particle mass (%) applied to each hydrometeor category at the 
end of the model time step, simulated by Morrison microphysics in WRF domain 3. Left: cloud droplet 
riming. Right: raindrop riming. Three hydrometeor categories are considered; Graupel (green), Snow 

(orange), and Ice (blue). For rain droplet riming, rimed cloud ice mass that is subsequently added to snow 
mass (auto-converted) is also shown (red). Blue, orange and green backgrounds span phases one, two and 

three, respectively.

5.2 Riming-Rates and Graupel Production in the Morrison Scheme

First, we will investigate the relationship between riming and graupel production in Mor-
rison. One of the most surprising results of Figure 5.1 was the relatively low total graupel 
mass produced in domain three, despite the total mass riming rate being relatively large. 
Given that mass is a strictly conserved quality in Morrison, we seek to determine the des-
tination of rimed mass if not graupel.

In Morrison, the mass riming rate is calculated for each hydrometeor category, and added 
to the hydrometeor’s total mass tendency at the end of each time step, which enables the 
destination of rime mass to be determined per precipitation type. In Figure 5.2, the total 
rimed mass applied to each precipitation category at the end of the time step is summed 
for all cells in domain three and combined into one value per time step. The resulting time 
series is shown as a percentage of the total rimed mass per time step per precipitation type. 
Figure 5.2 (left) shows the times series for rime mass that originates from cloud droplets, 
and Figure 5.2 (right) shows the equivalent quantity that originated from the riming of rain 
droplets.

The destination of cloud droplet rimed mass shown in Figure 5.2 (left) in the Morrison scheme 
was predominantly snow in this case. Cloud droplet accretion to snow consistently accoun-
ted for at least 90% of the total rimed mass destination per time step, and on average snow 
captured 96.5% of rimed cloud droplet mass through all three phases. By comparison, the 
second-highest recipient of rimed cloud droplet mass was graupel, which obtained only 
3.5% of the rime mass in total.
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The destination of rain droplet rimed mass shown in Figure 5.2 (right) was more varied 
than for rimed cloud droplets, but still dominated by the riming of snow. The snow cat-
egory captured 85.7% of all rimed rain mass on average and exceeded 80% of the total for 
the majority of phases one and two. Whereas graupel rarely captured 5% of the total rimed 
rain mass. In fact, cloud ice captured and retained more rimed rain droplets than graupel 
in phase two, and had a larger peak of 20% of the total mass at 0300 UTC. An important 
factor in this case was the rimed rain captured by ice that was subsequently auto-converted 
to snow (red). This quantity peaked at almost 30% of the total rimed mass gained, and was 
the second largest destination on average for all rain-rimed precipitation types.

Overall, Figure 5.2 begins to consolidate the seemingly disjointed relationship between 
riming and graupel. The vast majority of rimed mass from both cloud droplet and rain rim-
ing was absorbed into the snow category by the end of the model time step, either directly, 
or via autoconversion of cloud ice. Importantly, on average the snow category gained more 
than 95% of the total cloud droplet mass, which was the largest contributor of rimed mass 
of any scheme or droplet type (Figure 5.1). For comparison, the proportion of rimed cloud 
droplet mass transferred to the snow category is shown in Figure. 5.1 (right, black, dotted). 
Not only does this bias negatively impact graupel production in the Morrison scheme, but it 
also contributes to the Morrison snow hydrometeor category, which was shown to have by 
far the largest total mass of all schemes and precipitation types.

Care must be taken to discern the results of Figure 5.2 in the context of the precipitation 
field. It is difficult to disentangle cause from effect, for example, the vast majority of rimed 
mass did contribute to the snow category and therefore, the snow category was a direct be-
neficiary of the riming process. However, snow mass was the most numerous and extens-
ive precipitation type in the Morrison scheme, so it makes sense that in riming cells snow 
would incur a larger proportion of the total rime mass. Indeed, both scenarios are logical, 
but the outcome must be consolidated; the largest amount of riming should not lead to the 
smallest amount of graupel. This motivates an investigation of the conversion process from 
snow to graupel.

Morrison cannot represent partially rimed ice, so the autoconversion rate of snow to graupel 
is crucial in determining the production rate of graupel. To determine the autoconversion 
rate of rimed mass on snow to graupel in the Morrison scheme, cells that were found to 
rime upon snow were isolated, and the percentage of the resulting rime mass that was ad-
ded to snow versus that added to graupel was retrieved. The rimed mass added directly 
to graupel is not considered here, as we are concerned only with the growth of the snow 
category by riming and the proportion of this mass that is subsequently transferred to the 
graupel category. Figure 5.3 shows the typical percentage of accreted mass that is trans-
ferred to the graupel category in several log10 scaled bins. The frequency of each bin count 
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Figure 5.3. Percentage of mass accreted to snow that is transferred to the graupel category (x-axis) as a 
percentage of the total number of autoconversion cases (y-axis) in the Morrison scheme. Left: the proportion 
of converted mass owed to cloud droplet riming. Right: the proportion of converted mass owed to rain droplet 

riming.

was shown as a percentage of the total number of snow-riming cells. Figure 5.3 (left) shows 
the typical amount of cloud droplet rime mass that is converted to graupel from the snow 
category, whereas Figure 5.3 (right) shows the typical conversion amount for rimed rain 
drops.

Figure 5.3 shows that conversions of more than 10% rimed snow mass to graupel rarely oc-
cur, despite the high riming rates that were simulated in this case. For cloud droplet rime 
(Figure 5.3, left), a 10–100% conversion of rime mass to the graupel category occurred in 
only 0.001% of cases. The most common conversion rate was between 1–10% of rimed 
cloud droplet mass that accounted for more than 90% of all cases. The remaining propor-
tion of cases were found to convert between 0.1 and 1% of the rimed cloud droplet mass 
to the graupel category, with the remaining > 99% of mass retained by the snow category. 
In comparison, the rain droplet rimed mass was found to be retained by the snow category 
more often, and in greater overall amount, than for cloud droplets. For example, the 1–10% 
conversion bin accounted for less than 30% of all conversions, with the vast majority of 
rain-rimed snow instances converting 1% or even less of the total rimed mass to graupel.

As previously stated, the absorption of a portion of the rimed mass into the snow category 
is a logical and necessary choice in the categorised-precipitation framework. However, the 
portion of rimed mass that is converted to the graupel category is shown by Figure 5.3 to be 
extremely small in comparison to the amount of rime added to snow. Not only does this ar-
tificially restrict the production of graupel, but it simultaneously and unexpectedly provides 
a mechanism for the enhancement of snowfall. It is arguable that the enhancement of the 
snow field is natural, as light riming increases the mass of snow without producing graupel. 
However, in the following paragraphs we argue by counter example that the partitioning of 
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rime mass in Figure 5.3 is unrealistic and detrimental to the production of graupel in Mor-
rison’s current formulation.

Consider a cell in which snow is present with graupel, and where snow mass vastly out-
numbers graupel mass. The partition of rimed mass must be balanced by two factors; the 
relative amount of each hydrometeor type to be rimed upon, and the degree of riming that 
constitutes graupel. For example, in this example cell, one might expect that the sum-total 
rime mass lost to the light riming of many snow particles, is larger than the sum-total rime 
mass spread across very few graupel particles. Consideration of the relative amount hydro-
meteor types can therefore allow the proportion of droplet mass retained by snow to vastly 
exceed that obtained by graupel. This scenario is in agreement with Figure 5.3.

However, we note that the scenario posed by Figure 5.3 can only occur when the riming 
of snow crystals is light, and more broadly, that the degree of riming is considered by the 
snow field. To illuminate this point, consider the same cell where snow mass vastly out-
numbers graupel mass. Suppose that light riming occurs, such that the mass gained by graupel 
is small due to the large-scale riming of many snow crystals. After one instance of riming, 
the snow field rime fraction is 𝐹𝑟 > 0, where 0 < 𝐹𝑟 < 1 denotes the proportion of the 
crystal that is rimed and 𝐹𝑟 = 1 is graupel. Then by extension, After 1/𝐹𝑟 riming instances 
the snow field will reach the graupel criteria and a jump in the graupel field will be appar-
ent as the very large snow mass is converted to graupel. This jump condition is essential for 
an accurate relationship between riming and graupel production. This simple example in-
dicates that, conditions exist in which the majority of rimed mass can be applied to snow 
(i.e. Figure 5.3), and simultaneously, the majority of the precipitation that is produced is 
graupel. In fact, the conditions posed by Figure 5.3 are only possible if such a consideration 
of rime fraction as posed here is present.

Without consideration for rime fraction, the graupel jump condition is not realised and the 
snow field perpetually grows at the expense of the graupel field. Indeed, without consider-
ation of rime fraction, the partition found in Figure 5.3 is potentially physically unrealistic; 
it shows that riming is dependent on the relative amounts of snow and graupel, whilst sim-
ultaneously growing snow mass at the expense of graupel mass. This cyclical relationship 
indicates that the severity of riming is intrinsically related to snow production more so than 
graupel production and goes some way toward explaining the relationship observed in Fig-
ure 5.1. Beyond an unusual relationship between riming and graupel production, this meth-
odology poses several additional problems for the precipitation field, not least that partially 
rimed snow retains the density and fall speed characteristics of unrimed snow.

Two solutions are posed here to remedy the current Morrison framework (and by extension, 
the frameworks of other microphysics schemes that utilise categorised precipitation). First, 
the expansion of the snow category into several partially rimed subcategories, which would 
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allow a transitional path toward the graupel jump condition and incorporation of modified 
density and fall speeds for rimed ice. This option is likely to increase the computational 
time required during time steps, and is rarely incorporated in bulk schemes, but is similar 
to the approach of binned-spectral schemes. A second, more simple solution would be the 
inclusion of an autoconversion term between snow and graupel that is related to the rim-
ing rate and the relative amounts of each hydrometeor type. An autoconversion term from 
snow to graupel does not exist in Morrison, which leaves the population distribution en-
tirely down to the partitioning of rime mass. However, an additional autoconversion term 
would be a crude parameterisation of rime fraction.

A third option does exist, namely to explicitly track rime fraction as a prognosed quantity, 
but this is not compatible with the framework posed by Morrison. Rather, this is a motivat-
ing factor for the transition to a different framework that considers rime fraction explicitly, 
or incorporates riming gradually to the precipitation field, as in P3 and ISHMAEL.

5.3 Relating Rimed Particle Growth to Riming Rate in P3 and ISHMAEL

Analysis of the rimed particle population and the total mass riming rate in Figure 5.1 showed 
that the ISHMAEL and P3 schemes produced vastly different precipitation types and quant-
ities despite similar riming rates. For example, the total cloud droplet mass riming rate in 
both schemes were similar in size at all time steps, and larger overall in P3 when both cloud 
and rain droplet riming was considered. However, the total mass of rimed particles was 
much larger in ISHMAEL than P3. ISHMAEL’s large, fully rimed graupel mass outweighed 
the partially rimed ice and, much smaller graupel quantity, simulated by P3. Here we in-
vestigate the discrepancy between riming rate and rimed particle production for these schemes, 
with the intention of better understanding or improving the novel frameworks that these 
schemes are built upon.

To determine the application of riming rates to rimed particle formation in ISHMAEL and 
P3, we must examine the variables that define the precipitation field in each scheme. This is 
a logical approach, as the development of graupel, or any other rimed particle, is simply 
shorthand for the development of the defining variables towards the criteria for graupel. 
First consider the precipitation variables and their respective scales per microphysics scheme 
shown in Figure 5.4. The characteristic variables used to partition graupel and rimed snow 
in P3 (Figure 5.4, left) are rime mass fraction 𝐹𝑟 (0–1) and density 𝜌 (kg m3). Whereas in 
ISHMAEL, the characteristic variables of importance are the ice aspect ratio 𝜙 and dens-
ity 𝜌 (kg m3). Unlike Morrison, in which rime mass is calculated and redistributed amongst 
fixed hydrometeor categories, the riming process in the P3 and ISHMAEL schemes evolves 
the characteristic variables of the precipitation distribution and the precipitation type is left 

141



5.3. RELATING RIMED PARTICLE GROWTH TO RIMING RATE IN P3 AND ISHMAEL

Figure 5.4. Visual aid for the development of rimed particles in the ISHMAEL and P3 schemes. The P3 
scheme (left, blue) tracks the rime fraction 𝐹𝑟 and density 𝜌 (kg m3) of the precipitation field. The ISHMAEL 
scheme (right) tracks the aspect ratio 𝜙 and density 𝜌 (kg m3) of the precipitation field. Precipitation type is 
indicated by the sub range of each variable; graupel (green) and rimed snow (yellow) are considered here. 

Note that graupel occurs when the criteria for both variables is met simultaneously

for the end user to diagnose in post-processing. The characteristic variables can therefore 
be visualised as moving on a sliding scale, which has sub ranges for each precipitation type. 
Figure 5.4 shows the respective sliding scales of each variable, and highlights the relevant 
sub range of a precipitation type with a colour. In both schemes, the graupel sub range of 
each variable is highlighted in green, and in P3 partially rimed ice is highlighted in yellow. 
sub ranges that are not relevant to the investigation of rimed ice are highlighted in red. Note 
that, for precipitation to be considered graupel, it must meet the graupel condition (green) 
across both characteristic variables.

We will conduct the following analysis on the basis of precipitation identification as in Fig-
ure 5.4 i.e. assuming that the production of graupel is related to the tendency of each char-
acteristic variable along the sliding scale. The rate of progression along each scale is de-
termined by the riming process of each scheme, and and so consideration of the sliding 
scale enables a direct comparison of the rimed particle production rate and the mass rim-
ing rate. Given the similarity of riming rates but dissimilarity of graupel production shown 
in Figure 5.1 for these schemes, it is likely that the rate of change of the characteristic vari-
ables in each scheme (i.e. their rate of progression along the sliding scale) is quite different.

It is useful to understand how each variable changes within a sub range of the scale (e.g. the 
graupel (green) sub range of the 𝜙 scale). For example, one can expect that crystals with a 
very prolate aspect ratio may have a different rime-rate, and therefore different aspect-ratio 
evolution, to very oblate crystals. Similar arguments can be made for sub ranges of other 
characteristic variables. Therefore, in this analysis the rate of change of characteristic vari-
able is ordered according to its initial value and sub range. The variable evolution rates are 
shown in Figures 5.6 and 5.5.

To determine the evolution of the characteristic variables in each scheme during riming, 
the change in each variable before and after riming was calculated for all riming grid cells. 
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This indicates the typical progression of a variable along its scale as a consequence of rim-
ing. The typical change due to riming was then averaged throughout the domain and re-
trieved per time step in a time series. These are shown for the density variable in Figure 5.5
and the rime fraction and aspect ratio variables in Figure 5.6.

Figure 5.5 shows the rate of change Δ𝜌 of ice particle density 𝜌 within riming cells for the 
P3 and ISHMAEL schemes. The rate of change produced in the ISHMAEL scheme is sep-
arated according to the ice category; ice-type 1 (planar-nucleated, blue), ice-type 2 (columnar-
nucleated, red) and ice-type 3 (aggregated, black). Whereas P3, which has only one ice cat-
egory, is shown in green. From Figure 5.4 we find that ISHMAEL density has three sub 
ranges; 𝜌 < 300 kg m3 indicating low density, snow-like crystals (Figure 5.5 column 1), 300 < 𝜌 < 700 kg m3 indicating graupel-like density ranges or heavy riming (column 2), 
and 𝜌 > 700 kg m3 which indicates high density ice, such as cloud ice or hail (column 3). 
In the P3 scheme, low density ice is not required to be specified so there are two sub ranges 
of interest; 𝜌 < 700 kg m3 and 𝜌 > 700 kg m3, shown in columns 2 and 3, respectively.

Comparison of how quickly characteristic variables change during riming indicates how 
quickly the ISHMAEL and P3 models produce graupel by evolving particle qualities to-
ward a graupel-like state. The density characteristic variable, shown in Figure 5.5, is use-
ful to compare as it is evolved by both schemes and required to define graupel-like precip-
itation. For low density ice (column 1), the rate of change of density for ice undergoing 
riming is quite large. Ice-types 1 and 2 are found to increase by an average of 156 and 257 
kg m3 15 min−1 on average, indicating that riming increases the density more so in prolate 
crystals than oblate. Ice-type 3 (aggregated ice) has a much lower average change in density 
of 14.6 kg m3 15 min−1 on average. The large difference in Δ𝜌 implies that aggregated ice 
is much more likely to retain its low density despite undergoing riming, an effect that likely 
originates from the larger typical size of aggregated ice that might requires comparatively 
more riming to impart density changes. Consequently, where riming does occur, it is likely 
to quickly densify smaller ices.

By comparison, high density ice (column 3) demonstrates a similarly large but negative typ-
ical rate of change of average 102 and 116 kg m3 15 min−1 for ice-types 1 and 2 in ISH-
MAEL. In this case, aggregated ice experiences a much larger reduction in density due to 
riming, indicating that this ice-type naturally tends toward lower densities and is unlikely 
to be found at high densities if riming is present. Interestingly, the rate of change indicated 
by P3 is much larger than all three ISHMAEL ice-types, particularly during phase three, 
when the environment cooled, typical snow mass increased, and the density of rime mass 
was likely less than during the previous phases. On average the reduction in density applied 
to high density ice was -280 kg m3 15 min−1, the largest (absolute) rate of change observed 
in the density field for any sub range.
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Examining the rate of change of density for precipitation that already meets the graupel cri-
teria (column 2), we find that ISHMAEL ice-types 1 and 2, and P3 ice, show a very small 
(< 10 kg m3 15 min−1) average tendency. Given that the graupel density sub range can span 
up to 700 kg m−3, the density range completion is approximately 1% per time step. This is 
not surprising, rather, it indicates that this density range is optimal for rimed ice, and there-
fore the effect of riming on graupel is simply to maintain a consistent density. However, the 
tendency of aggregated ice (ice 3) in ISHMAEL is large and positive, at 134 kg m3 15 min−1. 
This is a surprising result, as it appears that riming substantially increases the density of 
this ice-type beyond the expected graupel range.

The overall tendency of the density field is to decrease toward the graupel range, as ex-
pected, but Figure 5.5 indicates that there are substantial differences in the rate at which 
precipitation density decreases, both per precipitation type and microphysics scheme. In 
ISHMAEL rimed low density ice rapidly increases in density, but ice that is high density 
will undergo a comparatively slower reduction in density. So whilst riming does produce 
graupel, it is likely to remove the lowest density ices from the precipitation field first, effect-
ively weighting the ice distribution toward more dense, and therefore faster falling precipit-
ation. However, P3 has a typically greater reduction in density for its high density precipita-
tion, that would lead to a comparatively lower density precipitation field than in ISHMAEL.

In the context of graupel production and riming rates, it is somewhat surprising that P3 
should tend high density precipitation toward graupel more rapidly than ISHMAEL. This 
result implies that graupel production is more efficient in P3, but that was not apparent in 
Figure 5.1. However, the graupel criteria must be met by all characteristic variables simul-
taneously (i.e. both green graupel sub ranges in Figure 5.4. Now we turn our attention to 
the rate of change of the remaining variables, rime fraction 𝐹𝑟 in P3 and aspect ratio 𝜙 in 
ISHMAEL.

Unlike the density characteristic variable, the rime mass fraction and aspect ratio are more 
difficult to compare as they are unique to their respective schemes, and have differing sub 
ranges. In ISHMAEL, graupel must have an approximately spherical aspect ratio between 
0.8 and 1.2. This allows the graupel range to be approached from two directions that must 
both be considered. In P3, the graupel sub range of the rime fraction variable must exceed 
0.6, so can only be approached from one direction, and must pass through two sub ranges to 
achieve a graupel-like state. Additionally, the range for each non-graupel sub range in P3 is 
definite, i.e. rime fraction spans 0 to 1 linearly, and cannot exceed either limit. Whereas, the 
ISHMAEL aspect ratio has a more ambiguous upper and lower limit that progresses logar-
ithmically as crystals become very oblate or very prolate. The rate of change of each vari-
able therefore must be considered in the context of these factors.

Figure 5.6 shows the rate of change of characteristic variables rime fraction 𝐹𝑟 (green) and 
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aspect ratio 𝜙 (multiple colours) in P3 and ISHMAEL, respectively. The rate of change of 
aspect ratio in ISHMAEL is distinguished between ice-types; ice 1 (planar-nucleated, blue), 
ice 2 (columnar-nucleated, red) and ice-type 3 (aggregated, black). The characteristic vari-
ables are plotted as a times series and separated according to their sub ranges (see Figure 
5.4). Figure 5.6 column 1 shows Δ𝐹𝑟 when 𝐹𝑟 < 0.1 (unrimed crystals) and Δ𝜙 when 𝜙 < 0.8 (oblate crystals). Figure 5.6 column 2 shows Δ𝐹𝑟 when 0.1 < 𝐹𝑟 < 0.6 (partially 
rimed crystals) and Δ𝜙 when 𝜙 > 1.2 (prolate crystals). Figure 5.6 column 3 shows Δ𝐹𝑟
and Δ𝜙 when each variable is in the graupel sub range, 𝐹𝑟 > 0.6 (severe riming/graupel) 
and 0.8 < 𝜙 < 1.2 (prolate crystals).

Examination of Figure 5.6 shows that the graupel criteria is approached from below at a 
moderate rate of change that is similar in each scheme. In ISHMAEL, oblate crystals 𝜙 <0.8 (column 1) increase in aspect ratio by an average of 0.04 for ice-type 1 (blue) and 0.14 
(red) for ice-type 2. This is comparable to the average rate of change of rime fraction for 
unrimed ice (𝐹𝑟 < 0.1) in P3 which is approximately 0.04. However, a considerably lar-
ger difference is found in the rate of change for particles within the remaining non-graupel 
sub category (column 2). In P3, the rime fraction of partially rimed ice grows half as fast as 
unrimed ice during riming, with an average rate of change of 0.02. Whereas, prolate crys-
tals in the ISHMAEL scheme decrease their aspect ratio much more substantially, by an 
average of almost -1 per time step. This is almost 50 times larger than the average in P3, 
though care must be taken with direct comparison as the prolate aspect ratio range grows 
non-linearly.

Examination of the rate of change of these variables within the graupel sub range provides 
a very interesting result, that the rate of change in this region is typically negative, but that 
more importantly, in P3 the absolute value of the average tendency is larger for ice leaving 
the graupel sub range (-0.04) than it is entering this sub range (+0.02). This implies that the 
net tendency of rime fraction in riming cells is actually towards partially rimed snow, and 
not toward graupel. By comparison, the ISHMAEL tendency of 𝜙 is on average -0.02 and 
-0.01 for ice-types 1 and 2 respectively, which indicate a net tendency toward the graupel 
sub range.

To discuss these findings, the average rate of change is shown in the context of each vari-
able sub range shown in Figure 5.7 for P3 (left) and ISHMAEL (right). For each character-
istic variable 𝐹𝑟 (P3), 𝜙 (ISHMAEL), 𝜌 (Both), the appropriate precipitation sub range is 
indicated above the sliding scale with a short description and a black arrow, with the excep-
tion of the graupel sub range, which is indicated by a red arrow. The average rate of change 
of each variable is shown above the sub range with which it is associated. In addition, the 
average residency time 𝑇𝑅 is calculated for each variable sub range. For example, consider 
the average rate of change of density for a sub range of length 𝐿 is:
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Δ𝜌Δ𝑡 = 𝜌2 − 𝜌1𝑡 [kg m−3t−1]
where t is the unit of the model history interval. Then a residency time can be determined 
from the rate of change of 𝜌 and the total length of the sub range:

𝑇𝑅 = 𝐿Δ𝜌 [kg m−3t
kg m−3 ]

The residency time is therefore calculated from the average rate (15 min−1) and is shown 
below the respective sub range in Figure 5.6. This quantity is analogous to the average time 
required for ice in the sub range to transit the complete length of the sub range. For ex-
ample, unrimed ice that is being rimed will require 37.5 minutes to transition from a rime 
fraction of 0 to a rime fraction of 0.1 at an average rate of Δ𝐹𝑟 = 0.04 15 min−1.

As the average rates of change of each variable were discussed in Figures 5.5 and 5.6, here 
we will discuss the nature of the average tendencies in the broader context of each schemes 
precipitation definitions. Figure 5.6 shows that, during riming, the evolution of both char-
acteristic variables in ISHMAEL occurs more quickly than both variables in P3. This was, 
at first, not apparent for the density field, which progressed much more quickly in P3’s high 
density ice, at a rate of -280 kg m3 15 min−1, almost three times more quickly than the dens-
ity in ISHMAEL for the high density sub range of equivalent length. An additional, pro-
hibitive factor in ISHMAEL was that a second density sub range for low density ice was 
present. This further restricted the span of the graupel sub range, and required the riming 
process to increase the density of low density ice in order for it to be classified as graupel. 
This low density sub range is not present in P3 as a high rime fraction supersedes the ice 
particle density during classification. Thus, precipitation in P3 is more likely to be found 
within the graupel sub range, both by virtue of the broader graupel sub range at low density, 
but also by the quicker rate of change in density that takes place for high density particles 
during riming in the P3 scheme.

The differing tendency of density in both schemes is notable for graupel and the wider pre-
cipitation field that encounters riming. However, recall that both variables must be simul-
taneously within the graupel sub range for precipitation to be defined as graupel. Therefore, 
the production of graupel is actually limited by the slowest-changing characteristic variable, 
which restricts the graupel sub range from being reached.

The net tendencies of the characteristic variables 𝜙 and 𝐹𝑟 were much smaller in size (with 
respect to their proportion of their respective sub range length) than was observed with 
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density. Therefore, it was actually the evolution of 𝜙 and 𝐹𝑟 that determined graupel pro-
duction in each scheme. For ISHMAEL the average residency time of prolate ices was only 
28 minutes, based on an upper limit (observed in this simulation) of 𝜙 = 3, and so pro-
late ices that encountered riming were very likely to enter the graupel sub range. Similarly, 
unrimed ice in P3 progressed relatively quickly into the rimed-ice sub range, with a resid-
ency time of only 37.5 minutes. Thus, these ice scenarios were not limiting factors to the 
graupel tendency. Instead, oblate crystals (𝜙 < 0.8) in ISHMAEL, and partially rimed ice 
(0.1 < 𝐹𝑟 < 0.6) in P3 exhibited the smallest rate of change, and longest residency times 
per scheme so were therefore the most likely ice-type to resist the effect of riming and avoid 
the graupel sub range. The rate of change of 𝜙 < 0.8 in ISHMAEL was double the rate 
of change of 01 < 𝐹𝑟 < 0.6 for a similar sub range length and therefore the residency 
time of ice in the partially rimed sub range was twice as large as the residency time of ob-
late crystals. In a constant riming environment, the evolution toward graupel would occur 
more quickly in ISHMAEL and therefore more graupel is produced at a given time. Note 
also, that net tendency of rimed ice in the ISHMAEL scheme is toward the graupel cat-
egory, but for Morrison, the net tendency is actually towards the partially rimed mass sub 
range. This is an unusual feature, but it might possibly derive from the hard upper limit that 
rime fraction implements. Once rime fraction is equal to 1, then graupel may only lose its 
rime fraction, and this may contribute to a net negative tendency in the graupel sub range.

The faster development of graupel in the ISHMAEL scheme is likely to be exacerbated by 
the differing sub range criteria in each scheme. For example, all ice begins as unrimed in 
P3, and therefore ice must traverse the entire sub range of unrimed, and partially rimed ice, 
in order to become graupel. Whereas, in the ISHMAEL scheme, ice is nucleated at both 
prolate and oblate ratios that need not be at the extreme ends of the sub range.

Related to this is the integration of the characteristic variable to other process outside of the 
riming process. For example, the ISHMAEL aspect ratio is integrated to most microphys-
ical processes, which enables it to potentially evolve toward more spherical aspect ratios be-
fore riming is even a factor. For example, consider a hail particle that has developed in a re-
gion of zero riming. In ISHMAEL, the hail particle is near spherical and need only reduce 
its density during riming (a relatively fast variable evolution) to be considered graupel. Whereas 
in P3, rime fraction is explicitly determined by the riming process, and cannot be aided by 
other processes before riming occurs. This may imply that P3 has an advantage when it 
comes to accurately predicting graupel that has explicitly derived from riming alone. How-
ever, in this case it is evident that the differing prognostic variables tracked during particle 
evolution have a significant impact on the amount of graupel produced throughout the do-
main.
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Figure 5.7. Rate of change of characteristic variables 𝐹𝑟 ,𝜌
in the P3 schem

e (left) and 𝜙,𝜌
in the ISH

M
A

EL schem
e (right). Each characteristic variable is depicted as a 

scale of possible values (increasing from
 left to right), w

herein sub ranges of each scale determ
ine a precipitation type, denoted above the sub range and indicated by a 
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proportional to the inverse of the rate of change is given below
 the respective sub range.
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Chapter 6

Reflectivity Simulated by Three 
Microphysics Schemes

6.1 Comparison of Simulated Reflectivity to Observations

The 8th–9th February storm was of particular interest to the meteorological community 
due to its unusually high reflectivity (horizontal reflectivity factor 𝑍𝐻) that was embed-
ded within the storm’s associated snowband and associated with mixed-phase processes. 
Both ISHMAEL and P3 aim to improve mixed-phase processes but, as discussed in the 
Chapter 4, these schemes demonstrated considerable variability in the prediction of mixed-
phase processes. It is of interest then to investigate the radar reflectivity predicted by these 
schemes in this case.

Here we seek to understand whether these microphysics schemes can emulate the spatial 
distribution and extreme maximum of reflectivity, and if so, with what precipitation are 
very large radar reflectivity values associated with? In the remainder of this chapter the 
parameterisation of reflectivity in each scheme will be examined and discussed in the con-
text of mixed-phase precipitation. Note that the predicted radar reflectivity is a calculated 
variable in the ISHMAEL and P3 schemes but not in Morrison, for which the wrf-python
getvar routine was utilised in post-processing (Ladwig 2017).

6.1.1 Observed and Simulated Spatial Distribution of Radar Reflectivity

Plan position indicators (PPI) of dual-polarisation radar reflectivity taken at NWS KOKX 
were analysed across Long Island by Ganetis and Colle (2015) and are shown in Figure 
6.1 row 4, where columns 1–3 represent phases 1–3, respectively. To produce comparable 
plots for the scheme-predicted reflectivity, only a subset of the high-resolution domain data 
within a 1500 m near-surface layer was examined, which is in accordance with analysis by 
Ganetis and Colle (2015) and Griffin et al. (2014) who observed that the largest reflectiv-
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ity factor was isolated within a shallow, 1.5 km deep layer. The resulting three-dimensional 
subset was condensed into a contour plot by computing the maximum reflectivity of each 
vertical column in the latitude-longitude grid. This method ensures that isolated pockets of 
high reflectivity are not lost to smoothing as can occur during interpolation. This predicted 
reflectivity is shown in Figure 6.1 rows 1–3 for the ISHMAEL, Morrison and P3 micro-
physics schemes, respectively. Columns 1–3 show snapshots of reflectivity at times 2130 
UTC, 0030 UTC and 0345 UTC, respectively, which approximate the times of the radar 
observations pictured in row 4; 2129 UTC, 0042 UTC and 0340 UTC per column respect-
ively.

In phase one (Figure 6.1 column 1, 2129 UTC), observations (row 4) show that elevated 
(> 30 dB𝑍) radar reflectivity was observed within multiple bands positioned approxim-
ately along the southern coast of Long Island and extending south into the Atlantic. High (> 
40 dB𝑍) reflectivity was embedded centrally within the elevated reflectivity banded struc-
ture. The intensity of reflectivity was greatest over the approximate centre of Long Island’s 
southern coast at this time where a maximum value of approximately 55 dB𝑍 was observed. 
By 0029 UTC of phase two (Figure 6.1, column 2) the observed high reflectivity banded 
structure had tightened and reoriented into two sectors, the first was positioned north-south 
between the Atlantic and the northern coast of Long Island, covering the central third of 
Long Island and the second situated over Connecticut, with orientation close to parallel 
with the coast of the U.S. mainland. The band reflectivity exceeded 30 dB𝑍 and was ap-
proximately 45 dB𝑍 toward the interior, with some localised areas exceeding 55 dB𝑍. The 
onset of phase three was notable for the sudden reduction of reflectivity from more than 
40 dB𝑍 before 0200 UTC to 30 dB𝑍 within an hour. Observations shown at 0340 UTC 
in (Figure 6.1, column 3 row 4) indicate that reflectivity returned to a uniform coverage of 
20–30 dB𝑍 across Long Island and the U.S. mainland. Whereas south of Long Island re-
flectivity dropped below 15 dB𝑍.

During phase one, the ISHMAEL scheme (Figure 6.1 column 1, row 1) simulated an elev-
ated (> 30 dB𝑍) reflectivity band positioned south of Long Island, that was appropriately 
north-east oriented but that extended too far south-west. Similarly, the in-band maxima of 
41 dB𝑍 was also situated south of observations and underestimated the peak magnitude 
considerably. During phase two, the ISHMAEL simulated band (Figure 6.1, column 2 row 
1) continued to underestimate the observed reflectivity over Long Island by 10–15 dB𝑍, 
and retained a distribution that was comparatively too narrow. The elevated reflectivity re-
gion had reoriented as in observations, but covered the smallest total area of all schemes, 
and failed to reach much of the Connecticut coastline. Indeed, comparison of the > 25 dB𝑍
region shows a closer distribution to the observations. By phase three (Figure 6.1, column 3 
row 1), the simulated reflectivity in ISHMAEL had returned to the sub 25 dB𝑍 background 
level over the entirety of the domain, with small areas exceeding 25 dB𝑍 but no greater 
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Figure 6.1. Contours of simulated maximum reflectivity factor 𝑍𝐻 (dB𝑍) at times 2130 UTC (column 1), 
0045 UTC (column 2), 0345 UTC (column 3), for microphysics schemes ISHMAEL (row 1), Morrison (row 

2) and P3 (row 3) up to a maximum elevation of 1.5 km (replicating the observed shallow layer). 
Observations of KOKX radar reflectivity (dB𝑍) adapted from Ganetis and Colle (2015) (see their Figure 4) 
shown in row 4 for comparison at times: 2129 UTC (column 1), 0042 UTC (column 2), 0340 UTC (column 

3). Contours shaded according to scale.
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than 30 dB𝑍. This brought ISHMAEL closely in line with observations, but represented 
a phase-on-phase reduction of only 10–15 dB𝑍 compared to the > 20 dB𝑍 reduction that 
was observed.

The reflectivity simulated by Morrison (Figure 6.1 column 1, row 2) exhibited a similar 
range of values to ISHMAEL, but the spatial distribution was quite different. During phase 
one, Morrison simulated an elevated (> 30 dB𝑍) band that covered the largest total area 
of all schemes, extending from below Long Island’s south coast to as far north as the U.S. 
mainland. This elevated region was similar in spatial extent to that of the large-scale snow-
band found in the observations that exceed 25 dB𝑍, possibly indicating that this elevated 
band was closely related to snow production in the Morrison scheme. More closely resem-
bling ISHMAEL was an interior high (> 35 dB𝑍) reflectivity sub band that had similar area 
and orientation to the ISHMAEL > 30 dB𝑍 band, but no banded substructure was apparent. 
The maximum reflectivity at this time was predicted south west of Long Island that did not 
exceed 50 dB𝑍 nor adequately capture the observed location of very high reflectivity.

During phase two, Morrison (Figure 6.1 column 2, row 2) continued to predict the largest 
total area of elevated reflectivity of all schemes, closely resembling the broad scale snow-
band of the observations but overestimating its reflectivity by 5–10 dB𝑍. A centrally em-
bedded, high (> 35 dB𝑍) band was accurately situated over central and southern Long Is-
land, and exhibited the expected change in orientation north of Long Island but peak re-
flectivity reached only 40 dB𝑍, which was a reduction over the phase one maximum. In 
phase three, Morrison (Figure 6.1 column 3, row 2) was the least responsive of all schemes 
to the observed reduction in reflectivity. Morrison continued to simulate a north-south ori-
ented band of reflectivity in excess of 35 dB𝑍, representing a negligible decrease on the 
maximum of the previous phase, demonstrating poor sensitivity to the underlying factors 
that caused high reflectivity in this case.

P3 (Figure 6.1 column 1, row 3) provided the most similar band to the observations, both 
in distribution and magnitude. An elevated (> 30 dB𝑍) band of reflectivity was produced 
over Long Island that extended further east than observed but was confined to a more real-
istic area south of the mainland than in Morrison, and was oriented more closely to Long 
Island south coast than either of the other two schemes. Very high (> 45 dB𝑍) reflectivity 
was found centrally in a sub band of high reflectivity close to the centre of Long Island’s 
southern coast, slightly south of observations. Interestingly, P3 exhibited more local vari-
ation in the sub 1.5 km layer than either of the other schemes at this time, providing an im-
perfect but closest match to observations of all schemes tested.

In phase two (Figure 6.1 column 2, row 3) reproduced the most accurate distribution of the 
high (> 35 dB𝑍) reflectivity region, effectively capturing the correct position of the band 
over Long Island, and also over the U.S. coast. Values within the band exceeded 50 dB𝑍
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in localised pockets as observed, but were generally less widespread than in observations. 
Interestingly, P3 also produced a very high reflectivity region southeast of Long Island as 
in ISHMAEL, indicating that both schemes recognise this area similarly to each other, and 
dissimilarly to Morrison.

By phase three (Figure 6.1 column 3, row 3), the P3 scheme which had produced the greatest 
reflectivity over central Long Island in the previous phase, reduced its reflectivity over Long 
Island to a sub 30 dB𝑍 uniform field. This represented up to a 25 dB𝑍 reduction that was 
in keeping with the observation of rapid drop in peak reflectivity between these phases. 
However, high reflectivity in excess of 40 dB𝑍 continued to be simulated southeast of Long 
Island and a region of elevated reflectivity continued to persist east of Long Island at this 
time.

Overall, the P3 scheme provided the closest prediction of the observed reflectivity across all 
three phases. The spatial distribution, location and maxima were most representative, and 
the observed drop in reflectivity during phase three was appropriate in magnitude and spa-
tial extent. ISHMAEL and Morrison were somewhat opposites, the former produced elev-
ated reflectivity over small areas in the correct locations whilst the latter produced typically 
larger reflectivity maxima that were distributed far more broadly.

6.1.2 Observed and Simulated Vertical Distribution of Radar Reflectivity

It is important to note that the conclusions derived from Figure 6.1 are limited by the spa-
tial extent that was examined. Though reasonably motivated, the top down contours of a 1.5 
km surface layer provide only a snapshot of the vertical reflectivity structure. The vertical 
distribution of radar reflectivity products are important for forecasters and researchers, who 
depend on them to determine the precipitation type aloft and the microphysical mechanisms 
that occurred in their vicinity. In this case, the vertical distribution has revealed the location 
and descent of the melting layer, as well as the narrow height of the shallow layer that en-
capsulated the highest observed reflectivity (Griffin et al. 2014). To improve confidence in 
the use of these schemes for forecasters, it is important to briefly examine the distribution 
of the observed and simulated reflectivity in this case.

The vertical cross sections described in Ganetis and Colle (2015) (their Figure 5) occur at 
the same times (2129 UTC, 0042 UTC, 0340 UTC) as the top-down contours adapted in 
Figure 6.1 and so are a suitable source of comparison for the vertical cross section of re-
flectivity simulated by each scheme. The cross section of simulated reflectivity was chosen 
to match that of the observational data adapted from Ganetis and Colle (2015). The sim-
ulated data was extracted by latitudinal-longitudinal interpolation along the line shown in 
Figure 6.2 (right) which mirrors the cross sectional line of observations shown in Figure 6.2
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Figure 6.2. Latitudinal-Longitudinal position of vertical cross section chosen for horizontal interpolation. 
Left: position adapted from Ganetis and Colle (2015) (see their Figure 4 Panel i) for their vertical 

interpolation of observed radar reflectivity shown in Figure 6.3 (column 4). Right: position of horizontal 
interpolation used for simulated microphysics schemes shown in Figure 6.3 rows 1–3. Position of KOKX 

radar shown by black plus + marker. Position of Stony Brook University shown by blue dot ⋅
(left). Vertical interpolation was not used so as to avoid data smoothing over localised cells 
of high reflectivity, instead the data retains the original vertical levels output by the WRF 
model. By the same logic, caution should be applied to the vertical cross section due to its 
horizontal interpolation; however, we are satisfied that this data is representative of the ver-
tical structure, as will be shown in later analysis of the in-column maxima.

Figure 6.3 compares the vertical cross section of reflectivity for ISHMAEL (row 1), P3 
(row 2) and Morrison (row 3) to the observed reflectivity (row 4) adapted from Ganetis and 
Colle (2015). At 2129 UTC, observations (Figure 6.3, column 1 row 4) show that north of 
Long Island, where primarily snow aggregates were observed, reflectivity reached a max-
imum (∼30 dB𝑍) at the surface and decreased with increasing altitude in a step-wise fash-
ion of approximately 5–10 dB𝑍 per km. Aloft of Stony Brook (northern Long Island), the 
maximum reflectivity at the surface exceeded 30 dB𝑍, and just south of Long Island a sur-
face level maximum of approximately 55 dB𝑍 was apparent, in corroboration with the max-
imum observed along the Long Island southern coastline in Figure 6.1 (column 1, row 4). 
High (> 35 dB𝑍) reflectivity was confined to the vertical at or below 1.5 km south or Long 
Island, and the in-band maxima were confined vertically to the surface level (< 1 km).

The observed reflectivity in the vertical remained similarly distributed in phase two (Fig-
ure 6.3 column 2 row 4) but some key differences were apparent. For example, south and 
north of SBNY a 1 km deep depression of the reflectivity field was present whilst the sur-
face directly over SBNY increased by ∼5 dB𝑍 and between 1–2 km had increased by 10 
dB𝑍. This is in keeping with the reorientation of the band over central Long Island by this 
time and coincides with reports of increased riming and graupel production at this location. 
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In the final phase, the change in reflectivity was a more drastic shift in magnitude than in 
the previous phases. Previously high (> 40 dB𝑍) dissipated, and elevated reflectivity (> 25 
dB𝑍) was confined to a shallow (< 2 km) surface layer to the northwest of SBNY. Reflectiv-
ity was absent above 4 km in the northwest above 3.5 km, and this feature is present as low 
as 1.5 km in the southeastern portion of the cross section.

The simulated vertical distribution in Figure 6.3 rows 1–3 demonstrated considerable dif-
ferences with the choice of microphysics scheme. Some features of the distribution were 
consistently captured amongst schemes, namely the reduction in the northern most and 
southern most reflectivity during phase two, which reflected the reorientation of the band 
at this time. All schemes also overestimated the vertical height, with elevated (> 15 dB𝑍) 
reflectivity extending several kilometres too high for all phases. However, the ISHMAEL 
and P3 schemes provided a more physically reasonable prediction of the spatial distribution 
overall.

In ISHMAEL, the phase one simulated reflectivity maximum was 10–15 dB𝑍 less than 
observed, but this maximum was appropriately confined to the 1.5 km layer. However, by 
phase two the ISHMAEL elevated (> 30 dB𝑍) reflectivity region had reduced in horizontal 
and vertical extent, confined to a shallow 1 km deep surface layer. Reflectivity in excess 
of 25 dB𝑍 was approximately 1.5 km lower than observed, and reflectivity in excess of 15 
dB𝑍 extended 2 km higher than expected. During phase two, ISHMAEL simulated the split 
in reflectivity aloft of SBNY and by phase three, a reduction of the order 5–15 dB𝑍 was ap-
parent throughout the vertical northwest of SBNY, which is similar to observations.

In comparison to ISHMAEL, both Morrison and P3 had a vertical distribution of elevated 
(> 30 dB𝑍) reflectivity that occurred far above the observed altitude, as high as 5 km greater 
than observed in both schemes for phase one. Despite this exaggerated reflectivity aloft, 
P3 did achieve the largest surface level reflectivity maximum of all schemes, exceeding 40 
dB𝑍 in a sub 1.5 km layer southwest of Stony Brook which indicates that, as in Figure 6.1, 
P3 was the most effective scheme at capturing the abnormally high reflectivity in this re-
gion. By phase two, P3 predicted a reduction in the extent of the surface level reflectivity, 
but crucially retained the surface level maximum in excess of 40 dB𝑍. Good agreement of 
the distribution at the surface is apparent, however, the distribution of elevated (> 30 dB𝑍) 
reflectivity is too high across the entirety of Long Island. By phase three, P3 had displayed 
a decrease in reflectivity of approximately 5–10 dB𝑍 in the sub 3 km layer, which is similar 
to that observed and predicted in the ISHMAEL scheme.

Of all schemes, Morrison produced the least accurate spatial distribution. During phase 
one, a broad region of elevated reflectivity that spanned too far north-east and achieved a 
high (> 35 dB𝑍) maximum that was both significantly (∼15 dB𝑍) less than observed at 
the surface and, extended significantly higher (∼3 km) than was observed aloft of Long Is-
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land’s south coast during phases one and two. In addition, to poor spatial coverage, the sur-
face level reflectivity maximum at SBNY even decreased during phase two. The most clear 
evidence for a lack of sensitivity to the root cause of reflectivity was evidenced in phase 
three when Morrison produced the smallest reduction in reflectivity and therefore had the 
least agreement with the observed reflectivity factor of all schemes. In fact, over SBNY re-
flectivity remained above 35 dB𝑍 in a sub 1 km shallow layer, which was more similar to 
observations during the mixed-phase period.

From the analysis of the vertical distribution of reflectivity shown in Figure 6.3 it is evid-
ent that the reflectivity field is overestimated at high elevations, but underestimated at the 
surface by all schemes. This characterisation is corroborated in the horizontal by Figure 
6.1, which shows overestimation of the reflectivity factor across broad areas of the domain 
yet underestimation of the peak reflectivity factor in the location that it was observed. The 
simulated reflectivity fields do not produce the sharp gradients across very small, localised 
areas that were observed in reality. Instead, the predicted reflectivity field appears to lack 
an integral relationship with precipitation that is evident in reality.

Of these schemes, Morrison provides the most extreme example of broad-scale, elevated 
radar reflectivity. We shall seek to understand why Morrison is inclined to produce a more 
uniform field than other schemes, and why these consistent reflectivity values occur over 
such large swathes of the domain in this case. ISHMAEL and P3 demonstrated more loc-
alised variability than Morrison, for example producing small, embedded areas of elevated 
reflectivity within the 2 km shallow vertical layer. However, the difference in magnitude of 
simulated reflectivity between these schemes was stark. P3 reproduced the small centres 
of embedded reflectivity within 10 dB𝑍 of those observed, whereas ISHMAEL was often 
20 dB𝑍 less than expected in these pockets. We shall explore where these differences have 
arisen in each scheme and why.

6.1.3 Simulated and Observed Reflectivity Maxima

A key shortcoming of each scheme was the failure to predict the observed reflectivity max-
ima of the embedded bands whilst overestimating the middling background reflectivity of 
the surrounding snow band. Here we might seek to understand which conditions are re-
quired to produce the expected reflectivity values in each scheme, and compare them to the 
simulated environment, but first we seek to overcome some limitations to our analysis so 
far.

One limitation of the comparison shown in Figure 6.1 was that the simulated data was con-
fined to the lowest 1.5 km of the domain where observations indicated the greatest reflectiv-
ity values were present. However, analysis of vertical cross sections in Figure 6.3 indicate 
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Figure 6.3. Contours of simulated reflectivity factor 𝑍𝐻 (dB𝑍) in vertical cross section along line A to A’ (see 
Figure 6.2) at times 2130 UTC (column 1), 0045 UTC (column 2), 0345 UTC (column 3), for microphysics 

schemes ISHMAEL (row 1), P3 (row 2) and Morrison (row 3). Observations of KOKX radar reflectivity 
(dB𝑍) adapted from Ganetis and Colle (2015) (see their Figure 5) shown in row 4 for comparison at times: 
2129 UTC (column 1), 0042 UTC (column 2), 0340 UTC (column 3). Contours shaded according to scale. 
Hatched area indicates radar cone of silence. Position of SBNY along the cross section is indicated by black 

arrow below the x-axis.
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Figure 6.4. Time series of the maximum simulated reflectivity (dB𝑍) per microphysics scheme: ISHMAEL 
(blue), Morrison (orange), and P3 (green). Time series is separated into three columns for phases one, two, 

and three, respectively. Row 1: maximum reflectivity is determined throughout all vertical levels of domain 3. 
Row 2: maximum reflectivity determined from within a 1.5 km surface layer only.

that the microphysics schemes generally failed to simulate the low level reflectivity max-
ima but did overestimate the reflectivity aloft. A similar limitation is present in our analysis 
of the vertical cross section, which considers only a narrow line in latitudinal-longitudinal 
space at one point in time, when analysis of the top-down contoured reflectivity shows that 
the reflectivity maximum did not necessarily occur along this line. Thus, whilst we have 
evaluated the schemes in these narrow areas we now wish to seek a broader view of their 
reflectivity ranges throughout all phases and vertical levels of the domain.

Figure 6.4 provides a time series of the maximum reflectivity simulated per scheme (see 
Legend) across phases one, two and three (columns one, two and three, respectively). Re-
flectivity maxima were derived from domain three, which encompasses Long Island and the 
north-east U.S. coast as pictured in Figure 6.1. Row one shows reflectivity maxima as de-
termined from the entire vertical extent of the domain, whereas row two shows reflectivity 
maxima for only the shallow, 1.5 km deep layer previously discussed.

Comparison of the maximum reflectivity above and below the shallow layer provides a new 
understanding of the reflectivity simulated in each scheme. The most notable feature be-
ing that ISHMAEL, which was shown to simulate the lowest magnitude reflectivity in gen-
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eral, consistently produced the highest reflectivity maxima of all schemes when the entire 
vertical and spatial extent is considered. Indeed, for all phases the maximum reflectivity 
exhibited throughout the domain is quite consistent per scheme, with ISHMAEL exhibit-
ing a typical increase of 2–4 dB𝑍 higher reflectivity than in P3, and P3 exhibiting a 2–10 
dB𝑍 increase over Morrison for phases one and two. Notably, at 0030 UTC, P3 reached 
its highest total reflectivity of all phases of 51 dB𝑍 which coincides with observations of 
a peak observed reflectivity of 57.5 dB𝑍 at 0042 UTC (Ganetis and Colle 2015).

Analysis of maximum reflectivity within the sub 1.5 km layer shows that, while P3 typic-
ally produced the greatest reflectivity across all three phases, the difference in magnitude 
between P3 and ISHMAEL was not as severe as implied by the earlier comparisons to ob-
servations, with P3 producing reflectivity typically 1–6 dB𝑍 greater than ISHMAEL, far 
smaller than the 10–15 dB𝑍 difference assumed in Figures 6.1 and 6.3. In fact, ISHMAEL 
simulates the greatest reflectivity of all schemes during the mixed-phase peak of 53 dB𝑍
at 0030 UTC. P3 also reproduces a local spike in reflectivity at this time, reaching 51 dB𝑍. 
Whereas Morrison failed to exceed 40 dB𝑍 at this time, not only within the shallow layer 
but throughout the entire domain.

An additional, notable feature is the tendency of the reflectivity maxima during phase three. 
While all schemes show a decline in reflectivity over the course of this phase, specifically 
the ISHMAEL scheme shows a sharp (∼30 minute) and severe (> 15 dB𝑍) reduction in 
reflectivity between 0300 UTC and 0400 UTC. This time period coincides with reports 
of a sharp decline in observed reflectivity that characterised this phase (Ganetis and Colle 
2015; Picca et al. 2014). The decline in maximum reflectivity was considerably faster and 
more severe than other schemes, which reduced gradually by less than 10 dB𝑍 total during 
this time. Finally, for the Morrison and P3 schemes, the time series of maximum reflectiv-
ity throughout the entire domain closely resembles that found in the shallow layer, yet this 
is not the case for ISHMAEL. This implies that the vertical distribution of the reflectivity 
maxima is not confined to the shallow layer in ISHMAEL.

These findings are consistent with those of the Figures 6.1 and 6.3 but do indicate that the 
simulated reflectivity is much more complicated than may have first been anticipated. For 
example, comparison of these results show that, while ISHMAEL provides the weakest 
simulated reflectivity within the shallow layer and vertical cross section, ISHMAEL con-
sistently produces the greatest reflectivity maxima of all schemes throughout the domain. 
In fact, ISHMAEL reproduces the observed reflectivity maxima in both cases one and two 
when the whole domain is considered, and additionally, ISHMAEL is the only scheme to 
produce the observed sharp-drop in reflectivity during phase three, implying that the scheme 
does in fact closely follow observations.

From analysis of only height maxima, ISHMAEL can produce a typically greater reflectiv-
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Figure 6.5. Histograms of simulated reflectivity factor frequency for microphysics schemes ISHMAEL (row 
1), Morrison (row 2), and P3 (row 3) and phases 1–3 (columns 1–3, respectively) for all cells in domain 3.

ity maxima than other schemes, but it is not evident the extent to which these values occur. 
This motivates a brief examination of the frequency distribution of high reflectivity cells in 
each scheme. Figure 6.5 provides a histogram of all computed reflectivity for each phase of 
the storm and each microphysics scheme throughout domain three.

In phase one (Figure 6.5 row 1), the distribution modal reflectivity value simulated by ISH-
MAEL is centred at approximately 20 dB𝑍, whereas P3 and Morrison have a modal re-
flectivity much closer to 30 dB𝑍. However, throughout all phases, ISHMAEL maintains a 
wide distribution range that exceeds 50 dB𝑍 in similar frequency to P3. In contrast, Mor-
rison does not exceed 45 dB𝑍 and therefore maintains a comparatively more narrow re-
flectivity range than P3 or ISHMAEL. Therefore, ISHMAEL provides peak reflectivity 
values amongst a weaker typical background reflectivity than other schemes. Furthermore, 
ISHMAEL maxima occur in comparable frequency to those in P3 and are therefore a sig-
nificant feature in the ISHMAEL reflectivity field that is otherwise not apparent in Figures 
6.1 and 6.3.

To consolidate our understanding of reflectivity in these schemes, we must determine where 
ISHMAEL’s high reflectivity maxima occur in the domain. To achieve this, we examine the 
vertical and horizontal distribution of localised reflectivity maxima throughout the domain. 
Figure 6.6 shows the height at which each maximum simulated reflectivity value occurred 
per scheme. The height of the 1.5 km shallow layer is indicated with a red line.
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Figure 6.6. Scatter plot time series of the height (km) at which maximum reflectivity occurs in domain three 
for microphysics schemes: ISHMAEL (blue), Morrison (orange) and P3 (green). Height of the shallow 1.5 

km layer is indicated with a red line.

The most notable feature of Figure 6.6 is that maximum reflectivity in ISHMAEL occurred 
most often at an altitude of 6–10 km, well above the shallow layer and the typical heights of 
both Morrison and P3. In comparison, Morrison and particularly P3 regularly exhibit max-
imum reflectivity close to the surface. Despite this, shortly after the onset of phase one at 
2000 UTC ISHMAEL’s maximum reflectivity fall to a height of between 2 and 4 km. High 
reflectivity can be found at this point as late as 0100 UTC in phase three, which implies a 
longevity of a high reflectivity region above the shallow layer but far below the typical 8–10 
km height of high reflectivity in ISHMAEL. This explains why the shallow layer analysis 
of reflectivity indicates that ISHMAEL simulates the lowest overall reflectivity, whereas the 
time series indicates the opposite: high reflectivity in ISHMAEL is found exclusively out-
side of the shallow layer, whereas in Morrison and P3 high reflectivity occurs close to the 
surface.

Overall, evaluation of the maximum reflectivity factor at greater heights than the shallow 
layer, indicates that earlier comparisons of only the shallow reflectivity sub domain mis-
characterised the ISHMAEL model as a scheme that severely underestimated the maximum 
reflectivity. Instead, ISHMAEL simulated a maximum reflectivity factor that was close to 
observations but occurred at greater elevation than was observed. The occurrence of high 
reflectivity cells at approximately 4 km or below in ISHMAEL and Morrison during phases 
one to three, motivate a re-examination of the distribution of maximum reflectivity at, and 
below, this altitude.
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6.1.4 Re-examination of the Spatial Distribution Below 4 km

Figure 6.7 shows the re-examined reflectivity contours as in Figure 6.1 but to a comparat-
ively greater vertical height of 4 km . The P3 scheme (Figure 6.7 column 3, row 1) pro-
duced minimal change at greater elevation in comparison to previous analysis within the 
shallow layer (Figure 6.1). For example, a more northerly distribution of high (> 45 dB𝑍) 
reflectivity is apparent in phase one, and the occurrence of small patches of reflectivity 
maxima in excess of 45 dB𝑍 is increased in phase two. These results are not unexpected, as 
the majority of high reflectivity cells in P3 occur within the shallow layer (see Figure 6.6).

Of greater interest are the changes to ISHMAEL and Morrison, which both showed a high 
reflectivity region aloft of the shallow layer in Figure 6.6. In Morrison (Figure 6.7, row 2), 
the occurrence of high (> 45 dB𝑍) reflectivity is increased over large areas, and the distri-
bution becomes less precise, but the maxima achieved remains the same. Therefore, the 
inclusion of higher vertical levels does not provide any new insights into the handling of 
reflectivity by Morrison.

In ISHMAEL (Figure 6.7, row 1) the distribution of the elevated reflectivity band remains 
largely identical to below the shallow layer, but a marked change in reflectivity maxima is 
found when greater elevations are considered. ISHMAEL produces small, localised pock-
ets of very high reflectivity throughout the snowband. This feature is a remarkable depar-
ture from other schemes that lack fine-scale perturbations in the reflectivity field. From 
this Figure we begin to understand how ISHMAEL can achieve the largest reflectivity max-
ima, whilst providing a comparatively weak reflectivity field across the domain. Perhaps the 
greatest success of the ISHMAEL scheme is its production of fine scale, high reflectivity 
bands to the southeast of Long Island in phase one. These bands were a key source of in-
trigue in the observations at this time and were smoothed over by other microphysics schemes 
in this study.

In summary, analysis of the reflectivity in Figure 6.7 reveals a previously omitted feature of 
the ISHMAEL simulated reflectivity field; the production of very high magnitude reflectiv-
ity in small, isolated areas. ISHMAEL is the only scheme to produce the localised high re-
flectivity bands in phase one, potentially indicating that this feature is essential in order to 
resolve high reflectivity as observed in this case. ISHMAEL presents a notable departure 
from Morrison and P3 as it produces severe gradients in the reflectivity field. This is not-
able as throughout phase one when observations show that peak reflectivity (> 50 dB𝑍) was 
embedded within regions of reflectivity less than 25 dB𝑍. Such extremes in gradient are 
not found by P3 or Morrison, which produce much smoother gradients surrounding areas of 
peak reflectivity.

Of course, the ISHMAEL model is not perfect and the findings here are with caveats. The 
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high reflectivity bands shown in phase one are too tight, exhibiting too steep a gradient to 
the surrounding field. Speckles of high reflectivity determined by ISHMAEL are also not 
found in this frequency in the observations, and the distribution of these areas is too far 
north. Perhaps most importantly we stress that this analysis takes place 1–2 km aloft of 
the shallow layer, whereas observations indicate that maximum reflectivity was within this 
shallow region and so the ISHMAEL scheme simulates high reflectivity in regions that are 
too high.

6.2 Precipitation Associated with High Reflectivity

Extensive analysis of dual-polarisation radar products supported by surface observations of 
precipitation type, have enabled the high reflectivity bands observed in this case to be as-
sociated with likely precipitation-types (Ganetis and Colle 2015; Griffin et al. 2014; Picca 
et al. 2014). For example, radar reflectivity signatures were used to diagnose precipitation 
type by Picca et al. (2014) who concluded that high reflectivity was not a result of pure 
snow, but a mixture of sleet, rain and snow during phase one. Similarly, Griffin et al. (2014) 
associated high reflectivity with wet snow and ice pellets that were verified by mPING re-
ports at the ground during phase one (∼2216 UTC). Picca et al. (2014) drew attention to 
the high density of precipitation types in high reflectivity regions during phases one and 
two; even associating sudden reduction in reflectivity during phase three with the cessation 
of melting and return to less-dense aggregates. In addition to precipitation, radar products 
can be used to infer the presence of microphysical processes. For example, Picca et al. (2014) 
used correlation coefficient 𝐶𝐶 and differential reflectivity 𝑍DR to determine the approxim-
ate location and orientation of an offshore melting-layer and subsequent refreezing layer. 
Picca et al. (2014) also noted that updraft signatures at the surface indicated efficient wet 
growth of hydrometeors in a weakly convective environment. Griffin et al. (2014) identified 
that the greatest reflectivity occurred below the “nose” of the melting layer, where a local 
depression in the layer indicated typically larger hydrometeors melting at greater depth due 
to their greater terminal velocity. Thus, the precipitation field and reflectivity are intricately 
related in reality and this relationship was particularly evident in the production of very 
high reflectivity in this case.

The question remains whether microphysics schemes can appropriately attribute reflectivity 
to specific precipitation types and combinations. The high reflectivity observed in this case 
was strongly associated with mixed-phase activity, the collocation of multiple precipitation 
types, and the size and density of hydrometeors of precipitation types aloft. Significantly, 
the precipitation and its resulting reflectivity were dependent on the successive interactions 
of several dynamically changing vertical layers, spanning depositional growth, melting, re-
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Figure 6.7. Contours of simulated maximum reflectivity factor 𝑍𝐻 (dB𝑍) at times 2130 UTC (column 1), 
0045 UTC (column 2), 0345 UTC (column 3), for microphysics schemes ISHMAEL (row 1), Morrison (row 

2) and P3 (row 3) as in Figure 6.1 but up to an altitude of 4 km. Observations of KOKX radar reflectivity 
(dB𝑍) adapted from Ganetis and Colle (2015) (see their Figure 4) shown in row 4 for comparison at times: 
2129 UTC (column 1), 0042 UTC (column 2), 0340 UTC (column 3). Contours shaded according to scale.
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freezing and riming. The accuracy of each scheme’s predicted reflectivity field was there-
fore highly dependent on the correct prediction of precipitation type and microphysical pro-
cess rates. In this section we will focus on the type(s) of precipitation simulated by each 
scheme at locations of high reflectivity.

The analysis in this section considers only high reflectivity cells that occupy the 99th per-
centile of reflectivity per scheme; i.e. in excess of 34 dB𝑍, 25 dB𝑍 and 32 dB𝑍 in Mor-
rison, ISHMAEL and P3 respectively. Cells within the 99th percentile of reflectivity are 
referred to as high reflectivity cells hereafter. Variables that are the subject of analysis, such 
as precipitation type or density, originate from within high reflectivity cells unless other-
wise stated.

6.2.1 Precipitation Coincident with High Reflectivity Cells

Figure 6.8 shows the percentage of per-phase high reflectivity cells that contain each hydro-
meteor type as simulated per microphysics scheme. Co-existing precipitation types from 
within the same cell are treated as if independent from each other, and percentages are cal-
culated with respect to the specific phase of the storm only (shown per Figure column).

In ISHMAEL (row one) the most common precipitation types found in high reflectivity 
cells during phases one and two were rain and snow, which were present in more than 80% 
of cells across both phases. Whereas in phase three, snow and ice occupied this percent-
age range and rain dropped to below 60% of cells. This transition reflects the higher de-
gree of mixed-phase activity and precipitation diversity that were present during phases 
one and two, compared to the subsequent cessation of mixed-phase activity as the environ-
ment cooled in phase three. The relationship between high reflectivity cells and the mixed-
phase is made less clear by the consistently small proportion of these cells that contained 
graupel. However, ice was consistently present in more than 80% of cells, and given that in 
ISHMAEL ice can encapsulate small pellets or sleet, it is possible that these wet growth hy-
drometeors, in addition to rain, are driving the elevated mixed-phase reflectivity signature.

In Morrison, snow and rain featured in 80–100% of high reflectivity cells, with exception 
for phase three when rain fell to 60%. Graupel was also consistently associated with high 
reflectivity in more than 80% of high reflectivity cells across all three phases. This is markedly 
different to ISHMAEL, but all the more intriguing considering that in Morrison, graupel 
accounts for more than 80% of high reflectivity cells, but only ∼1% of the precipitated 
mass. Thus, while both ISHMAEL and Morrison show that mixed-phase hydrometeors can 
produce high reflectivity, this effect may be more pronounced in Morrison.

P3 is dissimilar to ISHMAEL and Morrison in that high reflectivity is dominated by the 
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Figure 6.8. Percentage (%) of high reflectivity grid cells (99th percentile of reflectivity per scheme) 
containing precipitation type for microphysics schemes ISHMAEL (top), Morrison (middle), and P3 

(bottom). Phases one to three are separate and percentages are calculated per phase only. Precipitation type 
indicated by Figure legend.
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liquid phase rather than solid hydrometeors. Rain is apparent in 90% of high reflectivity 
cells and water droplets present in 40%, but solid precipitation does not exceed 40% of 
high reflectivity cells across any phase. Products of mixed-phase activity, such as rimed 
snow (25%) and graupel (20%) are the most common solid hydrometeor types in P3’s high 
reflectivity cells during phases one and two. It seems then, that the relationship between 
mixed-phase precipitation and high reflectivity amongst these schemes is quite variable. 
However, the presence of liquid water is significant across schemes. This may have enabled 
the P3 scheme, which produced the most rain during the mixed-phase, to enhance its re-
flectivity signature due to its comparatively high sensitivity to melting.

6.2.2 Collocation of Multiple Precipitation Types within High Reflectivity Cells

As noted by Ganetis and Colle (2015), Griffin et al. (2014) and Picca et al. (2014), the highest 
values of reflectivity were found in areas that contained multiple precipitation types, and 
were the result of differing severities of melted snow, rain and ice, some of which was un-
dergoing or had undergone refreezing. To examine the correlation between multiple precipitation-
type combinations and high reflectivity, the co-located precipitants within the 99th percent-
ile of high reflectivity cells were grouped into mixtures. The percentage of high reflectivity 
grid cells that were occupied by each precipitation mixture across all phases is shown in 
Figure 6.9 for each microphysics scheme.

As ISHMAEL has three ice categories, it can simultaneously support 3 distinct ice precip-
itation types in addition to rain and water droplets, totalling a maximum of 5 collocated 
precipitation types. In P3, only one ice category is used, providing for up to three mixed 
types, including rain and cloud droplets (referred to as water). In Morrison, each of the cat-
egorised precipitation types (ice, snow, graupel, rain, water) can coexist within a cell, num-
bering 5 types in total. The stacked bars in Figure 6.9 are shown in ascending order of the 
number of collocated precipitants in the mixture. Each mixture is mutually exclusive i.e. 
rain refers to grid cells in which only rain was present and does not contribute to further 
combinations containing rain.

In ISHMAEL, high reflectivity cells frequently consisted of multiple mixed precipitation 
types, with 98% of cells containing more than one precipitation type and ∼ 80% containing 
three precipitants or greater. High reflectivity was also commonly associated with a mix-
ture of solid and liquid water, single-phase cells account for only 8% of the total number 
indicating a high reliance on the mixed-phase environment to produce high reflectivity in 
this scheme. The most common number of mixed precipitation types was 3 which occupied 
more than 40% of the total high reflectivity cells, and of all possible mixtures the snow, ice 
and rain combination was the most dominant accounting for a quarter of all high reflectivity 
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Figure 6.9. Percentage (%) of high reflectivity grid cells (99th percentile of reflectivity per scheme) 
containing specified collocated precipitation types for microphysics schemes ISHMAEL (top), Morrison 

(middle), and P3 (bottom). Percentage is calculated across all three phases. Bars are vertically stacked and 
ordered by number of precipitation types per mixture in increasing number from left to right. Precipitation 

type combination is indicated by Figure legend.
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cells in total. This is in agreement with observations by Griffin et al. (2014) of wet snow in 
high reflectivity regions. Additionally, cells containing higher density hydrometeors such as 
ice and graupel resulting from mixed-phase processes were frequently associated with high 
reflectivity when found in combination, or when in the presence of rain.

In Morrison, mixing of hydrometeors was also essential to the production of high reflectiv-
ity as 100% of high reflectivity cells were found to contain more than one type of precipit-
ation, and to contain at least one ice-type. Additionally, more than 85% of cells contained 
a mixture of liquid and solid water, indicating that this was an influential component for 
achieving peak reflectivity. The most dominant combination of precipitation for high re-
flectivity was rain, graupel, ice and snow, present in ∼ 40% of cells and in good agreement 
with observations, especially as Morrison cannot produce sleet but this is accounted for by 
graupel. In fact, combinations of snow, rain and graupel accounted for 78% of all simulated 
high reflectivity cells. However, it is difficult to overlook that the presence of snow is such 
a dominant component to high reflectivity cells, and thus is likely the primary component 
when yielding the high reflectivity values simulated by this scheme.

P3 is unique in this case, as cells containing only one precipitation type made up a con-
siderable component (25%) of the reflectivity field and more than half of this amount was 
owed to rain alone. Unlike in ISHMAEL and Morrison, the liquid-only water and rain com-
bination is present in a third of high reflectivity cells and therefore it is expected that the 
liquid phase plays a key role in the determination of peak reflectivity in this scheme. How-
ever, the most common number of mixed precipitation types was 2, wherein the most dom-
inant combination of precipitations was rimed snow and rain (∼19%), which is in keeping 
with the associated high reflectivity of wet snow observed. P3 does show a high depend-
ence on mixed-phase products, for example mixtures including hail, graupel and rimed 
snow account for 62% of all high reflectivity cells, highlighting that though P3 may be more 
reliant on the liquid phase than other schemes, ultimately the combination of liquid and 
solid phases is required in the majority of cases.

6.2.3 Precipitation Coincident with the Melting Layer Aloft

As noted in previous sections, high reflectivity cells are often associated with liquid phase 
precipitation, which may be present in isolation or as a component of a precipitation mix-
ture. An important source of liquid water in this case was melting, which occurred within 
a melting layer aloft of Stony Brook during the mixed-phase (high-reflectivity) periods of 
the storm. It is of interest then to determine if the melt layer was the driving force behind 
enhanced reflectivity in these schemes, especially in P3 that showed the most sensitivity 
to melting and the strongest correlation between the presence of liquid water and high re-

171



6.2. PRECIPITATION ASSOCIATED WITH HIGH REFLECTIVITY

Figure 6.10. Time series of the percentage of high reflectivity grid cells (99th percentile of reflectivity per 
scheme) coincident with the melting layer (T ≥0∘C) at time T. Time range spans phases 1–3 for the duration of 

the melting layer lifespan. Shown for schemes ISHMAEL (top), Morrison (Middle) and P3 (Bottom). Red 
dashed line indicates 40% for comparison.
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flectivity. Figure 6.10 shows a time series of the percentage of high reflectivity grid cells 
that were situated within the simulated melting layer, defined as having (T > 0∘C). Note 
that the time series ends prior to the end of phase three due to complete dissipation of the 
melting layer.

In the ISHMAEL scheme (Figure 6.10, top), melting is collocated with high reflectivity for 
between 35–60% of all cells. This value tends to be lower during phase one, prior to 2100 
UTC when the melting layer deepened (see Figure 4.8), and after 0130 UTC when the melt-
ing layer began to reduce in size. However, during phase two when the mixed-phase activ-
ity was observed to be at its maximum and when the melting layer was at its greatest depth, 
more than 50% of high reflectivity cells were found within the melting layer. This suggests 
that melting was an influential process for the production of high reflectivity in this scheme. 
Melting causes the break up of large particles including snow to generate small ice and rain, 
which each were present in > 80% of high reflectivity cells during phases one and two 
(i.e. Figure 6.8) but the presence of rain notably decreased in phase three at which time 
reflectivity also reduced. Analysis of collocated precipitation found that ice and rain were 
jointly present in ∼60% of high reflectivity cases (i.e. Figure 6.9), so it is likely that melt-
ing was a key generating process for these constituents, and for the high reflectivity with 
which they were associated. The importance of melting cannot be understated for the re-
maining 45% of cells outside the melting layer too, which may have contained partially 
melted or refrozen constituents which were found to be correlated with elevated reflectivity 
in this scheme. Therefore, it is important to recognise the direct and indirect contributions 
that melting may have had an on the high reflectivity signature..

In Morrison (Figure 6.10 middle), collocation of high reflectivity and melting was much 
less common than in ISHMAEL. At the onset of phase one, 40% of high reflectivity cells 
were located within the melting layer, but this proportion gradually decreased over the course 
of the phase, resulting in only 20% of high reflectivity cells being present within the melt-
ing layer. This is unusual because the Morrison scheme did exhibit an increase in reflectiv-
ity between phases one and two. It is possible that, given Morrison produced the most shal-
low melting layer (see Figure 4.8) melting was less influential on the reflectivity field than 
in ISHMAEL and P3. This is further corroborated by the widespread distribution of the 
Morrison reflectivity field that contrasts the much more narrow melt layer aloft. However, 
a local maximum at 0000 UTC may indicate that, though not a primary influence, melting 
may have played a role in the generation of high reflectivity during the most intense mixed-
phase period.

In P3 (Figure 6.10 bottom), high reflectivity grid cells were initially strongly correlated 
with melting at the onset of phase one, and declined from 80% to 40% during this phase. 
The proportion of high reflectivity cells remained at approximately 35% during phase two, 
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before declining in phase three. The most common constituents of high reflectivity cells in 
P3 were rain and water droplets, direct products of melting, so it is somewhat unusual to 
find that so few high reflectivity cells were located within the melting layer. However, as 
shown in Figure 6.7 the majority of high reflectivity cells in P3 occurred further south than 
in other schemes, which coincides with large swathes of rain production. Comparatively, 
the proportion of high reflectivity cells found in the relatively narrow melting layer appears 
significant. Additionally, the height of the reflectivity maxima typically occurred at the sur-
face level (see Figure 6.6) where the products of the melting layer, including rain were more 
likely to be found.

It is apparent that the melting layer plays a direct role in the production of very high re-
flectivity cells, but that this effect is both direct and indirect. For example, the products of 
melting provide the necessary collocation of mixed-phase precipitation that was highly im-
portant for high reflectivity cells (see Figure 6.9) and such collocation of liquid and ice are 
key for generating graupel, which was found in ∼90% of all high reflectivity cells (Figure 
6.8). This only serves to emphasise the importance of constraining emergent schemes to 
ensure that they are not overly sensitive to melting. Not only does overactive melting dis-
turb the predicted precipitation field, but it is also likely to affect the accuracy of reflectivity 
forecasts, especially in extreme cases such as this winter storm.

6.2.4 Density of Precipitation Coincident with High Reflectivity Cells

A final factor that requires investigation is the density of frozen precipitation found within 
high reflectivity cells. High density ices reflect more energy back to the radar than equival-
ent low density particles, increasing the recieved reflectivity signal. This effect was men-
tioned by Picca et al. (2014) in relation to the high radar reflectivity identified during phase 
two, that was associated with relatively dense wet-growth hydrometeors, and the subsequent, 
rapid drop in reflectivity, associated with widespread transition to less-dense snow. To eval-
uate the relationship between ice density and high reflectivity, the mass-weighted density of 
ice within high-reflectivity cells was compared to the background density exhibited by cells 
outside of the 99th percentile of reflectivity. This analysis is described in Figure 6.11 per 
phase (column) and per scheme (row).

Each scheme demonstrated a unique relationship between the density of precipitation and 
the resulting grid cell reflectivity. In P3 (Figure 6.11 row 3), ice density was consistently 
larger in high reflectivity cells than background cells across all three phases of the storm. 
For example, in phases two and three high reflectivity cells had densities more than 30% 
that of background levels, and in phase one high reflectivity cells contained ices that were 
more than twice as dense. The large increase in density during phase one may be in part 
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Figure 6.11. Comparison of average mass-weighted ice density present within 99th percentile high reflectivity 
grid cells (orange), to average mass-weighted ice density within background cells (blue). Average density is 
determined for all non-zero mass valued cells present in all domain three grid cells, per phase (columns 1–3) 

and per microphysics scheme: ISHMAEL (top), Morrison (Middle) and P3 (Bottom)
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due to the high prevalence of reflectivity in the melting layer at this time (see Figure 6.10). 
Melting, increases the density of ice through surface layer soak in. Thus, P3’s relation between 
density and reflectivity is in keeping with the hypothesis of Picca et al. (2014) that more 
dense ices are responsible for generally greater reflectivity.

In contrast, Morrison (Figure 6.11, row 2) showed the opposite effect. High reflectivity 
cells consistently contained less-dense ice than found in background levels, and were up to 
20% less dense across all three phases. Though surprising, this is consistent with the lack 
of high reflectivity ice found in the melting layer in Morrison, where higher density ice is 
likely to exist. It is likely therefore, that snow, which is present in more than 90% of high 
reflectivity cells, is the main driving factor in the calculation of reflectivity maxima for this 
scheme. In this case, more so than with ISHMAEL and P3, the mass weighting of density 
within highly reflective grid cells (orange) is strongly biased by the significantly larger con-
tribution of snow in Morrison than graupel.

The relationship between reflectivity and density implied by Figure 6.11 in ISHMAEL (row 
one) is far less obvious. Phase-to-phase fluctuations in reflectivity may indicate that the 
high reflectivity simulated by ISHMAEL is more dependent on the environmental condi-
tions than other schemes, which show a consistent relationship regardless of phase. For 
example, in phase two, when high reflectivity grid cells were primarily found within the 
melting layer, reflectivity tended to be related to higher density hydrometeors that resulted 
from densification during melting. In comparison, during phase three, when melting ceased 
and high reflectivity cells tended to contain more snow and ice and less rain (i.e. Figure 
6.8) high reflectivity cells were typically less dense than the background level. This indic-
ates that, while high density hydrometeors that result from the mixed-phase can produce 
elevated reflectivity, the relationship between peak reflectivity and density in ISHMAEL 
is more complicated and dependent on multiple factors that may be more important in this 
case.

6.3 Analysis of Reflectivity Parameterisations

In previous sections of this chapter, the character of each scheme’s predicted reflectivity 
field and the typical precipitation mixtures with which high reflectivity is associated were 
investigated. It was established that, independent of the accuracy of the forecast precipita-
tion field, similar precipitation types produced very different radar reflectivity signatures, 
which is surprising as the relationship between radar reflectivity and precipitation type is a 
matter of fundamental physical law. This motivates an investigation of the underlying math-
ematical formulations of reflectivity in these schemes, to determine where divergences in 
the simulated reflectivity may occur.
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6.3.1 Radar Reflectivity Parameterisations per Microphysics Scheme

The parameterisation of reflectivity is based upon Rayleigh scattering, which considers 
reflectivity as proportional to the sixth power of droplet diameter 𝐷. Therefore, the total 
radar reflectivity 𝑍 of a droplet distribution takes the form:

𝑍 = ∫∞
0 𝑁(𝐷)𝐷6 d𝐷 (6.1)

Where 𝑁(𝐷) is number concentration of droplets per unit length. Integration of Equation 
6.1 over the entire size distribution, such as within a simulated grid cell, yields the total dis-
tribution radar reflectivity value (full method shown in Appendix F). However, to obtain 
this quantity a particle size distribution and a mass-dimensional (𝑚 − 𝐷) relationship must 
be specified. The former is usually of the gamma (often Marshall-Palmer) or log-normal 
type and the latter may be taken as the constant density sphere. These choices yield a radar 
reflectivity of the form:

𝑍𝑟 = Γ(7)𝑁0𝜆−7 (6.2)

Where 𝜆 is the distribution slope parameter and Γ is the Euler-Gamma function. Equa-
tion 6.2 can be generalised to the ice phase, assuming that ice hydrometeors also follow a 
gamma distribution and, most notably, can be represented as constant density spheres. Us-
ing the method of Stoelinga (2005) (see Appendix F) the radar reflectivity of hydrometeor 
type 𝐻 is:

𝑍𝐻 = Γ(7)𝑁0𝜆−7 (𝜌𝐻𝜌𝑙 )2 𝛼⊙, (6.3)

where 𝛼⊙ accounts for the reduced reflectivity of ice compared to liquid water. The re-
flectivity per hydrometer type is additive, so a combined reflectivity value can be obtained 
for all solid and liquid hydrometeors using Equations 6.2 and 6.3:

𝑍 [dBZ] = 10 log10 (1018 (𝑍𝑟 + 𝑍𝑠 + 𝑍𝑔)) , (6.4)

given in decibels of Z by convention.

The Morrison scheme is well suited to this additive parameterisation as its precipitation 
field is already partitioned into discrete hydrometeors that are represented as constant dens-
ity spheres. Thus the reflectivity components of its hydrometeor categories can be calcu-
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lated individually and summed as above. Unlike in ISHMAEL and P3, the Morrison scheme 
does not have a reflectivity routine, so instead the wrf-python getvar routine is used to 
produce this field in post processing (Ladwig 2017). This is a useful test case for a library 
that is sure to receive use amongst the WRF community, and represents a good test for the 
large number of microphysics schemes that do not calculate reflectivity.

The wrf-python getvar uses the conventional formulation as in Equation 6.4 but determ-
ines only the rain, snow, and graupel components to the equivalent reflectivity. These val-
ues are obtained using the mass-mixing ratios output by the microphysics scheme. To sat-
isfy Equation 6.3, the routine uses fixed gamma distribution slope parameters of 𝜆𝑟 = 8 ×106 m−1, 𝜆𝑠 = 2 × 107 m−1, and 𝜆𝑔 = 4 × 106 m−1 and fixed densities of 𝜌𝑟 = 1000 kg 
m−3, 𝜌𝑠 = 100 kg m−3 and 𝜌𝑔 = 400 kg m−3 for rain snow and graupel, respectively. A 
complete breakdown of the getvar derived reflectivity equation is given in Appendix G.

In the ISHMAEL microphysics scheme, the reflectivity parameterisation diverges from the 
conventional approach due to the presence of two free-ice categories and an aggregate cat-
egory, which results in a different formulation of the total reflectivity equation: 𝑍𝐻 = max{−35, 10 log10(𝑍rain + 𝑍i1 + 𝑍i2 + 𝑍i3)}, (6.5)

Furthermore, the components of reflectivity for each hydrometeor are also different because 
a more complex particle size distribution 𝑁(𝐷) is used for liquid and ice particles, and a 
spheroidal m-D hypothesis with non-constant density is used for ice. After integration these 
factors produce the following rain component of reflectivity 𝑍rain: 𝑍rain = 1 × 1018 (Γ(7)𝜌𝑎𝑛𝑟𝜆6𝑟 ) , (6.6)

and the following generalised-ice reflectivity component 𝑍ice: 

𝑍ice = 1 × 1018 ⎡⎢⎣0.1760.93 (6𝜋)2 (4𝜋3 ̄𝜌𝑖𝑎1−𝛿∗𝑜22+𝛿∗ )2 𝜌𝑎𝑛𝑖9002 (2𝑎ni)2(2+𝛿∗) Γ(𝜈 + 2(2 + 𝛿∗))Γ(𝜈) ⎤⎥⎦ ,
(6.7)

Full derivation of these equations can be found in appendix E.

A simple analysis can illuminate how predicted reflectivity may vary with precipitation in 
these parameterisations. For example, the solid-phase Morrison reflectivity components 
given in Equation 6.3 depend on the hydrometeor density, implying that some hydrometeor 
types will intrinsically posses greater reflectivity than others. However, the mass mixing 
ratio of the species is also a factor which places importance on the predicted precipitation 
field. The ratio of hydrometeor reflectivities are:
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𝑍𝑠𝑍𝑟 = 𝛼⊙𝜆𝑟𝜆𝑠 ( 𝜌𝑠𝜌𝑤 )0.25 (𝑞𝑠𝑞𝑟 )1.75 ≈ 0.05 (𝑞𝑠𝑞𝑟 )1.75

𝑍𝑠𝑍𝑔 = 𝛼⊙𝜆𝑟𝜆𝑔 ( 𝜌𝑔𝜌𝑤 )0.25 (𝑞𝑔𝑞𝑟 )1.75 ≈ 0.36 (𝑞𝑔𝑞𝑟 )1.75

Assuming reflective parity (i.e 𝑍𝑠/𝑍𝑟 = 1), 𝑞𝑠 = 5.5 𝑞𝑟 and 𝑞𝑔 = 1.8 𝑞𝑟 thus, five times 
as much snow and almost twice as much graupel is required to achieve the same reflectivity 
factor of rain. Similarly, graupel is 3 times more reflective than snow in this framework. We 
note that these components aren’t additive within the logarithm, but these differences indic-
ate the tendency of the routine to output a greater reflectivity factor in cells that are biased 
toward rain and graupel, rather than those containing primarily snow.

The ISHMAEL reflectivity component of ice given in Equation 6.7 implies that radar re-
flectivity will be greater for higher density ice with a greater number concentration and 
greater characteristic radius (related to the average crystal size). By comparison, the re-
flectivity component for liquid (Equation 6.6) will be increased when the mass mixing ratio 
of droplets is large, and their number is few. Taking the ratio of 𝑞𝑟/𝑛𝑟 to be average droplet 
size, then the rain reflectivity component is maximised for large mass mixing ratios of re-
latively large droplets. From this information it is reasonable to estimate that regions of 
intense riming would theoretically provide the best opportunity for very high reflectivity 
prediction.

6.3.2 More Detailed Analysis of the ISHMAEL Reflectivity Equation

Surface level analysis, can only hint at the differences in reflectivity amongst a varied pre-
cipitation field, but it cannot precisely examine the relationship between the ice or raindrop 
characteristics and the simulated reflectivity factor. For example, 𝛿∗ is present in the nu-
merator, denominator, Euler gamma function and parameter indices in Equation 6.7. It is 
difficult then to determine the precise role of such complex variables by observation alone. 
Instead, the reflectivity can be analysed as a function of two components, liquid and frozen 
water, whose relative magnitude dictates the value of simulated reflectivity.
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We may rearrange Equation 6.5 as:

𝑍 = 10 log10(1018) + 10 log10(𝑍ice)⏟⏟⏟⏟⏟
A (Ice)

+ 10 log10(𝜀 + 1)⏟⏟⏟⏟⏟⏟⏟
B(Mixed-Phase)

(6.8)

Where 𝑍ice > 0 is the combined ice reflectivity component and 𝜀 = 𝑍rain𝑍ice
.

Thus, Equation 6.8 re-frames the total reflectivity as a function of ice reflectivity (A) and 
the relative reflectivity factors of ice and water (B). Physically, B represents co-located phases 
of water and is analogous to the mixed-phase. Also note that, the leading factor 10 log10(1018) =180 implies that A and B will be negative, and that increasingly negative values of these 
terms will reduce the total reflectivity. In the following analysis we will seek to vary the A 
and B terms in order to understand the relative importance of both components.

Given the large number of interwoven parameters that make up A and B, it is necessary to 
constrain the parameters to reasonable scenarios for this case. To achieve this, three frozen 
hydrometeor-type profiles were chosen with qualities given in Table 6.1. These hydromet-
eor types were chosen as they are comparable to the hydrometeor category definitions in 
Morrison, and their profiles span the complete ranges of both 𝛿∗ and ̄𝜌𝑖 allowing for com-
prehensive analysis of Equation 6.8. With these quantities fixed, 𝜀 varies only with its re-
maining parameters, which are functions of the number and mass mixing ratios of rain and 
hydrometeors only. By varying the mass and number mixing ratios an understanding of 
term A could be gained.

Type Density ̄𝜌𝑖 (kg m3) Inherent Growth Ratio (IGR) 𝛿∗ Radius 𝑟 (m)
Dendrites 100 0.6 8 × 10−3
Graupel 400 1 1 × 10−3
Prolates 100 1.3 1 × 10−4

Table 6.1. Characteristic density (kg m3), Inherent Growth Ratio (IGR) and radius (m) for three characteristic 
precipitation-type profiles in the ISHMAEL scheme.

Ice Component

Figure 6.12 plots the ice reflectivity factor 𝑍ice of the A component from Equation 6.8. This 
is varied with ice crystal number concentration 𝑛ice in the interval 1 × 102–1 × 105 kg−1, 
which was representative of ice crystal concentrations predicted by the ISHMAEL scheme 
in this case. Columns one, two, and three show the hydrometeor profiles from Table 6.1; 
dendrites, graupel and prolate crystals, respectively. The 𝑍ice parameter is plot with four 
values of particle radius 𝑎ni that are representative of ice in this case but may not occur for 
each specific hydrometeor type at all values. Note that 𝑍ice in excess of approximately 1.26×
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10−18 produces 𝐴 on the order 101 i.e. ≥ 1 dB𝑍 (non-negligible) so the 𝑍ice = 1.26 ×10−18 line is shown in grey (dotted).

Figure 6.12. ISHMAEL ice-reflectivity component to the total reflectivity calculation (see Equation 6.8
versus ice number concentration 𝑛𝑖𝑐𝑒. Three example precipitation types are considered; Dendrites (left), 

Graupel (middle), and Prolates (right). Four values of the ice characteristic radius 𝑎ni are shown by coloured 
lines given in the Figure legend.

Figure 6.12 shows that 𝑍ice goes between 1 × 10−35–1 × 10−3 for the precipitation profiles, 
number concentrations and radii considered here.𝑍ice is found to increase with the hydrometeor aspect ratio and density, as well as the char-
acteristic particle diameter. This suggests that dense, prolate or large particles will achieve 
an enhancement in predicted reflectivity component, and that when these characteristics are 
found in combination, their influence on the reflectivity field is even greater. For example, 
this implies that the presence of hailstones or dendrites may inflate the reflectivity field over 
less dense or smaller counterparts. In addition, the reflectivity increases even more when 
number concentrations are large, which suggests that particularly intense bouts of these pre-
cipitation types will achieve exceptionally high reflectivity.

Comparison of the 𝑍ice growth between these factors can indicate which is more influential 
to the reflectivity field. For example, the ice radius induces 𝑍ice growth by several orders 
of magnitude when radius increases by only one order of magnitude. However, it is notable 
that the size of this growth is dependent on the crystal aspect ratio, for example, between 
values of 𝑎ni, the dendrite reflectivity component increases by approximately five orders of 
magnitude, whereas for prolates this difference is 6 orders of magnitude. Therefore, pro-
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late hydrometeors benefit from a larger relative increase in reflectivity than oblates. This is 
significant because prolates have a typically small radius, but the aspect ratio enables even 
very small crystals (𝑎ni = 1 × 10−4) to produce non-negligible reflectivity (exceeds grey 
line). In a similar sense, the aspect ratio dependence serves to limit the reflectivity contri-
bution from dendrites field unless very high number concentrations are achieved.

Considering these features, we might conclude that high reflectivity is unlikely to be ob-
tained by dendrites, which require very high number concentrations, and unlikely to be 
obtained by prolates, which do not usually possess a large radius. Therefore, the middle 
ground hydrometeor, graupel, is likely to be ideally situated to produce the largest reflectiv-
ity signatures in ISHMAEL, due to its ability to produce non-negligible reflectivity at only 
moderate radial size and number concentration.

Mixed-Phase Component

To complete the analysis of Equation 6.8 we can perform a similar investigation of the re-
maining term; 𝜀 = 𝑍rain/𝑍ice which measures the relative dominance of the rain reflectivity 
component to the ice reflectivity component. Derivation of the 𝜀 equation in Appendix H
produces the following form:

𝜀(𝛿∗, ̄𝜌𝑖, 𝑎ni, 𝛾𝑛, 𝑚𝑟) ≈ [2.47 × 1015][𝛾𝑛𝑚2𝑟] [ 𝑎2𝛿∗0( ̄𝜌𝑖𝑎2+𝛿∗
ni )2Γ(8 + 2𝛿∗)] , (6.9)

Where 𝛾𝑛 = 𝑛𝑟/𝑛𝑖 is the ratio of raindrop number mixing ratio to ice number mixing ratio, 
and 𝑚𝑟 = 𝑞𝑟/𝑛𝑟 is the ratio of raindrop mass to raindrop number mixing ratio, which is 
analogous to the average raindrop mass.

It is notable that once the hydrometeor distribution is defined, 𝜀 varies only with the third 
bracket in Equation 6.9. We may denote this bracket as 𝐹/𝜌2𝑖 where:

𝐹(𝑎ni, 𝛿∗) = 𝑎2𝛿∗0(𝑎2+𝛿∗
ni )2Γ(8 + 2𝛿∗) (6.10)

Which depends only on the geometry of ice. Therefore, the component of reflectivity in 
ISHMAEL that is associated with the co-location of ice and liquid will be enhanced de-
pending on the geometric qualities of the ice.

Figure 6.13 shows plots of 𝐹 versus 𝑎ni for the same precipitation type profiles as were ex-
amined in Figure 6.12 (see Table 6.1). The value of 𝐹 was varied for radii in the range 10−5–10−2
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showing an extremely broad (1 × 10−14–1 × 1010) array of possible values. The value 
of 𝐹 decreases as both the radius and aspect ratio increase, but the magnitude change in 𝐹
with radius is far greater. For example, the change in 𝐹 between the minimum 𝛿∗ = 0.6
and maximum possible 𝛿∗ = 1.3 is 5 orders of magnitude for small 𝑎ni and 9 orders of 
magnitude for high 𝑎ni. Whereas, variation in 𝑎ni between 4 × 10−2 and 4 × 10−4 pro-
duces a 14–18 order of magnitude difference in 𝐹 that is larger (smaller) for larger (smaller) 𝛿∗. These findings indicate that the mixed-phase 𝜀 component of ISHMAEL predicted re-
flectivity is likely to be enhanced when ice has a small size, such as during rime splintering.

Given that the value of 𝜀 in Equation 6.9 varies with the factor 𝐹/𝜌2𝑖 , it is important to con-
sider how the density might alter our understanding of ice geometries contribution to re-
flectivity in mixed-phase environments. Overlaid on Figure 6.13 are the exact values of 𝐹
(black dot) and 1/ ̄𝜌𝑖2 (blue cross, right y-axis) for the assumed 𝑎ni and 𝛿∗ given in Table 
6.1. For these hydrometeor profiles, the inverse relationship between 𝐹 and 𝑎ni causes the 
predicted 𝐹 to occupy similar magnitudes between 1 × 10−2–1 × 102. Substitution of 𝐹/ ̄𝜌2𝑖
back into Equation 6.9 per hydrometeor produces:

𝜀graupel ≈ 108𝛾𝑛𝑚2𝑟𝜀dendrites ≈ 109𝛾𝑛𝑚2𝑟𝜀prolates ≈ 1011𝛾𝑛𝑚2𝑟 (6.11)

In the context of Equation 6.9, larger leading factors will offset the 𝛾𝑛𝑚2𝑟 term, which is ex-
pected to be extremely small because typical rain drop masses are of the order <∼ 10−5
kg and this factor is squared. By offsetting this factor, the negative mixed-phase term B in 
Equation 6.8 will have a smaller absolute value, allowing more of the leading factor to be 
retained and thus produce a greater reflectivity factor. As shown above, the constant factor 
is largest in prolates, followed by dendrites and then graupel, which implies that the mixed-
phase contribution of reflectivity in the ISHMAEL scheme will be greatest when small, 
columnar ice particles are in the vicinity of liquid water.

In addition to the frozen hydrometeor qualities, 𝜀 depends on the average mass of rain droplets 𝑚𝑟 and the relative ratio of droplet number to crystal number 𝛾𝑛 (i.e. bracket two of Equa-
tion 6.9). Histograms of these qualities in the ISHMAEL scheme (domain 1) are shown in 
Figure 6.14 for cells containing each hydrometeor type. The typical range of 𝛾𝑛 in this case 
was 1 × 10−6–1 × 104 for all hydrometeors. The range for 𝑚𝑟 was 2 × 10−11– 1 × 10−7 for 
all hydrometeors. However, graupel was coincident with rain more often than other hydro-
meteor types, and large raindrops (𝑚𝑟 > 1 × 10−9) represented a larger proportion of the 
droplet field collocated with graupel than other precipitation types. Comparison of these 
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Figure 6.13. Plot of factor F (see Equation 6.9) versus characteristic ice radius for three values of the inherent 
growth ratio 𝛿∗ that are indicative of oblate (blue), spherical (orange), and prolate (green) ice crystals. Black 
dots indicate the characteristic radius of each example precipitation type; dendrites, graupel, prolate ice. Blue 

crosses adjoined by red dashes correspond to the inverse square density associated with each precipitation 
type (blue axis, right).

ranges produce the maximum and minimum hypothetical extent of 𝛾𝑛𝑚2𝑟 term:

4 × 10−28 < 𝛾𝑛𝑚2𝑟 < 1 × 10−10
This range is termed hypothetical because the extremes of 𝛾𝑛, 𝑚2𝑟 are not confirmed to co-
incide during this simulation. Substituting into the identities found in Equation 6.11:

5 × 10−19 < 𝜀dendrites < 1 × 10−1 (6.12)1.7 × 10−19 < 𝜀graupel < 4 × 10−2 (6.13)1 × 10−16 < 𝜀prolates < 3 × 101 (6.14)

Thus, the mixed-phase factor is most likely to play a considerable role when 𝛾𝑛𝑚2𝑟 is large, 
such as in intense regions of large-raindrops, and will be enhanced by the presence of small 
columnar ice. Having examined 𝜀 we now seek to determine its role in the overall reflectiv-
ity calculation, recall Equation 6.8:
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Figure 6.14. Distributions of 𝛾𝑛, the ratio of rain to ice number concentration (orange, left) and average 
crystal mass 𝑚𝑖 (green, right) simulated by ISHMAEL during case one for precipitation classed as dendrites 

(row 1), graupel (row 2), and prolates (row 3).

𝑍 = 10 log10(1018𝑍ice)⏟⏟⏟⏟⏟⏟⏟
A

+ 10 log10(𝜀 + 1)⏟⏟⏟⏟⏟⏟⏟
B

When 𝜀 → 0, 𝐵 → 0 and reflectivity is entirely due to ice. Non negligible mixed-phase 
contributions i.e. B > 1 dB𝑍 are not expected until 𝜀 ≳ 0.26, which is at the very highest 
end of the ranges shown in Equations 6.14. Therefore, the contribution of the mixed-phase 
will only be non-negligible until raindrops are suitably large, ice particles are small and 
dense, and the number of droplets is much greater than the number of crystals. As such, 
any net contributions to the reflectivity field from mixed-phase cells, and by extension the 
ice geometry,can occur in only a small subset of all possible scenarios.
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Figure 6.15. Plot of the ratio of reflectivity components in ISHMAEL 𝜀 = 𝑍rain/𝑍ice. The log (base 10) of the 
summation of components 𝑍rain + 𝑍ice is equal to the reflectivity on the dB𝑍 scale. 𝜀 is plotted versus the 

ratio of raindrop number to ice crystal number, across three scenarios: Dendrites (𝛿∗ = 0.6, ̄𝜌 = 100), 
Graupel (𝛿∗ = 1, ̄𝜌 = 400) and needles (𝛿∗ = 1.3, ̄𝜌 = 900) in columns 1–3, respectively. In each case, the 

ratio 𝜀 is plotted for several values of its parameters rain mass mixing ratio 𝑞𝑟 (kg kg−1) and ice characteristic 
radius 𝑎ni (m) specified in the Figure legend. Inflection points of the y and x-axis ratios are shown with grey 

lines.

The range of possible scenarios in which the mixed-phase component of reflectivity is sig-
nificant are examined in Figure 6.15. The 𝜀 function is shown for the aforementioned ranges 
of average rain droplet mass 𝑚𝑟 (x-axis) and for several values of 𝛾𝑛 (shaded). Dendrites, 
graupel, and prolates (solid, dashed and dotted lines, respectively) are plotted to understand 
the enhancement of the mixed-phase due to particle geometry. The boundary of 𝜀 = 0.26
(at which point 10 log10(𝜀 + 1) > 1 dB𝑍) is shown in grey for reference.

In these specific hydrometeor cases, 𝜀 does not exceed 0.26 with the exception of prolate 
ice that is collocated with large (𝑚𝑟 > 1 × 10−8 kg) raindrops that outnumber ice crystals 
by a factor of 𝛾𝑛 = 1 × 104. The contribution of term 𝐵 (see Equation 6.8) is therefore neg-
ligible for dendrites and graupel, even when 𝛾𝑛 and 𝑚𝑟 are large. 𝜀 decreases with reducing 
rain drop size, and droplet number relative to ice, and for any given 𝛾𝑛 graupel exhibits the 
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lowest 𝜀.

Though Figure 6.15 indicates that 𝜀 will produce negligible reflectivity for the majority of 
the hydrometeors and mixing ratios explored here, this result is not necessarily represent-
ative of the entire simulated precipitation field in this case, nor the possible fields in other 
cases. For example, larger 𝑚𝑟 and 𝛾𝑛 are possible, and would each increase 𝜀. Similarly, 
higher density and smaller ices are possible than the hydrometeor types explored here, each 
of which would also increase 𝜀 considerably. For example, Figure 6.13 shows that large 
gains in magnitude of the factor 𝐹 are achieved with only a small decrease in characteristic 
ice radius. Likewise, increasing the density of large ices, such as graupel or snow via melt-
ing and wet growth, would provide an increase in 𝜀.

Overall Characterisation of Reflectivity

Here we complete the analysis by investigating 𝜀 amongst the broader context of the total 
reflectivity field 𝑍 for the case of prolate crystals, which were most associated with high re-
flectivity in the mixed-phase. Similar analysis has been conducted for both dendrites and 
graupel and is available in Appendix M. To obtain 𝑍ice, the ice number concentration 𝑛𝑖
must be specified (see Equation H.3). To maintain consistency with 𝑚𝑟 and 𝑛𝑖, 𝛾𝑛 is calcu-
lated like so:

𝛾𝑛 = 𝑛𝑟𝑛𝑖 = 𝑞𝑟𝑛𝑖𝑚𝑟
which requires that 𝑞𝑟 is supplied. This is more convenient as 𝑍 ∼ 𝑍(𝑞𝑟, 𝑛𝑖, 𝑚𝑟) depends 
on the mass of droplets, number of crystals, and average rain drop mass per cell which are 
more simple to interpret physically than 𝛾𝑛. These variables are also readily retrieved from 
the simulation output to appropriately constrain 𝑍 to realistic values.

Figure 6.16 plots the total reflectivity function 𝑍(𝛿∗, ̄𝜌𝑖, 𝑎ni, 𝑚𝑟, 𝑞𝑟, 𝑛𝑖) and its components, 𝐴 (dashed) and 𝐵 (dotted) for the prolates hydrometeor profile (𝛿∗ = 1.3, ̄𝜌𝑖 = 900). 
Columns 1–3 span three ice number concentrations 𝑛𝑖 (kg−1); 1 × 105, 1 × 102, 1 × 10−1, 
respectively, and rows 1–3 span three values of the rain mass mixing ratio 𝑞𝑟 (kg kg−1): 1 × 10−8, 1 × 10−4, 1 × 10−2. The values of 𝑛𝑖 and 𝑞𝑟 were determined from the range of 
each quantity produced during the simulation. The total reflectivity is plotted for two values 
of characteristic radius 𝑎ni (m): 1 × 10−4 (blue) and 1 × 10−5 (red).

Figure 6.16 shows that total reflectivity was close to or less than zero for almost all combin-
ations of rain mass and ice number. However, the largest reflectivity signature was appar-
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ent in panel 1 (row 1, column 1) where rain mass was lowest and ice number was greatest. 
The general tendency of increasing rain mass mixing ratios was to elevate the mixed-phase 
component of reflectivity 𝜀 and to reduce the required rain mass threshold to achieve non-
negligible reflectivity. In comparison, as the ice number concentration increased the rain 
mass threshold increased considerably. This result reiterates the importance of ice for the 
determination of reflectivity in the ISHMAEL scheme. When ice number is large, the total 
reflectivity is approximately equal to the component of 𝑍ice only, and the contribution of the 
mixed-phase is negligible, even when rain drop mass mixing ratio is very high.

The mixed-phase component (dotted) began to influence the total reflectivity when ice num-
ber was reduced and the mass mixing ratio of droplets became high. The onset of the in-
creased 𝐵(𝜀) is related to the typical mass of rain droplets, such that when 𝑞𝑟 is smaller, the 
average rain drop mass must be larger, and when 𝑞𝑟 is larger, the average rain drop mass can 
be less to produce a non-negligible mixed-phase reflectivity component. Consequently, the 
mixed-phase component affects the total reflectivity (translucent) in environments with few 
crystals, and more so with larger raindrops, and larger total raindrop mass. However, com-
parison of the total reflectivity (translucent) shows that even though the mixed-phase con-
tribution increases with decreasing crystal number, the additive effect of the mixed-phase 𝐵(𝜀) is outweighed by the negative effect of the decreasing 𝐴(𝑍ice) component and so, in 
total, reflectivity reduces at low crystal number overall.

Comparison of Figure 6.16 and other precipitation types (Appendix M) shows that large 
dendrites that occur in large number concentrations will produce the greatest possible re-
flectivity, regardless of the presence of rain. Whereas the smallest reflectivity is produced 
by low concentrations of small, high density crystals with minimal rain. The 𝐴(𝑍ice) com-
ponent of reflectivity is largest for dendrites, then graupel and smallest for prolates and the 
onset of the non-negligible mixed-phase (dotted) contribution is apparent at lower average 
droplet mass (𝑚𝑟) per 𝑞𝑟. In combination, this indicates that smaller and more dense crys-
tals exhibit less influence over the reflectivity field, and so the mixed-phase contribution is 
relatively more influential to these crystal types.

It is important to remember that the highest reflectivity is linked not only to the values of 
the aforementioned variables, but to the likelihood of their occurrence. For example, it is 
unlikely that very large number concentrations of very large dendrites will exist, and rather, 
more numerous, small dendrites or fewer large dendrites are two more likely scenarios. Ex-
amination of these cases in Figure M.1 shows that they would produce a small reflectivity 
signature. Similarly, cloud ice crystals are likely to occur in greater number concentrations, 
but are limited by their small size, producing relatively small (∼ 20 dB𝑍) reflectivity even 
at high 𝑛𝑖. Therefore, the high reflectivity scenario of interest is actually graupel, which is 
capable of reaching large radial sizes and number concentrations simultaneously.

188



CHAPTER 6. REFLECTIVITY SIMULATED BY THREE MICROPHYSICS SCHEMES

Figure 6.16. Reflectivity components A and B (see Equation 6.8) and their summation (multiplied by 10) the 
total reflectivity 𝑍total (dB𝑍) versus the average rain droplet mass 𝑚𝑟 (kg) for prolates (𝛿∗ = 1.3, ̄𝜌 = 900. 

Terms 𝐴, 𝐵 and the total are shown by dashed, dotted, and translucent lines. Components are plotted for three 
values of the ice number concentration 𝑛𝑖 (kg−1): 1 × 105, 1 × 102, 1 × 10−1 in columns 1–3, respectively, 

and three values of ice mass mixing ratio 𝑞𝑟 (kg kg−1): 1 × 10−8, 1 × 10−4, 1 × 10−2 in rows 1–3, 
respectively.
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Figure 6.17. Histograms of reflectivity dependencies in the ISHMAEL scheme. Each dependency type is 
titled per panel

To conclude, we examine the types of precipitation found in the very high reflectivity spots 
in Figure 6.7 to see if they corroborate the findings of this functional analysis. Figure 6.17
shows a collection of histograms for precipitation qualities taken from the cells that exhib-
ited > 50 dB𝑍 reflectivity in localised areas. Row 1 (columns 1–3, respectively) shows the 
frozen hydrometeor characteristics of these cells; density ̄𝜌𝑖, characteristic radius 𝑎ni, and 
the inherent growth ratio 𝛿∗. Row 2 shows the additional variables required to specify the 
contribution of the mixed-phase reflectivity component 𝜀; the average rain drop mass 𝑚𝑟, 
and ratio of rain number to ice number 𝛾𝑛 (columns 1–2); 𝜀 is shown in column 3. Row 
3 shows the additional variables required to specify the contribution of the ice reflectivity 
component 𝑍ice; raindrop mass mixing ratio 𝑞𝑟 and ice number mixing ratio 𝑛𝑟 (columns 
1–2); 𝑍ice is shown in column 3. Row 4 shows the components of the total reflectivity due 
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to ice 𝐴(𝑍ice), and due to the mixed-phase 𝐵(𝜀) (columns 1–2); the total reflectivity is shown 
in column 3.

Figure 6.17 row 1 columns 1–3 shows that, within the very small, high-reflectivity hot spots 
seen in Figure 6.7, precipitation has moderate to high density, a relatively large (∼ mm) ra-
dius, and an aspect ratio that is near-spherical. These qualities are consistent with graupel 
or possibly hail. Rows 2–3 columns 1–2 show that these cells contained small (low mass) 
raindrops with low total combined mass, whereas the ice number was very high (∼ 103
kg−1). The number ratio of rain droplets to ice crystals was therefore very low, which res-
ulted in a similarly low mixed-phase reflectivity ratio 𝜀 but a large 𝑍ice component to the 
reflectivity. This is evidenced in row 4, where the total reflectivity is very large and the 
mixed-phase component negligible, thus the total reflectivity was entirely due to the con-
tribution of the ice. It is deduced then, that small reflectivity patches in Figure 6.7 are loca-
tions of intense riming or melting of crystal populations that are high in number concentra-
tion. Both of these processes produce the ice characteristics observed in Figure 6.17 row 1, 
though the very low rain mass implies that riming is present, which reduces the rain mass 
mixing ratio rather than melting, which increases the rain mass mixing ratio.

P3 Reflectivity Formulation

In the P3 scheme, the reflectivity is derived from the sixth moment of the distribution (see 
Appendix I) to produce an identical formulation of reflectivity as in ISHMAEL:

𝑍 = 10 log10 (1 × 1018) + 10 log10 (𝑍ice)⏟⏟⏟⏟⏟
A (ice)

+ 10 log10 (𝜀 + 1)⏟⏟⏟⏟⏟⏟⏟
B (Mixed-Phase)

(6.15)

Where 𝑍ice > 0 is the combined ice reflectivity component and 𝜀 = 𝑍rain𝑍ice
is the enhancement 

due to the mixed-phase as in Equation 6.8. As in our previous analysis, 𝑍ice(𝑟, 𝑛𝑖, 𝑞𝑖, 𝐹𝑟, 𝜌𝑖)
and 𝜀(𝑟, 𝑛𝑖, 𝑞𝑖, 𝐹𝑟, 𝜌𝑖, 𝑛𝑟, 𝑞𝑟) may be simplified by specifying the average ice mass 𝑚𝑖 =𝑞𝑖/𝑛𝑖 and average rain mass 𝑚𝑟 = 𝑞𝑟/𝑛𝑟 and continuing our analysis across hydrometeor 
profiles with fixed rime fraction 𝐹𝑟 and density 𝜌𝑖 as given in Table 6.2.

Type Density ̄𝜌𝑖 (kg m3) Rime Fraction 𝐹𝑟
Unrimed Snow 100 0
Rimed Snow 400 0.667

Graupel 600 1

Table 6.2. Characteristic density (kg m3) and rime fraction 𝐹𝑟 for three characteristic precipitation-type 
profiles in the P3 scheme.

Figure 6.18 plots the mixed-phase term 𝜀 versus ice particle radius for three hydrometeor 
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types: unrimed snow, rimed snow, and graupel (see Table 6.2), in rows 1–3, respectively. 
The value of 𝜀 is varied across three values of the average ice particle mass 𝑚𝑟 (columns 
1–3) and four values of raindrop mass 𝑚𝑟 (shaded). Finally, three ice and rain mass mixing 
ratio scenarios are considered (solid, dotted and dashed). The total reflectivity in Equation 
6.15) has non-negligible mixed-phase component when 𝜀 > 101 (shown in grey).

For all three hydrometeor types considered in Figure 6.18, the reflectivity enhancement by 
the mixed-phase is non-negligible (above grey line) when ice particle radius is small, when 
rain droplets and ice particles are heavy, and when the ice and rain mass mixing ratio is 
large. It is evident that the negative relationship between 𝜀 and ice radius begins to break 
down for very large (r�10−2) particles that are heavily rimed (i.e. graupel). This becomes 
significant at large average ice mass, enabling large graupel particles to contribute to the 
reflectivity when unrimed snow of the same mass would not. Thus, rimed fraction is a key 
factor in the enhancement of reflectivity in P3.The mixed-phase may contribute a compar-
able or larger component of the total reflectivity for cells where large populations of heavy 
rain drops occur (i.e. in intense rain or melting). From these findings, it is likely that re-
gions with riming or melting processes are highly reflective in the P3 scheme, particularly 
when they are seeded by intense (high number concentration) and large (mass) rain and ice 
particles.

To determine the consequences of the mixed-phase and ice component of reflectivity in 
combination, these components and the total reflectivity are shown in Figure 6.19. Here we 
consider only graupel, the most likely hydrometeor to be present in heavy riming environ-
ments, which were shown to enhance the reflectivity (see Figure 6.18). The total reflectivity 
was varied across; three average ice mass 𝑚𝑖 values 1 × 10−10, 1 × 10−8, 1 × 10−6 kg in 
columns 1–3, respectively, and three average rain mass 𝑚𝑟 values: 1 × 10−10, 1 × 10−6, 1 ×10−4 kg in rows 1–3, respectively. Three rain and ice mass mixing ratios were considered 
(solid, dashed, dotted) as in Figure 6.18. The ice component (𝐴), mixed-phase component 
(𝐵) and the total reflectivity were shown in blue, red and black, respectively. Note that total 
reflectivity analysis for dendrites and rimed snow are also available in Appendix N.

The highest total reflectivity (black) was generated for graupel particles with small average 
mass (column 1) but high mass mixing ratios which implies large number concentrations. 
Furthermore, ice radius was large which, in combination with low particle mass, indicates 
that ice density was very low. Larger ice mass mixing ratios (i.e. solid or dashed) provided 
a slight enhancement when ice radius was large, but as average ice crystal size reduced the 
average rain mass (row) and mass mixing ratio became the most influential factors for re-
flectivity. Large rain droplets produced very high reflectivity values independent of the ice 
field qualities.

It is interesting to compare the reflectivity components originating from the ice (blue) and 
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Figure 6.18. Plots of the P3 𝜀 function versus ice particle radius 𝑟 for three hydrometeor types: unrimed snow 
(𝐹𝑟 = 0, 𝜌 = 100), rimed snow (𝐹𝑟 = 0.667, 𝜌 = 400), and graupel (𝐹𝑟 = 1, 𝜌 = 600) (rows 1–3) and three 

ice mass 𝑚𝑖 values 1 × 10−10, 1 × 10−8, 1 × 10−6 (columns 1–3). 𝜀 is shown for four average rain mass (𝑚𝑟) 
values; 1 × 10−4 (yellow), 1 × 10−6 (green), 1 × 10−8 (red), 1 × 10−10 (blue). Three fixed values of ice mass 

and rain mass are considered; base state 𝑞𝑖 = 1 × 10−5, 𝑞𝑟 = 1 × 10−2, decreased ice 𝑞𝑖 = 1 × 10−6, 𝑞𝑟 = 1 × 10−2 and decreased rain 𝑞𝑖 = 1 × 10−5, 𝑞𝑟 = 1 × 10−6 shown by solid, dotted, and 
dashed lines, respectively.
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Figure 6.19. Total reflectivity 𝑍 (dB𝑍, black), ice reflectivity component 𝐴 (dB𝑍, blue), and mixed-phase 
reflectivity component 𝐵 (dB𝑍, red) as shown in Equation 6.15 versus average ice particle radius r (m) for 

graupel (see Table 6.2). Average crystal mass 𝑚𝑖 = 1 × 10−10, 1 × 10−8, 1 × 10−6 kg in columns 1–3, 
respectively. Average raindrop mass 𝑚𝑟 = 1 × 10−10, 1 × 10−6, 1 × 10−4 kg in rows 1–3, respectively. Three 

sets of fixed ice mass mixing ratio 𝑞𝑖 (kg kg−1) and rain mass mixing ratio 𝑞𝑟 (kg kg−1) are shown with 
differing line styles; base state 𝑞𝑖 = 1 × 10−5, 𝑞𝑟 = 1 × 10−2, decreased ice 𝑞𝑖 = 1 × 10−6, 𝑞𝑟 = 1 × 10−2

and decreased rain 𝑞𝑖 = 1 × 10−5, 𝑞𝑟 = 1 × 10−6 shown by solid, dashed, and dotted lines, respectively.
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the mixed-phase (red) components, as these were often in direct opposition. The ice phase 
component was consistently negative (subtraction from the leading constant in Equation 
6.15), so reflectivity increased most when the absolute value became small. In contrast, 
the mixed-phase component was positive, so contributed an enhancement of the reflectiv-
ity field. Interestingly, there was an inverse relationship between ice and mixed-phase com-
ponents, so the peak total reflectivity was obtained when the absolute value of both com-
ponents became very small. The only role of the mixed-phase component was to obtain any 
reflectivity at all when ice radius was small, but overall the mixed-phase was not a direct, 
influential factor when obtaining peak reflectivity in the P3 scheme. Overall, the greatest 
reflectivity was obtained when large raindrops or high concentrations of large graupel were 
found, but the overlap of both simultaneously was not an important factor.

Overall, there are two mutually exclusive environments that P3 predicts will be most reflect-
ive. The first will contain high concentrations of large graupel particles with low average 
mass. Thus, a reasonable scenario is one in which high ice crystal concentrations are sub-
ject to low density riming, producing a graupel population with a high reflectivity signa-
ture. The second, more-flexible environment has numerous large raindrops, which is indic-
ative of intense rainfall originating from prolonged efficient coalescence, such as in con-
vective updrafts. In the context of the reflectivity distribution seen in Figure 6.1, these two 
scenarios may explain the very high-reflectivity bright band over Long Island. For example, 
the transitional band was situated where elevated and intense riming were present, which 
might enhance the radar reflectivity signature. Furthermore, the unobserved high reflectiv-
ity region that was predicted south of Long Island coincided with a region of heavy rainfall, 
which the P3 scheme perceives as high reflectivity even in the absence of ice.

6.3.3 Application of a Liquid-Skin Parameterisation to the Morrison Simulated Reflectiv-
ity Field

The production of high reflectivity bands during phases one and two, was highly depend-
ent on the presence of liquid coated precipitation. Here we examine the use of a non-default 
option in the wrf-python getvar routine that accounts for liquid coated hydrometeors. Note 
that P3 has no liquid skin, so the effects of wet ice on reflectivity are not included in the 
model. Therefore, it is not able to produce the distinct bright band just below the freezing 
level (4 km) seen in the observations (Morrison et al. 2015).

The reflectivity component per hydrometeor is calculated by the getvar routine as shown 
in Equation G.1, in which the frozen components (graupel and snow) are multiplied by a 
leading constant 𝛼⊙ = 0.224 that arises in frozen precipitation only. To account for a liquid 
surface, when liquid skin is turned on alpha is removed from the frozen hydrometeor for-
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mulation. This brings it in line with the reflectivity component of liquid water, with some 
additional density factors. Discrimination between normal and liquid-coated frozen precip-
itation is achieved by selectively removing 𝛼 for cells that have a warm (T > 0∘C) ambient 
temperature.

We may determine the effect of this modification analytically by comparing the predicted 
reflectivity with (𝑍2) and without a liquid skin parameterisation (𝑍1) across three possible 
precipitation scenarios: only liquid precipitation, only frozen precipitation, or a combina-
tion of both. It is trivial to show that, in scenario 1, cells devoid of frozen precipitation will 
experience no change in reflectivity (Δ𝑍 = 0) as a consequence of the liquid skin paramet-
erisation.

Scenario 2 considers only frozen hydrometeors so the rain mass mixing ratio and therefore 
reflectivity component 𝑧𝑟 = 0:

𝑍1 = 10 log10(𝑧𝑠 + 𝑧𝑔)𝑍2 = 10 log10 (𝑧𝑠 + 𝑧𝑔𝛼⊙ ) ,
where 𝑧𝑖 is the component of reflectivity for precipitation type 𝑖. The mass-mixing ratios of 
each frozen hydrometeor species, and therefore their reflectivity components, are constant 
and identical in the liquid skin 𝑍2 and non liquid skin 𝑍1 determined reflectivity. Using log 
rules i.e log(𝑥/𝑦) = log(𝑥) − log(𝑦) 𝑍2 can be expressed in terms of 𝑍1:

𝑍2 = 10 (log10 (𝑧𝑠 + 𝑧𝑔) − log10(𝛼))= 𝑍1 − 10 log10(𝛼⊙)Δ𝑍 ≈ 6.5 (6.16)

Warm (T > 0∘C) cells that contain frozen precipitation but no rain will exhibit a change in 
reflectivity factor due to the inclusion of liquid skin (Δ𝑍) of approximately 6.5 dB𝑍.

Scenario 3 considers precipitation mixtures of mixed-phase. Cells that contain rain in addi-
tion to frozen mass will experience a less obvious change (Δ𝑍) due to the inseparability of 
added quantities in logarithms. To examine Δ𝑍 in this scenario, 𝑍1 and 𝑍2 are considered 
like-for-like in identical cells, that span a range of in-cell combinations of hydrometeor 
mass-mixing ratios. Consider the non-liquid skin formulation of reflectivity in Equation 
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G.1. The difference in computed reflectivity Δ𝑍 between the liquid skin and default para-
meterisation, can be determined by deducting 𝑍1 from 𝑍2 as derived in Appendix J:

Δ𝑍 = 10[ log10 (𝐶𝑟(𝜔(1 + 𝛿))1.75 + ( 𝐶𝑠𝛼⊙ + 𝐶𝑔𝛼⊙ 𝛿1.75)) −
log10 (𝐶𝑟(𝜔(1 + 𝛿))1.75 + (𝐶𝑠 + 𝐶𝑔𝛿1.75)))], (6.17)

where 𝜔 is the ratio of liquid to solid precipitation mass. Thus, the mass mixing ratios of 
any one hydrometeor are not direct factors when determining the additional reflectivity 
gained by utilising the liquid skin method. Rather, the mass mixing ratios indirectly in-
fluence Δ𝑍 through their ratios 𝛿 and 𝜔. The limits of Equation 6.17 are evaluated in ap-
pendix D, and are shown in Equation D.5:

lim𝛿→0,𝜔→0 Δ𝑍 = 10 log10(𝑛) ≈ 6.5
lim𝛿→0,𝜔→∞ Δ𝑍 = 10 log10(1) = 0
lim𝛿→∞,𝜔→0 Δ𝑍 = 10 log10(𝑛) ≈ 6.5
lim𝛿→∞,𝜔→∞ Δ𝑍 = 10 log10(1) = 0 (6.18)

The maximum possible gain in reflectivity via the liquid skin method is 6.5 dB𝑍. This value 
is typically used for the difference in reflectivity factor between rain and frozen particles of 
equivalent size. It is apparent that, in this case, the liquid skin method will provide an in-
crease in reflectivity that is insufficient compared to the 15 dB𝑍 increase required to reach 
the very high reflectivity observed in this case.

In reality, a 15 dB𝑍 increase within a bright band is not uncommon, and is usually asso-
ciated with dry snow entering a melting layer. When this happens, snow develops a liquid 
skin that increases the surface density and therefore invokes the ∼ 7 dB𝑍 increase that brings 
it inline with reflectivity of equivalent sized raindrops as described above. However, an ad-
ditional effect is present that further increase reflectivity, increased aggregation efficiency 
of liquid-coated snowflakes. Aggregation increases average particle dimension of the wet 
snow field over the dry snow field, causing a corresponding growth in liquid equivalent size 
that further enhances the reflectivity by up to 15 dB𝑍. However, this effect is not seen with
getvar simulated reflectivity in Morrison.

The formulation of getvar simulated reflectivity is limited because it lacks an appreciation 
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of average crystal size within the melting layer. Instead, only the mass mixing ratios are 
considered, and Δ𝑍 is dependent only on the ratio of precipitation masses (see Equation 
6.17). Hence, the maximum increase in Δ𝑍 is capped at 6.5 dB𝑍, i.e. considering a dimen-
sionless increase due to the change in phase only.

An improvement to the liquid skin parameterisation could be made if average crystal size 
was considered, but this depends on the microphysics scheme to appropriately increase the 
size of crystals during aggregation. In Morrison, aggregation is computed using the size-
dependent formulation as in Passarelli (1978):

𝑛agg = −277𝜌𝑎Γ(7) 𝐸II𝐴sn𝜋 1−𝐵𝑆3 𝑛 4−𝐵𝑠3𝑠 (𝑞𝑠𝜌𝑠 ) 2+𝐵𝑠3
(6.19)

Where 𝐸II = 0.1 is the collection efficiency of ice-ice collisions, 𝐴𝑠 = 11.72 𝐵𝑠 = 0.42
are constants in the fall-speed-diameter relation for snow. Notably, the collection efficiency, 
and indeed the entire aggregation tendency, is not temperature dependent and so simulated 
snow crystal size will not increase in the melting layer (in comparison to background ag-
gregation rates). This is a limitation, not only to the accuracy of the simulated precipitation 
field, but to derived products that depend on aggregation, such as reflectivity. For example, 
if the getvar computed reflectivity were to consider average crystal size, it would not have 
been able to fully realise the maximum observed reflectivity because Morrison did not sim-
ulate an increase in snow crystal dimension within the melting layer. Therefore, achieving 
the extreme reflectivity values, such as those observed in this case, will require improve-
ments to the formulation of both aggregation and reflectivity, and will be aided by close in-
tegration between the two frameworks.

6.3.4 Comparison to Observations

Despite the inability of the liquid-skin parameterisation to simulate large gains in reflectiv-
ity that might be expected, it is still useful to inspect the size and distribution of Δ𝑍 when 
the liquid skin option is turned on.

Figure 6.20 plots Δ𝑍 versus the ratio of liquid to solid mass 𝜔. An 𝜔 range of 0.01 ≥ 𝜔 ≤100 was selected to best display the variation in Δ𝑍; a greater range than this is possible 
during simulations but with near negligible variation in Δ𝑍. For comparison, the solution 
for Δ𝑍 when 𝛿 → 0 and 𝛿 → ∞ are shown with dashed and dotted lines, respectively (see 
Equation D.4). The derivation of these functions is shown in appendix D.

The most important factor to obtain the largest possible Δ𝑍 was 𝜔. Values of 𝜔 that were 
approximately 4 × 10−2 or less produce Δ𝑍 in excess of 6 dB𝑍 regardless of the value of 𝛿, 
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and similarly, values of 𝜔 greater than or equal to 4 produced Δ𝑍 ≈ 0 for all 𝛿. Therefore, 
cells that are dominated by frozen precipitation will yield the largest gains as a result of li-
quid skin consideration. This is not unexpected, cells with a higher proportion of frozen 
hydrometeors have the most reflectivity to gain by considering frozen precipitation as equi-
valent sized liquid drops. In contrast, cells that are already dominated by liquid will see the 
least gain in reflectivity when a small minority of frozen precipitation is treated as a liquid.

Cells that are within the interior region 4 × 10−2 < 𝜔 < 4 will exhibit a change in reflectiv-
ity that is more dependent on 𝛿. Between these values, Figure 6.20 indicates that an envel-
ope of possible Δ𝑍 exist that increase (decrease) with increasing (decreasing) 𝛿, which is in 
line with observations of very high reflectivity in strong localised updrafts often sustaining 
wet growth of particles such as hail or graupel. The largest increases to be gained in Δ𝑍
exist at 𝜔 ≈ 0.5, where the difference in reflectivity can be as high as 2.5 dB𝑍 between the 
limits of largest and smallest 𝛿. Though not as significant in the determination of Δ𝑍 as 𝜔, 
this indicates that the liquid skin parameterisation is sensitive to the partitioning of graupel 
and snow. Cells that are dominated by graupel mass can increase their reflectivity so long 
as 𝜔 is within the appropriate range, and indeed an ideal graupel-driven maximisation exists 
at 𝜔 = 0.5, i.e. a cell that is a mixture of only graupel and rain in which graupel mass is 
approximately twice the mass of rain.

Overall, the largest gains in reflectivity from the use of the liquid skin parameterisation 
will occur in cells that are dominated by frozen precipitation and lack rainfall, regardless 
of the amount of graupel mass. Environments that have little frozen mass will also yield 
minimal increase in reflectivity, and between these criteria, where the partitioning of li-
quid and frozen mass is similar in magnitude, the proportion of mass that is graupel will 
become more important. Given these findings, the simulated reflectivity with and without 
liquid skin option can be interpreted for the Morrison scheme.

Figure 6.21 plots filled contours of the simulated reflectivity field for Morrison in the low-
est 1.5 km layer of domain 3 (as in Figure 6.1) with and without the liquid skin paramet-
erisation turned on. The two-dimensional contours are obtained by retrieving the reflectiv-
ity maximum per grid cell within a shallow layer within 1.5 km of the surface. Previous 
comparisons of simulated reflectivity that included higher vertical levels (see Figure 6.7) 
generated worse agreement with observations versus the simulated reflectivity in the shal-
low layer, so the distribution is plotted using simulated reflectivity retrieved from the shal-
low layer depth only. Columns 1–3 show snapshots of phases 1–3; 2129 UTC, 0030 UTC 
and 0340 UTC, respectively. These times are equivalent to the times at which observations 
of reflectivity were taken in Figure 6.1 adapted from Ganetis and Colle (2015).

Figure 6.21 row 1 shows the wrf-python derived reflectivity for the Morrison simulated pre-
cipitation field, with liquid-skin option for wet surface particles turned on. Whereas row 
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Figure 6.20. Net gain in simulated radar reflectivity factor by inclusion of liquid skin parameterisation over 
default parameterisation Δ𝑍. 𝜔 is the ratio of rain mass mixing ratio to frozen mass mixing ratio (combined 
snow and graupel). Plotted for multiple ratios of graupel mass mixing ratio to snow mass mixing ratio 𝛿. i.e. 𝛿 > 1 indicates an environment with more graupel mass than snow, 𝜔 > 1 indicates an environment with 

more liquid (rain) mass than frozen mass.

2 shows the reflectivity with liquid skin turned off (default). Without consideration for a 
liquid skin, the high reflectivity band in phase one was positioned slightly too far south, 
and oriented north-east as opposed to observations that indicated a more west-east oriented 
band approximately across Long Island’s southern coastline. The peak of simulated re-
flectivity was also 15 dB𝑍 below the observed maximum at this time. The liquid skin para-
meterisation provided a small improvement in the orientation of the simulated high-reflectivity 
band, which occurred further north and was oriented more so from west to east. Peak re-
flectivity increased in size by approximately 2 dB𝑍, but more noticeably, moderate reflectiv-
ity values of between 30–40 dB𝑍 increased by up to 6.5 dB𝑍 across a large area that en-
compassed the southern coast.

The changes identified in phase one were also present in phase two. The liquid-skin para-
meterisation increased the maximum simulated reflectivity factor by 6.5 dB𝑍, resulting in > 
40 dB𝑍 reflectivity factors. The emergence of a very high reflectivity band also signalled a 
change in the distribution of peak reflectivity during this phase. The high reflectivity band 
was present in a narrow line to the north of Long Island, and was approximately isolated to 
the shoreline of the north-eastern U.S. as was observed. Segmentation and fracturing of the 
high reflectivity band north of Long Island was also apparent, and the difference in orienta-
tion of these two sectors of the band became more distinct.

However, despite these improvements, the liquid skin parameterisation did little to improve 
upon the incorrect characteristics of the overall distribution that had been present in the 
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default case. The non-liquid skin reflectivity field lacked specificity and local variability, 
particularly in the high reflectivity band where sub structures of high (> 30 dB𝑍) and very 
high (> 50 dB𝑍) reflectivity were observed in close proximity to lower background (< 25 
dB𝑍) reflectivity levels. The inclusion of liquid skin did little to change these characterist-
ics or improve upon them. Rather, the liquid skin parameterisation increased the reflectiv-
ity across areas that already overestimated the reflectivity factor, exacerbating the over-
prediction across much of the U.S. mainland in phases one and two, and particularly south 
of Long Island in phase two. Elevated (> 30 dB𝑍) reflectivity covered a much larger area 
than reflectivity without a liquid skin, which was already larger than observations. This 
point is most pertinent during phase three, when the observed reflectivity maximum had 
dropped by 30 dB𝑍 to less than 25 dB𝑍 in observations. Calculated reflectivity failed to 
capture this drop and overestimated reflectivity across central Long Island but the liquid 
skin parameterisation only increased both the peak value of reflectivity, and the spatial cov-
erage of elevated reflectivity.

The absolute difference in reflectivity factor Δ𝑍 between the liquid-skin and non-liquid-
skin methods is shown in row 3. This quantity was determined by deduction of the full 3-
dimensional reflectivity fields and condensed into a two-dimensional filled contour plot us-
ing the in-column maximum per grid cell within a shallow, 1.5 km vertical layer as in rows 
1–2.

There is minimal variation in the size of Δ𝑍 across the majority of the domain for all three 
phases. Where a difference in reflectivity was present, the size of the increase was almost 
always 6.5 dB𝑍, the maximum possible increase allowed by the liquid skin framework (i.e. 
Equation 6.16), indicating a strong bias (𝜔 ≤ 0.04) in the mass mixing ratio towards frozen 
hydrometeors in these grid cells (see Figure 6.20). During phase one, the uniform, 6.5 dB𝑍
increase occurred across and north of Long Island, much farther north than the observed 
bright band at the southern coastline, and similarly in phase two, the 6.5 dB𝑍 uniform in-
crease was across a large area south of Long Island, when observations show the bright 
band was positioned over central Long Island in a north-south orientation. Therefore, the 
liquid skin parameterisation enhanced reflectivity outside the expected areas. Interestingly, 
where enhancement of the reflectivity field was expected based on the approximate pos-
ition of the observed bright band in phases 1–2, the liquid skin parameterisation actually 
showed a smaller increase in reflectivity than the surrounding area. These departures from 
the uniform 6.5 dB𝑍 Δ𝑍 field spanned values of 1–6 dB𝑍, signalling a more even partition 
of liquid and frozen precipitation (moderate 𝜔) and implying that graupel may play a role in 
enhancement of the reflectivity field at these areas.

Row 4 shows the ratio of liquid to solid precipitation 𝜔. Figure 6.20 indicated that 𝜔 is the 
primary determinant for the change in reflectivity that is produced when using the liquid 
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Figure 6.21. Contours of maximum radar reflectivity factor 𝑍𝐻 (dB𝑍) at times 2130 UTC (column 1), 0045 
UTC (column 2), 0345 UTC (column 3), derived from Morrison simulated precipitation using the wrf-python
getvar routine (Ladwig 2017). Row 1: Liquid skin calculation turned on. Row 2: Liquid skin calculation 
turned off (as in Figure 6.1). Row 3: Absolute difference in reflectivity factor between liquid skin options. 
Contours shaded in rows 1–2 according to top scale. Contours shaded in row 3 according to bottom scale.
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skin option. The contour plot of 𝜔 shown in row 4 was retrieved from the same cells as the 
maximum difference Δ𝑍 shown in row 3. The range of contour values spans 4 × 10−2–4, 
which are the boundaries of the envelope in which the size of 𝛿 becomes influential to Δ𝑍
(see Figure 6.20).

Examination of 𝜔 indicates that broad, uniform regions of Δ𝑍 = 6.5 in row 3 are associ-
ated with very low (≤ 4 × 10−2) values of 𝜔 as expected. For this value of 𝜔, the proportion 
of frozen mass that is graupel or snow is irrelevant to the final value of Δ𝑍. The increase 
in reflectivity identified across broad areas in row 1 therefore derives from copious snowfall 
and minimal rain in these locations. Regions of comparably smaller Δ𝑍 are shown to occur 
when 𝜔 is equal to, or exceeds 1 × 10−1, indicating that cells contained a mixture of solid 
and liquid precipitation types. At this value of 𝜔, the ratio of graupel to snow mass may be 
significant for the computed reflectivity,. However, analysis of the graupel distribution in-
dicated that 𝛿 ≤ 0.01 for all phases and therefore provided no increase to the simulated 
reflectivity in the liquid skin parameterisation.

Overall, Figure 6.21 indicates that the only advantage of the liquid skin parameterisation 
was to increase the maximum simulated reflectivity, a value that had already been under-
predicted compared to observations. However, this increase was applied without precision, 
affecting large swathes of an already overpredicted reflectivity field. Near uniform increases 
of 6.5 dB𝑍 resulted from snow dominated grid cells, whereas smaller increases took place 
in areas of mixed-phase precipitation, including the areas where a high reflectivity band 
was observed in phases one and two.

The liquid skin parameterisation provides a poor improvement due to the type of precipit-
ation that was associated with the high reflectivity band in this case. Observations showed 
that the bright band was associated with, but not found within, a melting layer. In actuality, 
the bright band occurred north-west of both the melting layer reflectivity signature and the 
subsequent (lower elevation) refreezing signature south of Long Island (Picca et al. 2014). 
It was evident that peak radar reflectivity likely resulted from a mixture of partially melted 
and refrozen ices, as well as rain, below a melting layer. Thus, the liquid skin parameterisa-
tion, which maximises Δ𝑍 for uniform snow, rather than mixed precipitation, is unable to 
identify the bright band in the horizontal distribution.

Analysis by Griffin et al. (2014) indicated that very high (> 50 dB𝑍) reflectivity at the sur-
face was produced by wet (liquid coated) hydrometeors that persisted below the melting 
layer. Of these hydrometeors, wet snow was present, and there was evidence for the pres-
ence of wet-growth hydrometeors. For example, Ganetis et al. (2013) attributed high 𝑍𝐻
to sleet-like hydrometeors that had grown in a convective environment stemming from the 
presence of the warm layer aloft. Griffin et al. (2014) corroborated this with the identific-
ation of a low 𝑍DR region aloft of the bright band that indicated riming and subsequently 
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lead to the depression or descent of the melting layer in this area. If these features are rep-
licated in Morrison, the inclusion of liquid skin might provide a localised bright band at the 
surface that is enhanced by the presence of graupel (𝛿). To investigate this the vertical cross 
section of simulated reflectivity was re-examined with and without the liquid skin option.

Figure 6.22 shows the cross section of getvar computed reflectivity along the line A–A’ 
(see Figure 6.2 for each phase of the storm based on the simulated precipitation field by 
Morrison. Rows 1 and 2 show the simulated reflectivity with and without the liquid skin 
parameterisation, respectively. As opposed to the horizontal cross section, the reflectivity 
distribution in the vertical shows some important improvements that bring it more in line 
with observations when liquid coated particles are considered.

Observations (see Figure 6.3, row 4) indicated that reflectivity was at a maximum very near 
to the surface (< 1 km) south-east of SBNY at the times shown for phases one and two but 
these local maxima were not identified in the simulated reflectivity field of the Morrison 
scheme without liquid skin particles. By including a liquid surface option, an appropriately 
positioned local maximum is achieved at the surface in phase one, and in phase two, a local 
maximum is also present at the surface, albeit smaller and further south than was observed.

Examination of the ratio of liquid to mass partition 𝜔 (row 4) and the absolute difference Δ𝑍 (row 3) shows that, during phase one, increased peak reflectivity at the surface of ap-
proximately 6.5 dB𝑍 originated from low (∼ 1 × 10−2) 𝜔 within a surface level melting 
layer. Therefore, cells in this location contained primarily frozen precipitation with minimal 
rain. Further south-east of Long Island, 𝜔 increased with the presence of more rain and or 
less solid precipitation, resulting in comparatively smaller increases in reflectivity of 3.5 
dB𝑍 and above.

Contours of the ratio of graupel to snow mass 𝛿 (coloured contour lines- navy (0.1), light 
blue (0.2), yellow (0.3)) indicated that graupel mass was non-negligible in a narrow region 
south-east of SBNY between 0 and 4 km from the surface. These contours intersected the 
surface level 𝜔 but did not result in a substantial increase in reflectivity due to the small 𝛿
fraction, and low 𝜔, which itself reduced the influence of 𝛿 to nil.

A surprising result was the formation of a second bright band aloft ( ∼2 km) during phase 
one in the liquid skin calculated reflectivity field. This was not produced when liquid skin 
was turned off, and similarly was not observed in reality. The band exhibited an increase of Δ𝑍 = 6.5 aloft of SBNY, but smaller Δ𝑍 were present throughout much of the band. The 𝜔 field indicated that the south-east section of the bright band exhibited 𝜔 ≈ 0.4, which co-
incided with an elevated 𝛿 region of > 0.3. In this area, a small region received a moderate 
(2 dB𝑍) increase in reflectivity due to the direct effect of 𝛿.

During phase two, the surface level reflectivity to the immediate south-east of SBNY re-

204



CHAPTER 6. REFLECTIVITY SIMULATED BY THREE MICROPHYSICS SCHEMES

mained elevated but across a smaller area than in phase one, whilst the melting layer aloft 
had descended and connected to the surface. The location of this descent is in the same re-
gion as large 𝛿 during phase one, implying that the descent of the melting layer was related 
to faster falling rimed particles descending through it. In this case, the inclusion of the li-
quid skin parameterisation is shown to be advantageous for the determination of reflectivity 
at the surface as well as the identification of a melting layer depression.

6.3.5 Discussion

Analysis of the liquid skin derived reflectivity implies that a consideration of liquid skin is 
required to achieve the very high peaks in reflectivity that are found in this case, but that the 
implementation of this parameterisation may require some modification if it is to achieve 
the observed maximum in the correct position.

Some small benefits were apparent, such as an increase to the predicted maximum reflectiv-
ity, which was sorely underpredicted without liquid skin. However, the distribution of these 
maxima had mixed success, in the vertical a surface level increase in line with observations 
was achieved, but an additional simulated bright band aloft was not apparent in observa-
tions. Similarly, top-down filled contours of reflectivity across domain 3 showed small in-
creases in reflectivity in the location of the observed bright band, but showed much larger 
increases outside of the observed bright band across broad areas. The liquid skin paramet-
erisation generally exacerbated the wide-scale overprediction of the background reflectivity 
field in areas of high snow mass, and underpredicted gains in mixed-phase areas.

The internal framework of the liquid skin option could be improved on several fronts. For 
example, the framework lacks an appreciation of particle size, which is likely to be an im-
portant factor to obtaining the very highest reflectivity in melting layers due to the enhanced 
aggregation of liquid skin particles. Additionally, the framework is applied only within the 
melting layer, and so lacks an appreciation of liquid skin particles in cooler sub layers. Not 
only does this fail to capture potential high reflectivity zones, but it also produces a sudden 
sub melting layer drop in the simulated reflectivity field that is unrealistic in this case.

As a post-processing tool, the getvar routine is limited by the accuracy, and output fields, 
of the microphysics scheme. In this case, it was shown that an appreciation of hydromet-
eor size would not have improved the liquid-skin simulated reflectivity, as the Morrison 
scheme did not incorporate a temperature dependent aggregation coefficient. This motiv-
ates the closer integration of reflectivity to microphysics schemes, where a liquid-skin para-
meterisation can be made consistent with the microphysical processes that are being calcu-
lated. This would also allow for constants, such as hydrometeor densities, to match those of 
the microphysics scheme.
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Figure 6.22. Contours of simulated reflectivity factor 𝑍𝐻 (dB𝑍) in vertical cross section along line A to A’ 
(see Figure 6.2) at times 2130 UTC (column 1), 0045 UTC (column 2), 0345 UTC (column 3), derived from 
Morrison simulated precipitation using the wrf-python getvar routine (Ladwig 2017). Row 1: Liquid skin 

calculation turned on. Row 2: Liquid skin calculation turned off (as in Figure 6.1). Row 3: Absolute 
difference in reflectivity factor between liquid skin options. Contours shaded in rows 1–2 according to top 
scale. Contours shaded in row 3 according to bottom scale. Position of SBNY along the cross section is 

indicated by black arrow below the x-axis.
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More broadly, the getvar routine must accommodate a range of potential microphysics 
schemes beyond Morrison, each with stark differences in output fields and process paramet-
erisation. Clearly, the relatively simple parameterisation of liquid skin is chosen to remain 
as flexible as possible across multiple schemes. However, here we argue that such broad 
flexibility is not only poorly integrated but may also be misleading and dangerous. The 
post-processing routine will output a simulated reflectivity field regardless of inconsisten-
cies, and its admirable flexibility raises few warnings to end users despite incompatibility, 
which may lead to users incorrectly interpreting the output as representative. For example,
getvar will happily retrieve reflectivity for P3 and ISHMAEL, despite both schemes hav-
ing an integrated reflectivity routine. Schemes such as P3 and ISHMAEL that depart from 
the categorised hydrometeor framework are entirely incompatible with getvar, but without 
careful consideration of the routine’s internals, the end user would be none the wiser. There-
fore, users should be vigilant of flexible post processing routines, and developers of mi-
crophysics schemes should be motivated to include reflectivity as part of the microphysics 
scheme’s calculations.

6.4 Conclusions on the Simulated Reflectivity

In this chapter, the spatial distribution and magnitude of dual-polarisation radar measure-
ments were compared to the predicted reflectivity field for the ISHMAEL, Morrison, and 
P3 microphysics schemes. The accuracy of the features of the simulated reflectivity field 
was mixed, and occasionally quite disappointing. Of all schemes, P3 produced the most 
reasonable comparison of spatial distribution, and peak reflectivity came within 10 dB𝑍 of 
observations. Whereas the Morrison scheme produced broad swathes of elevated reflectiv-
ity that lacked spatial complexity or specificity, and produced peak reflectivity values more 
than 15 dB𝑍 below the maximum observed. ISHMAEL reflectivity was reasonably well 
distributed, but severely underestimated the magnitude of the radar reflectivity. Overall, 
it was apparent that all schemes lacked key, fine scale features of the observed reflectivity 
distribution and failed to achieve the very large values of reflectivity that distinguished this 
storm.

However, a more complex understanding of the reflectivity arose when considering larger 
portions of the domain. Analysis of the maximum reflectivity produced by each scheme 
contradicted the notion that ISHMAEL consistently under predicted maximum reflectivity, 
and instead this scheme in fact produced the largest total reflectivity maxima of all schemes 
but at the wrong elevation. A review of the vertical distribution of these maxima indicated 
that they occurred aloft of the observed shallow region that had been used in earlier com-
parisons. Thus, ISHMAEL did not underestimate reflectivity, rather, it had failed to cor-
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rectly place the high reflectivity band at a low enough altitude. A review of the horizontal 
distribution using an elevated maximum vertical level revealed an interesting display of 
small, high-reflectivity pockets aloft that were not present in other schemes.

An analysis of the precipitation types associated with high reflectivity helped to explain 
some features of the simulated distribution by each scheme. Morrison produced high re-
flectivity in cells that contained snow, and were often not associated with the melting layer, 
perhaps explaining the widespread distribution of reflectivity and lack of local variation in 
this scheme. However, most highly reflective cells were associated with a collocated mix-
ture of graupel, snow and rain, implying an indirect relation to the process of melting and 
riming. Having produced a comparatively small amount of graupel to snow, the reflectivity 
in Morrison was not found to be density dependent, and in fact leaned toward lower density 
ice on average.

P3 was the least reliant on precipitation collocation to produce high reflectivity regions, 
and in fact showed the greatest reliance upon rain and water droplets of all schemes. Given 
the near surface-level height of the reflectivity maxima, the prevalence of the liquid phase 
and reducing dependence on the melting layer with time, it is likely that P3 high reflectivity 
cells were highly dependent on melted mass and therefore were tied to the development of 
the melting layer aloft. High reflectivity found in this scheme at the surface is therefore due 
not only to the formulation of reflectivity, but the exaggerated melt rate and rapid densifica-
tion of ice during descent.

ISHMAEL proved highly dependent on the co-location of snow, ice and rain and the greatest 
reflectivity was found within the melting layer in phase two, when sleet like ice and pellets 
were produced. However, this is likely a consequence of the relatively large melting layer 
produced by this scheme which likely resulted in an underestimation of surface level re-
flectivity, due to the absence of essential frozen hydrometeors that had otherwise melted.

In summary, the origins of high reflectivity in each scheme stem from different factors owed 
to their unique formulations, no one scheme seems to represent the exact reality of reflectiv-
ity that we might expect, demonstrating that there is still much work to be done to constrain 
reflectivity calculations in models for the purpose of model validation. Reflectivity is of-
ten used to infer precipitation or storm features by forecasters who may not be aware of 
the model (or scheme) internals that produce this variable, and which provide consider-
able variation before the simulation even begins. It is surprising then that model-derived 
reflectivity has not been paid more attention, given the prevalence of radar reflectivity in 
the literature for both model verification and observational analysis,
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Chapter 7

Snow Depth, SLR and Density

The storm simulated in this case was notable for its very large accumulated snow depth that 
exceeded 24 in. (61 cm) across central Long Island and 36 in. (91 cm) at New Haven, CT 
Krekeler (2013). Snow depth may be viewed as an extension of particularly intense snow-
fall, but this is an oversimplification of the mechanisms that contribute to large snowfall 
accumulations, which are dependent on several variables including ground temperature, 
compaction, ice crystal habit and precipitation density. These are important features of the 
snowpack that should be considered by microphysics schemes if the total snow accumula-
tion is to be correctly predicted.

Accumulated snow depth is arguably one of the most important variables for end users, 
from forecasters to the general public. It is amongst the few parameterised variables that 
directly impact regional infrastructure, energy supply, travel and commerce. Large accumu-
lated snow depths can pose a life threatening situation for the public, and can be financially 
devastating to local areas, particularly due to overwhelmed irrigation networks, flooding 
and damage to property. However, these effects can be mitigated with preparatory measures 
by individuals, businesses and regional governance if they are given enough lead time by 
weather models. Mitigating actions, whilst essential, are financially costly for governance to 
implement and may adversely affect local economies in which they are applied, so must be 
taken only when absolutely necessary. Poor snowfall predictions by numerical models can 
result in the unnecessary implementation of mitigating actions, or the absence of mitigating 
actions when they are required. Both scenarios fuel mistrust between the public or regional 
governance and forecasters which may lead to poor disaster management, wasted finances, 
or loss of life or livelihood in future events. It is therefore crucial to accurately predict the 
severity of accumulated snowfall in winter storms.

In this chapter, the forecast accumulated snow height produced by three microphysics schemes 
is examined for the February 8th north-east U.S. winter storm. The results produced by 
each scheme are analysed from the reference point of the end user, by considering the mech-
anisms used to output this variable from the WRF model, and any caveats they may hold. 
The three microphysics schemes used in this study; ISHMAEL, Morrison and P3, are in-
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teresting choices for this study. Morrison is a well established microphysics scheme that 
uses a conventional categorised framework of the type most likely to be used by operational 
forecast models. Whereas, P3 and ISHMAEL are based on an emerging particle-properties 
framework that aims to explicitly simulate precipitation density, which is an important de-
pendency of snowfall depth. In theory, the introduction of variable precipitation density 
may enable these schemes to better predict snowfall depth overall. However, they operate 
in a wider framework of land surface schemes that have been built and optimised for the 
conventional categorised formulations of precipitation. The discussion here will determine 
both the efficacy of the density predicting schemes in producing snowfall, and the compat-
ibility of these schemes with current model formulations going forwards.

7.1 Preliminary Results

The accumulated snow depth in this case was well documented at the ground. A band of 
high (> 24 in.) accumulated snowfall was recorded close to the eastern U.S. coastline between 
Long Island and southwestern Maine and southeastern New Hampshire, spanning Maine’s 
southernmost tip, southern and eastern Massachusetts and the entirety of Connecticut. The 
depth of snow decreased in concentric bands that decreased in height radially. A large band 
of > 12 in. snowfall depth was present from northern New Jersey to northern Maine, and 
shallower bands (> 4 in.) were present further inland. The high snowfall band was associ-
ated with the offshore low pressure centre that travelled north-east, and its associated snow-
bands that extended from the low across the coastal U.S. states. Two regions of exception-
ally high (> 36 in.) snow depth were identified in Connecticut, between New Haven and 
Hartford, and Portland, Maine. Note that, a second area of elevated (> 12 in.) snowfall oc-
curred at Watertown, NY east of lake Ontario that was associated with the eastern path of 
the northern low.

The sole accumulated snow depth parameter SNOWH was retrieved from the WRF model for 
each microphysics simulated case and contours of the accumulated depth were plotted for 
the period 0000–0000 UTC 8–9th February. This period is in keeping with the observations 
of snow depth documented by the National Weather Service (NWS) and frequently cited in 
the literature (Ganetis and Colle 2015; Griffin et al. 2014; Krekeler 2013; Picca et al. 2014). 
The observations adapted from Ganetis and Colle (2015) are compared to the simulated 
snow depth with identical contour levels in Figure 7.1.

Snow depths shown in Figure 7.1 indicate that the predicted snowfall accumulation varied 
considerably with the choice of microphysics scheme. The simulated distribution of the > 
12 in. snow depth band (dark blue) was similar in all schemes, extending no further south 
than northern New Jersey, in agreement with observations, but further north the simulated 
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Figure 7.1. Accumulated snow depth (in.) between 0000–0000 UTC 8–9th February. Observed depth adapted 
from Ganetis and Colle (2015) (row 1, column 1), ISHMAEL simulated depth (row 1, column 2), P3 

simulated depth (row 2, column 1) and Morrison simulated depth (row 2, column 2). Contour levels are 
equivalent in all sub figures. Location of Stony Brook University (SBNY) indicated by yellow star. Location 

of the maximum simulated snow depth per microphysics scheme indicated by yellow circle.
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band extended further west than was observed, producing an overestimation of snow depth 
in north-eastern Maine and northwest Vermont. All schemes also overestimated the extent 
of elevated (> 8 in.) snowfall depth across central Pennsylvania and New York State, where 
snowfall depth was typically between 4–8 inches in total.

The most notable distinction between the simulated snow depth of all microphysics schemes 
was the distribution of the > 24 in. (pink) snowfall band that was north-east orientated along 
the U.S. coast. Morrison and P3 produced a similar patchy distribution of snow depths in 
excess of 24 inches embedded within the > 12 in. (dark blue) band. These patches included 
New Haven, CT and a coastal strip over Portland, Maine which were both locations of the 
highest observed snowfall depths. However, whilst peak reflectivity in all schemes was loc-
ated near Portland, Maine, the peak simulated accumulated snowfall depth was 31.2, 39.6, 
35.3 inches in the ISHMAEL, P3 and Morrison microphysics schemes, respectively, so no 
scheme was able to replicate the extremely high snow depths observed. In fact, quite un-
usually, the largest area of high (> 24 in.) snow depth occurred on the border of Maine and 
Canada, in a location where sub 4 in. snow depths were observed.

ISHMAEL was unique in that it simulated the fewest high-depth (> 24 in.) patches, replic-
ating only the small band at Portland, but in a more narrow distribution than was produced 
by the Morrison and P3 schemes. The snow depth simulated by ISHMAEL over Long Is-
land diverged considerably from observations, underestimating the snow depth by up to 
32 inches, which was most severe underestimation of all schemes. Observations show that 
Long Island was the base of a transitional mixed-phase precipitation one for several hours 
of the simulation period, and the considerable difference in this simulated snow depth at 
this location implies that the scheme’s snowfall production was highly sensitive to mixed-
phase activity in this case.

The lack of snow over Long Island that was predicted by the ISHMAEL scheme is a signi-
ficant departure from other schemes. It may be assumed that this difference derived from 
the microphysics scheme underestimating precipitated mass in this region. To examine the 
mass falling at the ground, the total liquid equivalent frozen precipitation was retrieved 
from each scheme and compared. Liquid equivalent is a common metric used to diagnose 
snow total and can be retrieved using the product of the precipitated mass and the fall speed 
in the lowest cell:

𝑗 = 𝑞𝑓𝜌𝑎𝑣𝑓 (kg m−2s−1), (7.1)

where 𝑣𝑓 (m s−1) is the mass weighted fall speed of frozen precipitation, 𝑞𝑓 (kg kg−1) is the 
mass mixing ratio of frozen hydrometeors and the product 𝑞𝑓𝜌𝑎 = 𝑄 (kg m−3) is the total 
mass of precipitation per unit volume. Therefore, 𝑗 (kg m−2s−1) is the total mass flux of 
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precipitation that reaches the surface per second. The total flux (accumulation) over a time 
period 𝑇 can be written:

𝐽 = ∫𝑇
0 𝑗 d𝑡 (7.2)

However, we note that for the purpose of examining model output data, we write this as a 
summation:

𝐽 = 𝑇∑𝑖=𝑡 𝑗(𝑡) × Δ𝑡ℎ (7.3)

where Δ𝑡ℎ is the time period between output data points (the WRF history interval) in seconds.

The liquid equivalent height of frozen precipitation is the depth of fluid achieved by frozen 
precipitation if it were melted. Supposing that liquid water disperses evenly, that the sur-
face is flat, and that the cell is rectangular then a mass of water will disperse according to 
its density:

𝜌𝑤 = 𝑚𝑉= 𝑚𝐴 × 𝑧𝑧 = 𝑚𝐴𝜌𝑤= 𝐽 1𝜌𝑤 (7.4)

Where we have used that mass is conserved between frozen and liquid states. Note that li-
quid equivalent depth 𝑧 is often given in units of mm. Taking 𝜌𝑤 ≈ 1000 kg m−3 this factor 
is cancelled during conversion, and 𝑧 (mm) = 𝐽 (kg m).

The accumulated liquid equivalent precipitation at the surface was retrieved using the method 
above over the period 0000–0000 UTC 8–10th February for each microphysics scheme, 
shown in Figure 7.2.

The distribution of liquid equivalent in each scheme was dissimilar to the distribution of 
the total snowfall depth variable SNOWH, but very similar amongst all schemes and was in 
closer agreement with the distribution of observed snow depth shown in Figure 7.1. For ex-
ample, all schemes simulated high (> 48 mm) liquid equivalent across Long Island that fol-
lowed the coastline to the north. The location of very high snowfall depth that was observed 
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(a) (b) 

(c) 

Figure 7.2. Contours of accumulated liquid equivalent frozen precipitation (mm) between 0000–0000 UTC 
8–10th February simulated by ISHMAEL (top left), P3 (top right) and Morrison (bottom) microphysics 

schemes. Location of Stony Brook University (SBNY) indicated by yellow star. Location of the maximum 
simulated liquid equivalent per microphysics scheme indicated by yellow circle.
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Figure 7.3. Total accumulated liquid equivalent frozen precipitation (mm) on Long Island between 
0000–0000 UTC 8–9th February simulated by ISHMAEL (left), P3 (middle) and Morrison microphysics 

schemes (right).

at New Haven was also shown by very high (> 72 mm) liquid equivalent in all schemes, 
whereas this area was not captured well (in size or distribution) by the simulated snow depth 
in Figure 7.1, particularly by the ISHMAEL scheme. Further agreement with the observed 
snow depth is visible across central New York state and Pennsylvania, where snow depth 
was typically higher than observed in the west, but the liquid equivalent mirrored the ob-
served distribution of more narrow, concentric bands. Additionally, the large overestimation 
of snow depth on the western border of Maine with Canada was not present in the liquid 
equivalent distribution, instead this region showed that small amounts of precipitation were 
found here, in increasingly small amounts west of the coast.

The apparent similarity of liquid equivalent to the observed snow depth distributions raises 
more suspicions surrounding the computation of snow depth. For example, the ISHMAEL-
simulated snow depth over Long Island was considerably lower than in other schemes (Fig-
ure 7.1) but the liquid equivalent distribution showed that Long Island received some of the 
largest total precipitation output (Figure 7.2). Figure 7.3 shows the simulated accumulated 
liquid equivalent precipitation over Long Island only for each microphysics scheme. ISH-
MAEL simulated more total frozen precipitation (3.5 × 107 mm) than P3 (3 × 107 mm) 
at the surface of Long Island, but snow height was between 3 and 24 times larger in P3. 
This implies that the snow-to-liquid ratio (SLR) was the main factor in the determination of 
snow height in this location, and the discrepancy between liquid equivalent and snow height 
distributions indicate that precipitation density was an important factor across the domains.

Figure 7.4 plots contours of the average SLR derived from the ratio of the accumulated 
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(a) (b) 

(c) 

Figure 7.4. Average SLR (SNOWH [m] ÷ liquid equivalent [m]) deriving from total snow height and liquid 
equivalent depth between 0000–0000 UTC 8–10th February simulated by ISHMAEL (top left), P3 (top right) 

and Morrison microphysics schemes (bottom).

snow depth calculated by the SNOWH variable, and the accumulated liquid equivalent pre-
cipitation, in the period 0000–0000 UTC 8–9th February.

Figure 7.4 highlights the broad range of SLR that were produced using this methodology. 
Each scheme spans a total SLR range from 1:1 to more than 100:1, which is analogous to 
precipitation spanning solid ice to extremely light, powder-like snow. The distribution of 
SLR north of Massachusetts was near identical amongst schemes, and spanned an SLR of 
8–32 south of Maine, which is in keeping with observations of typical heavy snowfall in 
this region. However, in Maine, particularly in the north, the SLR became extremely large. 
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Simulated SLR at the Maine-Canada border was in excess of 100:1, in an area of liquid 
equivalent of around 8–16 mm, and snow depth within 24–36 inches, despite observations 
showing that this area had accumulated snowfall depths no larger than 4 inches. Compar-
ison of the distributions of liquid equivalent and SLR indicate that the SLR is most likely to 
blame for the overestimation in the snow depth.

South of Massachusetts, the SLR decreases through a west-east oriented band of low (< 
8:1) SLR that reduced in value further south. This band occurs across Long Island in P3 
and Morrison but was found much further north in ISHMAEL, causing the lowest SLR val-
ues at the rear (south) of the band to coincide with Long Island. Additionally, the low SLR 
band in ISHMAEL reached lower values than in other schemes, and reduced in size over a 
much sharper gradient and smaller area, causing ice-like SLR values of 2:1 or less to coin-
cide with Long Island. Whereas, in P3 and Morrison, the SLR was above 6:1 across the en-
tirety of Long Island, and even south of this area into New Jersey. The very low SLR (high 
density) ice present across Long Island was an overwhelming factor in the computation of 
snow height across Long Island for the ISHMAEL scheme. It is likely that the excessive 
production of high density ice in ISHMAEL is therefore to blame for the poor snow depth 
produced by this scheme.

Whilst SLR can be viewed as a direct and consequential feature of the precipitation field 
for the determination of snow depth, there are several reasons that caution should be taken 
with these results. The SLR shown in Figure 7.4 is a strong determinant of the poor snow 
depth over Long Island in the ISHMAEL scheme, but is also a factor in the poor prediction 
of elevated snow depth in the north of Maine. Peak snow depth observed at New Haven and 
Portland also received moderate SLR (8:1–32:1) in P3 and Morrison, and large liquid equi-
valent precipitation in all schemes, but failed to simulate the peak accumulated snow depth 
values observed. So, whilst very low SLR is a factor in poor snow height predictions over 
Long Island in ISHMAEL, comparatively greater SLR in P3 and Morrison did not resolve 
the issues of the snow depth distribution in these schemes, especially in the north of Maine 
where SLR was excessively high in all schemes.

The method of analysis conducted here also brings into doubt the importance and reliab-
ility of the SLR shown in Figure 7.4. This SLR is derived from the snow depth variable
SNOWH. Whereas the liquid equivalent derives from the output of the microphysics schemes 
directly. Any issue with the snow depth is therefore more likely to be associated with the 
SLR, which is derived directly from the snow depth variable, than with liquid equivalent.

Finally, there is reason to believe that the SNOWH variable is not only inaccurate in this case, 
but also poorly implemented and therefore unreliable. For example, consider the high snow 
depth region on the Maine-Canada border where simulated snow depths are more than six 
times larger than observed. The liquid equivalent distribution appeared to be appropriately 
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declining west of the Maine coast (see Figure 7.2) whilst SLR increased to extremely large 
(> 100:1) values. SLR of this size are not impossible in reality, although the likelihood of 
an SLR of this magnitude occurring in a winter storm is certainly unusual. However, more 
concerning is that this SLR was apparent in the Morrison scheme, where snow density is 
fixed at 100 kg m−3, or an SLR of 10:1. Indeed, it is not apparent how variation in the SLR 
field can exist in the Morrison scheme as is shown in Figure 7.2. This inconsistency motiv-
ates a more thorough examination of the snow depth parameterisation.

7.2 Overview of Snow Depth Parameterisation

The snow depth variable SNOWH is a product of the land surface scheme that uses variables 
predicted by the microphysics scheme in its calculations. In this case, all simulations varied 
only with microphysics scheme, and so the land surface scheme used in this case, Noah-MP 
(Niu et al. 2011), was common amongst all simulated cases. The general form of the snow 
depth calculated per time step by the scheme is:

Δ𝐷 = 𝐿total × 𝐹ice𝜌 , SNOWH = 𝑇∑𝑡=0 Δ𝐷(𝑡) (7.5)

Where 𝐿total is the combined liquid equivalent (liquid and solid) precipitation gained over 
the time step, 𝐹ice is the fraction of the total precipitation that is frozen, and 𝜌 is the mass 
weighted density of the precipitation arriving at the surface. Therefore, the snow depth 
variable can be analysed component-wise to understand how each variable is retrieved or 
computed.

7.2.1 Frozen Fraction of Precipitation

According to the Noah-MP Land Surface Model (LSM) User Guide (Niu and Yang 2011), 
the frozen fraction can be determined from four different parameterisation options specified 
with parameter OPT_SNF:

1. Jordan (Jordan 1991) [default]

2. Biosphere-Atmosphere Transfer Scheme (BATS) (Yang and Dickinson 1996)

3. Surface Temperature

4. Microphysics
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All options (except for the microphysics) are functions of only surface temperature, as-
sumed to be the temperature of the lowest grid cell, and the freezing temperature 𝑇fz =273.16 K. The analytical form of function options 1–3 are shown in Figure 7.5. Option 4 
is not shown as it is dependent on the output variables of the microphysics scheme.

Option 3 is the most technically simple. In this case, if the surface temperature is less than 
the freezing temperature 𝑇fz then the entire precipitation field is assumed to be frozen. If 
the surface temperature is warmer than the freezing temperature, then the entire precipita-
tion field is assumed to be liquid:

𝐹ice = 𝑓(𝑇𝑠) = ⎧{⎨{⎩0, 𝑇𝑠 ≤ 273.16 K1, 𝑇𝑠 > 273.16 K
(7.6)

This parameterisation is naturally quite limited, but can be a computationally efficient mech-
anism when used appropriately. The frozen fractions given here are the expected frozen 
fractions in the limit that 𝑇𝑠 → 0 and 𝑇𝑠 → ∞, and so will be moderately accurate for 
very cold or very warm environments (though in the latter its use is negligible). This para-
meterisation is likely to falter when the surface temperature is close to the freezing temper-
ature. Frozen precipitation can persist even when ground temperatures are several degrees 
above freezing due to the evaporative cooling effect of melting snow. Therefore, frozen pre-
cipitation can still arrive and accumulate at the surface. In this case, the parameterisation 
used by the Biosphere-Atmosphere Transfer Scheme (BATS) model may be more appropri-
ate (Yang and Dickinson 1996):

𝐹ice = 𝑓(𝑇𝑠) = ⎧{⎨{⎩0, 𝑇𝑠 ≤ 275.16 K1, 𝑇𝑠 > 275.16 K
(7.7)

Thus, the BATS methodology may provide an improved snowfall depth calculation for snow-
fall events in which the ground temperature is near-freezing. The difference between the 
simple surface temperature and BATS methods is highlighted in Figure 7.5 as green and red 
lines (row 2 column 2). BATS considers frozen precipitation for a larger portion of the tem-
perature range and will therefore increase the total amount of precipitation considered in 
the snow depth calculation.

The most obvious limitation to this method is that it cannot incorporate partially frozen pre-
cipitation accumulations such as those including rain and snow. This is a necessary con-
sideration in warm, near-freezing environments where melting crystals generate an associ-
ated rain-droplet field. It is important to capture variable fractions of frozen precipitation to 
properly account for the depth of different constituents that exhibit different densities. For 
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this, the Jordan (1991) parameterisation was developed:

𝐹ice = 𝑓(𝑇𝑠) = ⎧{{{⎨{{{⎩
1, 𝑇𝑠 ≤ 273.66 K1 − (𝑇𝑠5 − 54.632) , 273.66 K < 𝑇𝑠 ≤ 275.16 K0.6, 275.16 K < 𝑇𝑠 ≤ 275.66 K0, 𝑇𝑠 > 275.66 K

(7.8)

In this method shown in Figure 7.5 (row 1 column 1), environments that are below freezing 
(< 273.16 K) completely freeze all precipitation arriving at the surface, and environments 
warmer than 275.66 K completely melt the entire precipitation field. Between these val-
ues, a temperature dependent function determines the precipitation fraction. For the inter-
val 273.66 K < 𝑇 < 275.16 K the frozen fraction varies between 1 and 0.6, whereas for 
the interval 275.16 K < 𝑇 < 275.66 K the frozen fraction is fixed at 0.6. This enables a 
portion of the precipitation that is liquid to be subtracted from the final snow depth. Like 
the BATS method, the Jordan (1991) method is more likely to classify precipitation in a 
warm cell as frozen precipitation over the simple surface temperature method. However, 
unlike in BATS, only a portion of that precipitation is considered to be frozen. This causes 
the Jordan (1991) method to estimate frozen precipitation between both previous methods 
and integrates temperature sensitivity to the amount of precipitation considered in the snow 
depth.

The final option for calculation of frozen fraction is to refer directly to the precipitation 
mass mixing ratios output by the microphysics scheme. In this case, the ratio of the liquid 
equivalent frozen precipitation to the combined liquid equivalent of the entire precipitation 
population provides the mass fraction that is frozen:

𝐿Total = 𝐿Frozen + 𝐿Rain𝐿Frozen = 𝐿Snow + 𝐿Graupel + 𝐿Hail

𝐹 = 𝐿Frozen𝐿Total

This option is arguably the most appropriate method for categorising mass fraction. Dir-
ectly referencing the precipitation output by the microphysics scheme ensures cohesion 
between the precipitation field aloft and the precipitation arriving at the surface. The mi-
crophysics scheme is also more likely to consider the effect of dependencies that are beyond 
the scope of the land surface scheme. For example, the liquid equivalent precipitation per 
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Figure 7.5. Noah-MP LSM parameterised functions for the determination of the fraction of total precipitated 
mass arriving at the surface that is frozen. By default the Jordan (1991) parameterisation is used during snow 

depth calculations (row 1 column 1). The surface temperature method (row 2 column 1) and surface 
temperature method with BATS adjustment (row 1 column 2) are non-default options.

hydrometeor produced by the microphysics scheme accounts for the mass mixing ratio of 
precipitation, the air density, and the mass weighted fall speed of particles (i.e. Equation 
7.4). Each of these components plays an important role in the determination of how much 
precipitation arrives at the ground.

However, it is not surprising that the microphysics derived mass fraction is not used by de-
fault. The land surface scheme cannot guarantee or control the presence of these variables 
being output by microphysics schemes. For example, in Morrison hail and graupel are in-
terchangeable simulation options that cannot be simultaneously tracked, and so the liquid 
equivalent component of either hydrometeor will not be available to the land surface scheme. 
A more extreme example is provided by ISHMAEL and P3, which do not categorise pre-
cipitation at all. therefore, liquid equivalent contributions of individual hydrometeors is not 
an output component of these schemes. Even amongst only three microphysics schemes, 
there are a handful of possible hurdles that can occur. Therefore, for the sake of compat-
ibility, the potentially less accurate, but more flexible approach used by Jordan (1991) is 
preferred.
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Figure 7.6. Scatter diagram of simulated frozen fraction at the surface in ISHMAEL (left, red), P3 (middle, 
green), and Morrison (right, blue) versus surface temperature. Scattered points are a randomly sampled subset 

(∼ 1000) of the frozen fraction data set. Parameterised frozen fraction is overlaid for comparison, and the 
parameterisation type is indicated in the Figure legend (see Figure 7.5 “Combined”)

To determine the efficacy and limitations of the parameterisation options for frozen mass 
fraction, the functions from options 1–3 were plotted in Figure 7.6 and compared to the ac-
tual frozen mass fraction produced by each microphysics scheme (in accordance with the 
methodology of option 4). A random sub sample of 1000 points is shown per microphysics 
scheme. The overlaid functional forms of options 1–3 are identical to the combined func-
tions shown in Figure 7.5 (row 2 column 2).

The distribution of frozen fraction with surface temperature was similar in each scheme, 
and followed the approximate functional form of all parameterisation options at high and 
low temperatures. For example, all microphysics schemes shown in Figure 7.6 exhibited an 
accumulation of frozen fractions at 1 and 0 for cold (𝑇𝑠 < 274 K) and warm temperatures 
(𝑇𝑠 > 276 K), respectively. Indeed, the density of randomly sampled points at each value 
and in each scheme, shows that the vast majority of mass fractions in all schemes are in ap-
proximate agreement with these two values, and only a minority of points occurred between 
1 and 0.

However, for the points between these values, there was a considerable spread in mass frac-
tion and the temperature at which each mass fraction occurred. In the ISHMAEL scheme 
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(Figure 7.6, column 1) frozen mass fraction between the limits of 1 and 0 is confined to a 
relatively narrow region of surface temperatures between 270–276 K. Whereas, in Mor-
rison (column 3), a broad array of frozen fractions between 0.1 and 1 occurred as low as 
268 K, and below this temperature mass fractions continued to vary between the upper limit 
and 0.6. In P3, the frozen mass fraction spanned an even larger temperature range. Frozen 
mass fractions between 0.3 and 1 were identified as low as 266 K. The broad distribution of 
frozen mass fractions with temperature amongst these three microphysics schemes is cer-
tainly an argument against the use of the Jordan (1991) method (Figure 7.6 orange), which 
is an appropriate representation of the microphysics schemes only over its relatively narrow 
variable temperature range (273–276 K). Certainly, the results provided by the microphys-
ics schemes show that large portions (�80%) of the precipitation field can remain in a liquid 
state as low as 269 K. The consequence of this is that the Jordan (1991) parameterisation 
is likely to consider this precipitation as entirely frozen, therefore artificially increasing the 
frozen mass supplied to the snow depth routine.

7.2.2 Density of Precipitation

The Noah-MP LSM provides two methods of calculating the bulk density 𝜌 of freshly ad-
ded frozen precipitation.

1. Hedstrom and Pomeroy Method (Hedstrom and Pomeroy 1998)

2. Microphysics

In either case the Hedstrom and Pomeroy (1998) method (hereafter Hedstrom) is used, either 
to calculate the final density or to initialise the density routine for method 2. The Hedstrom 
method uses a simple temperature dependent parameterisation to predict the precipitation 
density of freshly fallen snow:

𝜌𝑠(𝑇𝑠) = min {120 , 67.92 + 51.25 × exp (𝑇𝑠 − 𝑇fz/2.59)} (7.9)

where 𝑇𝑠 is the temperature at the surface and 𝑇fz = 273.16 K is the freezing temperature. 
The limits are: 

lim𝑇𝑠→0 𝜌𝑠(𝑇𝑠) = 67.92
lim𝑇𝑠→∞ 𝜌𝑠(𝑇𝑠) = 120

lim𝑇𝑠→𝑇fz
𝜌𝑠(𝑇𝑠) = 119.17
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Figure 7.7. Parameterisation of density versus surface temperature in the Noah-MP land surface scheme given 
by the Hedstrom and Pomeroy method (left) and the weighted-precipitation method (right). For the weighted 

method, three example weightings are shown; snow dominated (dashed), graupel dominated (dotted), and 
equivalent (solid).

Therefore precipitation density is confined between 67–120 kg m−3, and density becomes 
increasingly large for increasingly warm temperatures. The functional form of this method 
is plotted in Figure 7.7 (left), demonstrating the smooth exponential increase in density that 
occurs below the freezing level, before abruptly flattening to the fixed upper limit of 120 kg 
m−3 when warm temperatures occur.

The Hedstrom parameterisation is very likely to oversimplify the snow density that arrives 
at the surface due to its narrow total range and lack of appreciation for precipitation form-
ation that can only be determined aloft of the surface layer. The narrow density range pro-
duced by this parameterisation likely stems from the limited data set on which it is based 
(Schmidt and Gluns 1991), and the context of the original study, which examined the re-
tention likelihood of snowfall by forest canopies. Dense, spherical particles are less likely 
to be retained by foliage and therefore do not contribute to the fresh snow density meas-
urements on which this parameterisation is based. By comparison, snowfall that reaches 
the surface in urban environments will contain a combination of all precipitation types that 
have reached the surface. The narrow range predicted by Hedstrom is in contradiction with 
numerous studies of fresh snow density that observe a much wider variety of possible dens-
ities from 10 kg m−3 to as high as 500 kg m−3 (Helfricht et al. 2018; Judson and Doesken 
2000; Sexstone and Fassnacht 2014). This method also fails to consider the broad variety of 
densities offered by a mixture of precipitation types, including graupel and hail, observed 
during this storm. Therefore, it is likely that this parameterisation may be inappropriate for 
the type of precipitation observed in this case.

Method 2 uses the relative amount of each hydrometeor species produced by the micro-
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physics scheme to effectively mass-weight the total density:

𝜌𝑠 = 𝜌𝑠 𝐿𝑠𝐿total
+ 𝜌𝑔 × 𝐿𝑔𝐿total

+ 𝜌ℎ × 𝐿ℎ𝐿total
(7.10)

Where 𝐿𝑠, 𝐿𝑔, and 𝐿ℎ are the liquid equivalent snow, graupel, and hail respectively. 𝜌𝑔 and 𝜌ℎ are the constant, assumed densities of graupel and hail equal to 500 kg m−3 and 917 
kg m−3, respectively. The snow density 𝜌𝑠 is calculated using the Hedstrom and Pomeroy 
(1998) method.

Several examples of the prediction made by method 2 are shown in Figure 7.7 (right) by 
neglecting the hail term, and by fixing the ratio of snow mass to graupel mass. It can be 
seen that as the mass of graupel becomes small, the density approaches that predicted in 
the Hedstrom method, and as the mass of snow becomes small, the density approaches that 
of graupel. Combinations of the graupel and snow mass between these two extremes serve 
to move the density between both limits.

As with the parameterisation of frozen fraction, the default density used by the Noah-MP 
LSM is chosen to be the most flexible option, possibly at the expense of accuracy. Method 
2 described here encounters many of the same problems as microphysics option 4 for the 
frozen fraction parameterisation. There is no guarantee that the liquid equivalent compon-
ent for a species, such as hail, will be present. As in the P3 and ISHMAEL schemes, hydro-
meteor categories do not exist in the conventional sense, which makes mass weighting the 
density impossible in the current framework. Thus, to avoid compatibility issues the output 
of the microphysics scheme is not considered.

The components of constant density are also a source of possible inaccuracy. Fixed density 
hydrometeor categories, such as those used in Morrison, fail to realise the wide range of 
possible densities that exist in reality, and the same argument can be made for the use of 
fixed weighting densities in method 2. However, an additional compatibility issue arises 
with the use of constant densities defined within the land surface scheme; they may not be 
consistent with the microphysics scheme that produces the precipitation in the first place. 
This point is illustrated by comparing the Noah-MP LSM fixed density of graupel, which 
is equal to 500 kg m−3, and the Morrison scheme fixed density of graupel, which is fixed at 
400 kg m−3. This may be only a small difference, but over several time steps this difference 
may materialise in a comparably more dense snow field than was intended by the Morrison 
scheme.

The density parameterisation was evaluated against the predicted density simulated at the 
surface by each microphysics scheme. For this analysis, the density at the surface was as-
sumed to be identical to the mass-weighted density of the precipitation in the lowest grid 
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cell per latitude-longitude column. This is a reasonable assumption as, for example, the li-
quid equivalent mass at the surface is a direct function of the mass mixing ratio and mass-
weighted fall speed of the lowest cell, and so no adjustment is required or assumed when 
differentiating between the qualities of the lowest cell and those qualities that reach the sur-
face.

Figure 7.8 shows a subset of 1000 randomly sampled surface-level ice-density (kg m−3) 
data points versus the surface temperature (K) in which they were found. Density simulated 
by the ISHMAEL, Morrison, and P3 microphysics schemes are shown in columns 1–3, re-
spectively. ISHMAEL simulates ice across three separate free-ice categories, so data points 
shown in Figure 7.8 were retrieved from a combined, mass-weighted density array. Simil-
arly, a combined, mass-weighted density array was formed for the three frozen hydrometeor 
categories simulated by Morrison using the fixed densities defined in-code. P3 used only 
one free-ice hydrometeor category and so no modifications were applied to retrieve mass 
weighted density. In addition to the simulated precipitation density, the functional form of 
the Hedstrom parameterisation is overlaid in red for each subfigure. Three additional func-
tions were overlaid for the prediction of parameterisation method 2 (yellow) using fixed 
snow to graupel ratios of 0.1 (dotted), 1 (solid), and 10 (dashed). Note that hail was neg-
lected for these functions.

Unlike the previous comparison of frozen mass fraction versus temperature in Figure 7.6, 
the relationship between surface temperature and precipitation density in Figure 7.8 is unique 
to each scheme. In the ISHMAEL scheme (Figure 7.8, left), when temperatures were at or 
below the freezing point (∼ 273 K), precipitation density spanned 300–700 kg m−3, and 
within this range, showed no dependence on surface temperature. This density range coin-
cided with the graupel dominated parameterisation (yellow, dotted) but there was no obvi-
ous correlation between this function and the predicted density. The simulated precipitation 
density was between 3 and 6 times larger than predicted by the Hedstrom parameterisation 
(red), indicating that this method would likely be poorly suited to predicting the snow depth 
in ISHMAEL.

The Morrison surface level density had a more narrow distribution than ISHMAEL. Typ-
ical precipitation densities were approximately 100 kg m−3 for temperatures up to 277 K. 
This is consistent with bulk density of snow in the Morrison scheme, and shows that the 
mass of snow produced by Morrison was large enough to bias the density of the precipita-
tion field toward this hydrometeor type. The density of precipitation is in loose agreement 
with Hedstrom parameterisation (red), though below 272 K the Hedstrom parameterisation 
falls below the bulk density of snow, which is a lower limit for the Morrison scheme.

In P3, the simulated density is much lower than the density of other schemes, most often 
having a value of less than 50 kg m−3 which occurred for temperatures below 274 K. This 
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Figure 7.8. Scatter diagram of simulated precipitation density at the surface in ISHMAEL (left, red), 
Morrison (middle, blue), and P3 (right, green), versus surface temperature. Scattered points are a randomly 

sampled subset (∼ 1000) of the entire simulated density data set. Parameterised density is overlaid for 
comparison; the weighted precipitation method (orange) is given for several values of snow to graupel mass 
ratio (see Figure legend). As graupel mass approaches zero, the weighted method approaches the original 

Hedstrom and Pomeroy (1998) method (red).

was far below the Hedstrom parameterisation, which indicates that snow density is likely 
overpredicted in the formation of snow depth. An interesting feature in the P3 scheme is 
the occurrence of ice densities between 100 and 900 kg m−3 across a range of low surface 
temperatures. In ISHMAEL, this indicates that, not only is the Hedstrom parameterisation 
a poor fit, but that density parameterisation by the LSM cannot be achieved on the basis of 
surface temperature alone.

One common feature amongst the simulated density was the occurrence of high densit-
ies above the freezing temperature. This is directly parameterised by Hedstrom, though 
a cap at 120 kg m−3 is implemented that is too low in comparison to the predicted dens-
ity amongst these schemes. Only the Morrison predicted density typically remains below 
300 kg m−3 above the freezing level. Both ISHMAEL and P3 produce the highest possible 
density of ice above this range, which not only hints at the rapid densification of ice in these 
schemes, but also highlights the inadequacy of the Hedstrom parameterisation to fully rep-
resent the density of precipitation found in this case, as well as the likelihood of significant 
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underestimation of snow density leading to exaggerated snow depth predictions.

7.3 Toward an Improved Snow Depth Parameterisation

In the previous section, several inaccuracies incurred by the snow depth parameterisation 
were detailed and investigated to determine their likely effect on the snowfall distribution in 
each scheme. It was found that several variables that are explicitly calculated by the micro-
physics scheme are subsequently recalculated by the (Noah-MP) land surface model using 
flexible but simplistic parameterisations. When used in the calculation of snow depth, the 
parameterised snow qualities introduce unnecessary errors. For example, snow density was 
underpredicted in ISHMAEL and overpredicted in P3, which results in an overestimation 
and underestimation of snow depth, respectively. Similarly, the fraction of frozen precip-
itation parameterised by the Noah-MP scheme overestimated the proportion of precipita-
tion that was frozen at low temperatures, likely resulting in an overestimation of snow depth 
when surface temperatures were close to the freezing temperature.

The parameterisation and recalculation of microphysical variables is made necessary by the 
absence of standardisation amongst microphysics schemes. Unlike physical parameterisa-
tions of microphysical processes, the components of the snow depth parameterisation are 
required only due to computational necessity i.e. for flexibility, compatibility, and computa-
tional efficiency. The snow depth could therefore be improved with better integration to the 
microphysics scheme. We note that, better integration would improve consistency with the 
output of the microphysics scheme, but an improvement to the forecast accuracy remains 
to be seen. Certainly in the case of ISHMAEL and P3, where the framework of the micro-
physics scheme is wholly inconsistent with the snow depth calculation, increased integra-
tion should improve the reliability of results. However, ultimately the accuracy of the snow 
depth field is constrained by the accuracy of the simulated precipitation that a microphys-
ics scheme produces. The microphysics scheme, which has the capacity to consider a great 
many variables aloft, is better suited to produce key snow depth dependencies, than the land 
surface scheme alone.

In this section, we develop a simple snow depth framework that derives directly from each 
microphysics scheme used in this case, so that the result may be tested and compared to the 
snow depth determined by the land surface model.

The accumulated snow depth is defined as:

𝐷𝑇 = 𝑇∑𝑡=0 �̄�(𝑡)Δ𝑡 (7.11)
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Where �̄�(𝑡) is the snow depth generated by precipitation over a time period 𝑡, Δ𝑡 is the 
time interval between subsequent �̄�(𝑡), and 𝑇 is the total time period for which the depth 
is accumulated. For the purposes of post processing, we assume that the Δ𝑡 is equal to the 
history interval of the WRF output, given in seconds. Then �̄�(𝑡) has units [m s−1].

The depth gain in the snow field at the surface per unit time is equal to the liquid equivalent 
precipitation at the surface per unit time �̄�(𝑡) multiplied by the average snow-to-liquid ratio 
(SLR):

�̄�(𝑡) = �̄�(𝑡) × SLR (7.12)

Liquid equivalent precipitation can be determined using the mass flux 𝑗 of precipitation at 
the surface per unit time as in Equation 7.4: �̄�(𝑡) = 𝑗 1𝜌𝑤 (7.13)

and the mass flux is defined in Equation 7.1:

𝑗 = 𝑞𝐻𝜌𝑎𝑣𝐻 (7.14)

where 𝑞𝐻 is the mass mixing ratio of hydrometeor species 𝐻 (i.e. snow, graupel etc.) and 𝑣𝐻 is the mass weighted fall speed of hydrometeor species 𝐻. The depth generated by each 
hydrometeor species 𝐻1, 𝐻2...𝐻𝑛 is assumed to be an additive quantity. Therefore, the 
total depth is:

𝐷𝑇 = 𝑛∑𝐻=0
𝑇∑𝑡=0 𝑞𝐻𝜌𝑎𝑣𝐻SLR𝐻Δ𝑡 (7.15)

where the factor 1/𝜌𝑤 has been cancelled by a factor of 1000 during conversion of the depth 
from metres to millimetres. At the surface it is reasonable to assume 𝜌𝑎 ≈ 1.225 kg m−3 in 
this case.

The only component that is required in Equation 7.15 but not output by the microphysics 
scheme is the SLR. This can be derived by considering that the mass of frozen hydrometeor 
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𝐻 across an area 𝐴 is equal to the mass of water over the same area: 𝜌𝐻𝑉𝐻 = 𝜌𝑤𝑉𝑤𝜌𝐻𝐴𝑧𝐻 = 𝜌𝑤𝐴𝑧𝑤𝑧𝐻𝑧𝑤 = 𝜌𝑤𝜌𝐻 = SLR

The SLR of a hydrometeor species 𝐻 can therefore be derived from the mass weighted 
density of the hydrometeor, which is a predicted property in P3 and ISHMAEL, and a fixed 
property in Morrison.

𝐷𝑇 = 𝑛∑𝐻=0
𝑇∑𝑡=0 𝜌𝑤𝜌𝑎𝜌𝐻 𝑞𝐻𝑣𝐻Δ𝑡 (7.16)

Thus, the snow depth 𝐷𝑇(𝑞𝐻, 𝑣𝐻, 𝜌𝐻, Δ𝑡) is a function of variables obtained directly from 
the microphysics scheme.

Computing snow depth with this method (the microphysics-derived snow depth or, MP 
snow depth, hereafter) improves upon the snow depth formulation in the Noah-MP land 
surface model by sourcing key snow depth dependencies directly from the qualities of the 
simulated precipitation field. This alleviates the need for re-parameterisation of pre-existing 
variables, and united the precipitation field aloft with the precipitation reaching the ground.

This method is a particularly interesting use-case for the P3 and ISHMAEL schemes, which 
compute variable precipitation density over time. This novel feature is intended to improve 
upon fixed-density schemes by introducing a broader spectrum of densities in response to 
microphysical processes, which in turn also affect the mass weighted fall speed of precip-
itation. Both fall speed and density are used in the MP snow depth parameterisation, and 
play a role in determining the amount, and density, of fresh snow arriving at the surface, 
respectively. Importantly, these variables are sensitive to mixed-phase processes, which 
were observed in this storm, and therefore the MP methodology should allow for improved 
snow depth deriving from mixed-phase precipitation. Examination of the snow depth via 
this method, will also allow for a comparison of the simulated precipitation density to ob-
servations. This ice property is particularly difficult to measure in situ, but comparison of 
the precipitation density arriving at the surface and the density of the snowpack is a useful 
verification method for an otherwise hard to constrain variable.

The MP accumulated snow depth was retrieved for each microphysics scheme between 
0000–0000 UTC 8-10th February, across domains 2 and 3, which encompassed the area 
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of snow depth observations. Figure 7.9 compares the MP accumulated snow depth (in.) 
(row 2) against the observed accumulated snow depth (in.) adapted from Ganetis and Colle 
(2015) (row 1), and the Noah-MP land surface scheme derived accumulated snow depth
SNOWH (row 3) over the same time period. Where possible, identical contour shading has 
been used to match contour levels amongst different plots. The Morrison, P3, and ISH-
MAEL derived results are shown in columns 1–3, respectively.

The MP derived snow depth shown in Figure 7.9 row 1 has a very different magnitude to 
that predicted by the Noah-MP LSM per scheme, but a similar distribution amongst all schemes 
that shows a moderate improvement to the distribution of snow depth.

In Morrison, Figure 7.9 (row 1 column 1), the distribution of the moderate (> 12 in.) and 
high (> 24 in.) snow depth bands, showed reasonable agreement with the observed loca-
tions of these bands, indicated by overlaid dashed and dotted ovals, respectively, and were 
a marked improvement over the SNOWH simulated distribution (row 3 column 1). Elev-
ated snow depth was positioned and orientated appropriately along the coastline in the MP 
derived formulation, and the distribution and magnitude of snow depth over Maine was 
extremely similar to observations. This was a large improvement over the Noah-MP sim-
ulated depth that had produced an erroneous area of high snow depth along the Maine-
Canada border. However, whilst the high snow depth MP simulated band (pink, dotted) was 
a tighter, and more appropriately positioned distribution than had been previously achieved 
by the land surface scheme, it failed to reach the south of Maine, where there had been par-
ticularly high snowfall observed at Portland. Nonetheless, peak expected snowfall increased 
from 35 inches to 40 inches, which is more representative of the largest snowfall accumu-
lations observed at the ground. Overall, the MP derived depth improved the distribution 
of snow depth, especially in the south and across Long Island, and removed erroneously 
high patches of snow depth that were apparent in the Noah-MP derived depth but not obser-
vations. However, the simulated high depth bands did not extend far enough north, which 
caused an area of peak snowfall depth near Portland to be poorly predicted with the new 
method.

Compared to the MP snow depth produced with the Morrison scheme, which had a mod-
est change in simulated depth and primarily showed a re-distribution of the existing depth 
range, the MP snow depth in the P3 and ISHMAEL schemes produced stark changes to the 
magnitude of simulated snow depth.

In the P3 scheme, MP predicted snow depths were in excess of 150 in. near New Haven, 
and exceeded 72 in. for vast swathes of Connecticut and Massachusetts. This represented 
a 3 fold increase on both the observed snow depth and Noah-MP simulated depth within 
the observed moderate (> 12 in.) depth band shown with dashed contours. However,the 
overall distribution showed signs of improvement when the MP snow depth was used. For 
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Figure 7.9. Comparison of the accumulated snow depth (in.) between 0000–0000 UTC 8–9th February. Top: 
observations of accumulated snow depth adapted from Ganetis and Colle (2015). Row 2: accumulated snow 

depth derived directly from microphysics scheme output variables. Row 3: accumulated snow depth 
parameterised by the Noah-MP land-surface model i.e. variable SNOWH. Columns 1–3: Morrison, P3 and 

ISHMAEL microphysics schemes, respectively. Contours of the observed > 12 inch snow depth (dark blue), 
and > 24 inch snow depth (light pink) are approximately modelled by dashed and dotted ovals respectively. 

The ovals are overlaid on simulated snow depths for comparison.
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example, > 36 inch MP depths were approximately confined to the dashed contour, and > 
72 inch depths were approximately confined to the dotted contour. This is in contrast with 
the Noah-MP simulated depth, which produced patches of high (> 24 in.) depth in a distri-
bution that lacked cohesion or similarity to observations. Additionally, the erroneous high 
depth area on the Maine-Canada border is absent when MP depth is applied, and instead an 
appropriate, declining depth gradient occurs from east-to west between the coast of Maine 
and the Canadian border. Therefore, whilst the MP depth severely overestimates the mag-
nitude of snowfall when applied to the P3 microphysics output, the distribution shows quite 
considerable improvement.

The ISHMAEL MP depth is similarly distributed to the MP depth used in conjunction with 
the Morrison and P3 schemes. Improvements to the distribution include the absence of the 
northern erroneous high depth zone and the comparatively more narrow high-depth band 
positioned appropriately (within the dotted contour) along the coast, as discussed in the 
previous two schemes. However, the distribution shows a more significant improvement 
over Long Island, where the Noah-MP snow depth parameterisation had drastically un-
derpredicted snowfall. When the MP snow depth is applied to the ISHMAEL precipita-
tion field, the Long Island snow depth increases, which is even more stark given the broad 
overall decrease and underestimation of snowfall when the MP method is used with this 
scheme. Across the domain, predicted snowfall from the MP method reduced the ISHMAEL 
predicted depth by a factor of 2 to 10 over the Noah-MP LSM method. Consequently, peak 
snow depth is underestimated by a factor of 4 in comparison to the Noah-MP predicted 
maximum depth, which was already a large underestimation of the observed maximum 
depth.

The success of the MP derived snow depth is mixed, and varies quite significantly between 
choice of microphysics scheme. Analysis of the Noah-MP LSM snow depth variable SNOWH
shows that it is poorly integrated to the simulated precipitation field and so is forced to re-
calculate snow depth parameters using simple methods that do not accurately represent the 
findings of the microphysics schemes. In the best case, the Noah-MP LSM snow depth is 
sufficiently constrained to produce reasonable estimations of snow depth, and is flexible 
enough to operate in conjunction with any choice of microphysics scheme, which makes for 
a hassle-free affair for the end user. However, we argue that that such flexibility is not only 
inaccurate, but potentially misleading. As shown with the ISHMAEL scheme, the Noah-
MP snow depth is output even when the input data is inappropriate, and no error or warn-
ing is evident to the user. Unfortunately, the convenience of flexible parameterisations can 
lead to unintentionally misleading meteorological products, that are hard to identify without 
thorough examination of their underlying formulations.

Whilst caveats to the Noah-MP snow depth are present, there are certainly advantages to 
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a simple parameterisation trained on real world data. For example, the mass fraction 𝐹𝑟
and the bulk density of snow 𝜌𝑠 are both constrained to realistic values, 0–1 and 67–120 
kg m−3, respectively. This helps to artificially limit the possible depth, and confine the pos-
sible error to the only remaining parameter of snow depth, the liquid equivalent precipit-
ation. As shown by the analysis of liquid equivalent mass in Figure 7.2, liquid equivalent 
precipitation does not vary considerably between schemes, so is likely to be reasonable in 
magnitude. This enables the Noah-MP predicted snow depth to make a fair estimation of 
the likely snow depth observed in reality (so long as the liquid equivalent input is in the 
expected form). As discussed in comparisons of this method to the more complex micro-
physics derived variables, the range of snow depths estimated by the Noah-MP scheme are 
broadly realistic. Whereas, relying on the microphysics exposes the depth parameterisation 
to much greater possible variability, as the precipitation extracted from the surface level is 
not fundamentally constrained to best represent snow depths.

The Noah-MP snow depth parameterisation is certainly a safe option, and for this reason 
it should remain within the WRF arsenal. However, accurate and precise snowfall predic-
tions, particularly in storms with a mixed-phase precipitation component, are unlikely to 
be made with the Noah-MP methodology, and so additional methods, such as that posed 
here, should be explored. Results for the MP (microphysics-derived) snow depth in Fig-
ure 7.9 showed that this method provided an improved distribution of snow depth that more 
closely matched the observations, and this improvement was found amongst all microphys-
ics schemes tested. This motivates an increased integration of the snow depth parameter 
with microphysics schemes, either by directly including the snow depth calculation in the 
microphysics, or by standardising the microphysics output variables so that they are avail-
able for the land surface scheme to make more detailed calculations. The latter option is 
preferable, as it would allow the land surface scheme to apply additional modifications to 
the final snow depth, such as compression, melting and sublimation, which are beyond the 
scope of microphysics schemes.

Whilst the availability of snow depth dependencies calculated in detail by microphysics 
schemes is an attractive prospect, caution must be taken to ensure that these variables are 
appropriately calculated. The snow depth can only be as accurate as its dependencies, and 
poorly constrained dependencies may severely hamper snow depth prediction. This was 
evident in Figure 7.9 where improved snow depth distribution can at the expense of highly 
varied total snow depth magnitudes. For example, Morrison simulated an appropriate peak 
snow depth and a general depth field that was similar to observations, whereas the P3 and 
ISHMAEL schemes overestimated and underestimated the magnitude of the snow field 
by a factor of 3, respectively. Given that the liquid equivalent distribution was similar to 
the distribution of MP snow depth in all schemes, it is likely that the source of inaccurate 
depth magnitudes in the ISHMAEL and P3 schemes was likely the SLR (ice density) or fall 
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speeds or both. These variables are key prognostic variables that each scheme aimed to im-
prove and, indeed, motivated the development of each scheme. So it is particularly inter-
esting to find that the explicit computation of these variables may be poorly constrained or 
inaccurate in this case, as evidenced by comparison of the simulated snow depths to obser-
vations. In this instance, the ISHMAEL and P3 schemes make a good case for the continu-
ing presence of simple, but well constrained parameterisations such as the Noah-MP snow 
depth that may be used comparatively whilst density predicting schemes are developed.
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Chapter 8

Predicted Density and Snow-to-Liquid 
Ratio

In the previous chapter, the snowfall depth that was produced by each microphysics scheme 
during simulation of the 8–9th February storm was examined. The snow depth in this case 
was observed to reach exceptionally high (record breaking) depths, that were physically and 
financially damaging to infrastructure in the affected regions, and posed a threat to life for 
citizens caught in the blizzard. The accuracy of forecast snow depth magnitude and dis-
tributions were therefore of paramount importance. The snow depth output by the WRF 
model for all schemes was shown (Figure 7.1) to underestimate the peak snowfall depth, 
and produced a poor distribution of snow depth in comparison to observations.

The snow depth routine was examined and found to originate not with the microphysics 
schemes, but with the land surface scheme, which in all simulated cases was the Noah-MP 
Land surface model (LSM). The snow depth variable SNOWH depends on several qualities of 
the precipitation field that are often-times the result of multiple, complex, physical calcu-
lations over several time steps. However, poor integration between the land surface scheme 
and microphysics schemes, led these variables to be re-parameterised in a simplistic man-
ner that did not represent the diversity of values simulated by the microphysics schemes 
(Figures. 7.8, 7.6), and therefore was not consistent with the simulated precipitation field.

A new method of snow depth calculation was proposed (Equation 7.16) that directly im-
plements the variables that are determined from microphysics schemes. This method is 
based on a simple, first-principles approach that is consistent with the Noah-MP LSM snow 
depth equation as well as the precipitation qualities determined by the microphysics. Res-
ults showed a significant improvement in the predicted distribution of snow-depth com-
pared to observations, but the magnitude of snow depth was poorly constrained by the ISH-
MAEL and P3 schemes. The relative similarity of the liquid equivalent fields, indicates that 
the inaccuracy stemmed from density and fall speed components of the snow depth equa-
tion. This is corroborated by the fact that the fixed density scheme (Morrison) produced an 
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accurate range of snow depths. Whereas, the density predicting schemes (ISHMAEL and 
P3) produced significant over and underestimations of the snowfall depth range.

The apparent difference between simulated densities amongst schemes and the consequences 
of this on the simulated snow depth motivate a closer examination of the simulated precip-
itation density at the surface. In this case, measurements of liquid equivalent precipitation, 
SLR, and snow depth were taken at Stony Brook University (SBNY) for each phase of the 
storm, which allow for the simulated snow depth qualities to be directly verified. In this 
chapter, we consider the role of simulated density to the precipitation field and examine its 
accuracy for concurrent use in the snow depth parameterisation.

8.1 Simulated Snow Depth Qualities at Stony Brook

Measured values of the phase-averaged SLR, liquid equivalent and snow depth at Stony 
Brook are shown in Figure 8.1 per phase (highlighted orange). These products are a direct 
observation of the accumulated snow pack, and so do not consider the individual contri-
butions of specific precipitation types. However, the type of precipitation can be inferred 
from the average SLR. For example, in phase one the observed SLR was 10:1, which is the 
typical value of SLR attributed to snow. In phase two, the SLR reduced to 6.8, implying 
that the average density of precipitation had increased. This is in line with observations of 
dense, wet-grown particles at this time by Picca et al. (2014) and the presence of the mixed-
phase transition line (i.e. Ganetis and Colle (2015)) aloft of central Long Island. Finally, in 
phase three, SLR returned to 9.4:1 which indicates that the precipitation field had largely 
transitioned to snow as in phase one. Observations during phase three record an increase in 
cold formed crystals (such as stellars) aloft of Stony Brook, and dual reflectivity radar ob-
servations showed a sudden decrease in the reflectivity field, likely hinting that the mixed-
phase interactions aloft of Stony Brook had ceased.

Comparing the observed values of SLR directly to the average observed snow depths in 
Figure 8.1 column 2 (orange), it is clear that SLR alone is not a reliable indicator of snow 
depth. Whilst a less-than-snow SLR during phase two reduced the overall snow depth at 
this time, the average SLR in phase three was less than observed during phase one, yet the 
snow depth had doubled. This highlights the importance of liquid equivalent precipitation 
in determining the snow depth., However, note that the liquid equivalent was also not a per-
fect indicator of observed depth during phase two. Instead, the product of both variables, 
the SLR and liquid equivalent, is the most accurate determinant for the average snow depth. 
This product accounted for 99%, 96% and 100% of the snow depth for phases 1–3, respect-
ively. Therefore, both variables must be accurately simulated by microphysics schemes if 
they are to accurately predict the snow depth.
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The product of SLR and liquid equivalent precipitation is used to derive the simulated snow 
depth in the microphysics-derived snow depth method (MP snow depth) detailed in the last 
chapter. Recall that the depth contributed by hydrometeor species 𝐻 over a time period 𝑇 is 
calculated in this method as: 𝐷𝐻 = 𝑇∑𝑡=0 SLR ⋅ 𝐿𝐻Δ𝑡, (8.1)

where the snow-to-liquid-ratio (SLR) is a function of the simulated mass-weighted hydro-
meteor density:

SLR = 𝜌𝑤𝜌𝐻 ,
and the liquid equivalent precipitation arriving at the surface (mm s−1) is the product of the 
surface level cell mass mixing ratio of hydrometeor species 𝐻 (kg kg−1), the density of air 
(kg m−3), and the fall speed (m s−1) of the hydrometeor species:1 × 103 (𝑞𝐻𝜌𝑎𝑣𝐻)
In this framework, the depths of individual hydrometeors are assumed to be additive and 
the total snowfall depth is therefore the sum of each individual snow depth total per hydro-
meteor type: 𝐷𝑇 = 𝑛∑𝐻=0

𝑛∑𝐻=0 𝐷𝐻 (8.2)

The contributions of SLR and liquid equivalent derived from different hydrometeor com-
ponents can therefore be compared across schemes. Additionally, the values can be com-
bined across hydrometeor species and used to determine a combined total value. The snow 
depth and liquid equivalent variables are assumed to be additive, so the total combined value 
of these variables is simply the summation of the individual value per hydrometeor spe-
cies. In contrast, the SLR is not an additive property. A natural choice is to mass weight 
this property according to the total mass mixing ratio of each hydrometeor species in the 
cell. The combination of these variables across all precipitation types provides a combined 
variable that can be temporally averaged across each phase of the storm and compared to 
observations.

Figure 8.1 shows the average values of snow depth (column 3), liquid equivalent (column 
4), and SLR (column 5), at Stony Brook for each phase of the storm (large rows 2–3, re-
spectively). The observed values are shown in the first sub row of each phase-row and high-
lighted in orange. Additional sub rows show the variable value as determined by the ISH-
MAEL, P3 and Morrison microphysics schemes using the MP snow depth framework. The 
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combined (overall snowpack) value of each variable is shown in bold typeface. For simu-
lated variables, the portion of each variable attributed to a hydrometeor species is known, 
and two contributions are determined: the snow contribution (shown in parentheses) and 
other (denoted ice, shown in square brackets). Other refers to frozen precipitation that is not 
considered to be snow. In the Morrison scheme, this is the graupel and cloud ice categories. 
Whereas in the P3 and ISHMAEL schemes, other refers to ice that does not meet the snow 
partition criteria, including graupel, sleet, partially rimed ice, hail and cloud ice.

Examination of the snow depth qualities amongst schemes in Figure 8.1 shows that the av-
erage SLR (column 5) simulated by the density-predicting schemes (ISHMAEL and P3) 
did not match observations, although the phase-to-phase tendency was in keeping with the 
tendency observed between phases. For example, the observed and simulated SLR decreased 
from phase one to phase two, and increased from phase two to phase three and this was re-
produced by all microphysics schemes. This tendency was important to capture, as it ef-
fectively quantified the change in characteristic precipitation density that was observed dur-
ing phase two. The tendency of the simulated SLR therefore shows that each scheme was 
sensitive to the changing density with time, and by extension the mixed-phase processes (or 
their absence) that drove density changes during each phase.
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Whilst the general tendency of the SLR was appropriate, the magnitude of the SLR (column 
5, bold) that was predicted diverged considerably from what was observed. For example, 
phases one and three were predominantly characterised by heavy snowfall at Stony Brook, 
with observations citing moderate to minimal riming and the presence of aggregates, and 
hence the SLR was relatively high at approximately 10:1 for both phases. Morrison made 
the best prediction of SLR during these phases, but its success is somewhat overshadowed 
by the fact that its fixed snowfall density ensures a 10:1 SLR that conveniently coincides 
with the observed total. In the P3 and ISHMAEL schemes, which explicitly predict dens-
ity, the SLR varied considerably for these snowy phases. ISHMAEL under predicted the 
SLR in both phases one and three by a factor of 8 and 4, respectively. This indicated that 
ISHMAEL was simulating dense ice dissimilar to snow and more similar to graupel or hail 
at these times. P3 produced a small overestimation of SLR during phase one, but a consid-
erable over-estimation in phase three that was almost 7 times larger than observed and is 
indicative of extremely light and fluffy snow. Both density predicting schemes were there-
fore shown to poorly predict SLR during snowy phases but in opposite ways, ISHMAEL 
produced ice that was far too dense, and P3 ice that was not dense enough.

The SLR in phase two was observed to be lower than in phases one and two, highlighting 
the increase in average precipitation density observed at this time. Observations of precipit-
ation at Stony Brook recorded rimed and partially melted crystals with ice pellets and some 
rain which would increase the density of the fresh snowfall layer considerably. However, 
the SLR is still quite high. A back of the envelope calculation can show that the average 
density associated with this SLR is less than 150 kg m−3. It is important then not to over-
state the density or dominance or mixed-phase precipitation at this time. The Morrison 
scheme produced the most similar SLR to observations during phase two, furthering its 
case as the most accurate predictor of SLR amongst these three schemes. As Morrison is 
a fixed-density scheme, the reduction in average density came from the increased produc-
tion of graupel, which reduced the SLR through the mass weighting of hydrometeors only. 
By comparison, the density predicting schemes, ISHMAEL and P3, both underestimated 
the SLR and, in fact, produced the lowest possible SLR i.e. both schemes reached the max-
imum density limit of bulk ice ∼ 920 kg m−3. This indicates that both schemes were ex-
tremely sensitive to the presence of mixed-phase processes at this time, resulting in a mass 
densification of the precipitation field at Stony Brook.

As opposed to the SLR, whose effect on the precipitation field is felt through significant 
changes to the observed hydrometeors, the liquid equivalent precipitation is more subtle 
and harder to identify physically. Observations of liquid equivalent show that the smallest 
liquid equivalent was identified during phase two, possibly due to the loss of some frozen 
precipitation to liquid. Whereas, the largest average liquid equivalent occurred in phase 
three. Across all three phases, the relative inaccuracy of liquid equivalent (as a factor of the 
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observed total) was typically smaller than was found for the simulated SLR. For example, 
all three schemes produced a liquid equivalent that was within 85% of the observed total 
for phase one. In phase two, the simulated liquid equivalent was over estimated by ISH-
MAEL and Morrison, but underestimated by P3, possibly indicating that during the mixed-
phase period, precipitation in P3 was more susceptible to complete melting. However, all 
schemes produced a remarkably similar underestimation (≈ 4 times smaller) of liquid equi-
valent in phase three. The consistency of the simulated value suggests that the inaccuracy 
in this instance is not due to he method of microphysical parameterisation but likely stems 
from a common factor amongst these schemes or even amongst schemes more generally. 
For example, simulations of this storm performed by Ganetis and Colle (2015) using the 
Thompson microphysics scheme also found that the total liquid equivalent mass of snow 
was poorly predicted, especially in phase three when the model simulated 2.8 times less 
than the observed total.

From the results found in Figure 8.1 it is evident that snow depth calculated using micro-
physics output (i.e. MP snow depth) will be significantly affected by the inaccuracies of 
simulated SLR and liquid equivalent. The fixed density framework used by Morrison in 
this case provides an advantage, because the density is always appropriately constrained 
and therefore, inaccuracies to the snow depth were largely isolated to the liquid equival-
ent parameter in this case. This is evident when comparing the observed snow depth to the 
Morrison snow depth (Figure 8.1 column 2) in phase one, when liquid equivalent was ac-
curately predicted and SLR was well suited to the fixed density of snow in the Morrison 
scheme. However, when the liquid equivalent was poorly predicted such as in phase three, 
the error was carried into the snow depth variable, which was underpredicted by a near 
identical factor. Somewhat surprisingly, the Morrison scheme simulated the best SLR pre-
diction of all schemes in phase two. In this case, it appears that mass weighting of fixed 
density categories is an appropriate method of SLR prediction during mixed-phase events.

These results do not lend as much support to density predicting schemes as was expected. 
Indeed, a motivating factor for the development of density-predicting schemes was an im-
proved ability to represent mixed-phase processes and the resulting modifications to precip-
itation density. In theory, ISHMAEL and P3 should have a natural advantage over Morrison 
during the mixed-phase (phase 2), when these schemes were more appropriately positioned 
to calculate the change in SLR than Morrison. However, both P3 and ISHMAEL drastically 
overestimated particle density, resulting in a considerable underestimation of snow depth 
for this phase. Additionally, the incorporation of variable density in these schemes only re-
duced the accuracy of simulated precipitation during phases one and three, where a fixed, 
conventional SLR of 10:1 would have provided a more accurate SLR prediction, as was the 
case in Morrison. It is evident then, that whilst inaccuracies exist in the liquid equivalent 
prediction of all schemes in this case, the ability to predict density did not improve the pre-
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diction of SLR at Stony Brook during the mixed-phase, and instead reduced the accuracy of 
the predicted SLR during snow-dominated periods. This resulted in a snow depth field that 
was drastically under predicted by ISHMAEL. For P3, the snow depth was coincidentally 
more accurate than ISHMAEL, but only due to an large and opposing inaccuracies in the 
SLR and liquid equivalent fields simultaneously.

8.1.1 Sources of Change in Density Predicting Schemes

A comparison of the variables required for snow depth in the previous section found that 
the predicted SLR was a primary cause of the poor snow depth prediction in ISHMAEL 
and P3. The simulated SLR in these schemes is of particular interest as it is derived from 
the predicted density, arguably a flagship variable that had motivated the creation of the 
particle-properties framework. In this section, we investigate the origin of the erroneous 
density values simulated at Stony Brook by considering the microphysical processes aloft 
of Stony Brook, and the formulations of density in each scheme.

A vertical column with 20 km2 base centred over Stony Brook was isolated and at each ver-
tical level. This column base size was chosen to appropriately characterise the local met-
eorological environment at Stony Brook whilst minimising the effect of incoming and out-
going hydrometeors as a result of wind shear. Within the column, the mass tendency rate 
of several important microphysical processes for the prediction of density were determined. 
For comparison, the average, mass-weighted precipitation density was also determined for 
the same vertical column. The aim of this analysis is to relate changes in the magnitude of 
microphysical processes to corresponding changes in the simulated density field particle 
during descent. A vertical distribution was chosen to capture a range of processes that oc-
cur in isolation at different heights, and to determine if changes to the precipitation density 
at high elevation persist to low elevations.

The distribution of process mass-tendency terms and precipitation density were averaged 
per vertical layer per phase in Figures 8.1–8.2 showing the vertical distribution of ISH-
MAEL and P3-simulated processes, respectively. Data for each vertical layer corresponds 
is retrieved directly from the vertical level determined by the WRF vertical grid structure, 
which is non constant and has smaller vertical lengths close to the surface. No modifica-
tion was made to the vertical length scale in order to avoid interpolation and smoothing. 
Per phase averaging (i.e. columns 1–3) was chosen as each phase exhibited a unique ther-
modynamic and microphysical environment aloft that modified the precipitation at the sur-
face. Per-phase averages also allow for the process rates and density changes to be directly 
compared to the per-phase average SLR obtained at the surface in Figure 8.1. Note that in 
Figures 8.1–8.2 the average mass tendency per vertical layer is represented as a fraction of 
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the total (summed) mass tendency. This choice was made as the density tendency (white 
solid line) showed much better correlation with the presence of a microphysical process, 
rather than the specific value of the mass tendency.

Both ISHMAEL (Figure 8.1) and P3 (Figure 8.2) show similar overall tendencies in density 
per phase but the value of density (and therefore SLR) at the surface typically results from 
the presence (or absence) of specific microphysical processes in the lowest 2 km of the at-
mosphere.

First, considering the effect of deposition on the ice density distribution, we find that the net 
tendency of deposition was to reduce average density in both schemes. In P3 (Figure8.2) 
ice density aloft of the cloud top (indicated approximately by the highest depositional layer) 
exhibited a high (> 800 kg m−3) density originating from the initial nucleation density of 
ice that is fixed at the bulk density of ice ∼ 920 kg m−3. Within approximately 5 km of the 
cloud top during phases one and two (columns 1 and 2), deposition was the dominant pro-
cess, reducing the density of ice to its lowest possible value permitted by the P3 scheme. 
Continued deposition below this vertical height continued to suppress density in P3 as low 
as 2 km, when other microphysical processes began to modify the density field. In phase 
three (Figure8.2 column 3), deposition was less consistent at the cloud top, and instead, in-
terspersed regions of sublimation were present. However, sublimation had minimal effect 
on the overall density, as shown in the 5.5–6 km layer, and its presence served only to tem-
porarily prevent the deposition from reducing density in this height range.

The deposition process in ISHMAEL (Figure 8.1) played a similar role as in P3, but pro-
duced less severe reductions in density. For example, during phases one and two (columns 
1 and 2), the entire 5 km vertical layer below the cloud top was entirely dominated by de-
position, as in P3, but the density reduced to no less than 400 kg m−3 in this region. Indeed, 
in the highest 2 km of the cloud, average particle density actually increased slightly, likely 
indicating that nucleation of high density cloud ice in this region was sufficient to balance 
out any reduction due to deposition. It was not until much deeper in the atmosphere that 
the nucleation rate waned, and deposition gradually reduced the precipitation density at a 
much slower rate than P3. During phase three (column 3), the deposition layer became in-
terspersed with sublimation, as in P3. In this instance, sublimation layers had a much more 
significant impact on particle density in ISHMAEL than in P3, with sublimation effectively 
increasing particle density. Consequently, precipitation in ISHMAEL retained a high dens-
ity similar to that of bulk ice as low as 5 km above the surface, and the density of precipita-
tion entering the mixed-phase layer (lowest 2 km) was 8 times larger in ISHMAEL (�400 kg 
m−3) than in the P3 scheme (�50 kg m−3).

Within the lowest 2 km of the atmosphere, the mass tendency field became dominated by 
mixed-phase processes in both schemes, which ultimately determined the drastic differ-
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ences in density achieved at the surface. In the P3 scheme (Figure8.2) the processes found 
in the sub 2 km layer were extremely similar, spanning melting, wet growth, and riming, 
but their relative dominance as a fraction of the entire mass tendency was unique in each 
phase. For example, in phase one (column 1), melting (red) was dominant in a narrow layer 
between 1.8 and 2.3 km, and in phase 2 this decreased in elevation slightly to 1.5 km. Whereas 
in phase three, melting was present only in a small layer around 1.5 km and contributed less 
than 0.2% of the overall mass tendency. Comparisons of the melting layer to the density 
tendency (white) indicate that density was not directly influenced by melting in P3. For ex-
ample, during phase two when the melting layer was deepest and vertical layers were not 
shared by other processes, density did not substantively increase from the minimum density 
that had been achieved by the deposition process. We note that increases in density within 
the melting layer during phase one were therefore likely due to other processes. It is likely 
that, if the effect of melting was not directly incorporated to precipitation density, then a 
corresponding density change would be invoked by wet growth (purple). However, an ex-
amination of density changes during wet growth generally indicate that this process also 
had little influence on average density. For example, during phase three wet growth had a 
negligible effect on the density of precipitation. The most severe increases in density oc-
curred in the presence of wet growth, but were not directly associated with wet growth. 
Instead, large increases in density were attributed to the riming process (yellow) during 
phases one and two. During phase one, when riming formed less than 20% of the mass 
tendency and wet growth contributed more than 80% of the mass tendency, density was 
stagnant at approximately 300–400 kg m−3, and the largest increase in density came in a 
narrow layer (�2 km) where riming was present in an environment of relatively low (< 30%) 
wet growth, indicating that riming was a source of the increasing density. This is corrob-
orated during phase two (column 2), where riming takes an increasing portion of the mass 
tendency (�45%), which increases the density from 50 kg m−3 to more than 800 kg m−3). 
This analysis therefore shows that the density in P3, and by extension the SLR, at the sur-
face were dependent on the two microphysical processes: the deposition process, which 
produced very low densities of ice, and the riming process which produced large densities 
of ice.

Now consider the mixed-phase processes that occurred within the lowest 2 km of the atmo-
sphere in the ISHMAEL scheme (Figure8.1). It is apparent that the largest density increases 
were associated directly with melting (red). For example, in phase one (column 1), melting 
between 1.5 km and 2.3 km produced a 200 kg m−3 increase in density, and a subsequent 
surface level melting layer induced a second 200 kg m−3 increase in density. During phase 
two (column 2), melting became dominant throughout the lowest 2 km of the domain, and 
consequently density increased by approximately 500 kg m−3 until the maximum allowed 
density was obtained. In phase three, melting took a smaller portion (�40–60%) of the mass 
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Figure 8.1. Phase-averaged density and microphysical process rate with elevation at SBNY for the ISHMAEL 
microphysics scheme. Values averaged per vertical layer in a column with 20 km2 base centred on SBNY. 
Average density in each vertical layer (White line). Average microphysical process mass tendency rate as a 

fraction of the total microphysical process mass tendency rates per vertical layer (see legend). Phase averaged 
number aggregation rate per vertical layer given in side plot per phase with symmetric logarithmic scale.

Figure 8.2. As in Figure 8.1 but for the P3 microphysics scheme.

tendency, and so the density increased only marginally. This effect was likely mitigated by 
the simultaneous presence of deposition and riming. From this analysis, it is difficult to in-
terpret the role of riming on the precipitation density. In phases one and three, riming was 
coincident with stagnation of the density value, and whilst this may be interpreted as hav-
ing a negligible effect on the precipitation density, we instead argue that riming tends the 
density toward a moderate value (500–600 kg m−3) and so the effect of riming appears in-
consequential.
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The analysis shown in Figures 8.1–8.2 help to illuminate the processes responsible for the 
largely inaccurate SLR found at the surface in Figure 8.1. For example, ISHMAEL continu-
ously underestimated the SLR (column 5) during all phases due to the production of dens-
ities that were between 6 and 8 times too large. It is evident that this poor prediction ori-
ginated with the melting process, which dominated the mass tendency of the lowest layers 
during phases one and two, and was also responsible for the most severe increases in dens-
ity. However, it is notable that the aloft of the mixed-phase layer, deposition and aggrega-
tion failed to reduce the precipitation density to below 400 kg m−3 and so the precipitation 
field that descended into the melting layer already had a high density. This was most evid-
ent in phase three, when high average SLR (2.2) remained relatively unchanged from the 
deposition layer at 2.5 km. The importance of deposition for the SLR can therefore not be 
understated, even during phases one and two, where a substantially reduced density aloft of 
the melting layer would likely have mitigated the densification experienced in the melting 
layer below.

The P3 scheme SLR was shown to be almost entirely dependent on riming. For example, 
the density of the precipitation field was uniform across phases as low as 2 km, but it was 
within this shallow layer that the final value of density was determined. Analysis of the ver-
tical distribution of microphysical mass tendencies in Figure 8.2 showed that the amount 
of riming within the shallow layer was responsible for the density prediction at the ground. 
For example, during phase two the SLR was 6 times smaller than observed when riming in-
creased the density of precipitation to near the bulk value of ice, and in phase three, riming 
was not typically present, the density remained low and the surface level SLR was high. It 
is notable though, that the density predicted in phases one and three is only an indicator of 
the surface SLR shown in Figure 8.1 column 5. In fact, the SLR in P3 especially is biased 
by the partitioning of ice mass amongst snow and ice. The liquid equivalent snow mass 
was much larger in phases one and three, which biased the mass toward the density of snow. 
Whereas in ISHMAEL, the snow mass was the smallest portion of the precipitation field. It 
is important then, that the snow depth is considered not only as a density and mass product, 
but in terms of the individual contributions of hydrometeor types.

8.2 Analysis of Density Formulations

From Figure 8.1 direct comparison of the density field to observations was conducted, and 
through Figures 8.1–8.2 the microphysical processes that induced the simulated surface 
level densities were determined. In P3, the most substantial process was identified to be 
riming, whereas in ISHMAEL, melting and deposition were more important. Additionally, 
it was found that the relative mass was an important factor when mass weighting the final 
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SLR. Thus, the aggregation routine of each scheme is called into question. Here we will 
analyse the mathematical relationship between density and these microphysical processes 
for each scheme.

8.2.1 Density Formulation per Scheme

In ISHMAEL, the mass-weighted density of precipitation is modified by microphysical pro-
cesses via their effect on the precipitation mass tendency. From Jensen et al. (2017) (their 
Equation 14), the average particle density after a microphysical process has occurred is:

𝜌𝐼(𝑡 + 𝛿𝑡) = (1 − 𝑤𝑥)𝜌𝐼(𝑡) + 𝑤𝑥𝜌𝑥, (8.3)

where 𝑤𝑥 is a weighting function that ensures that the final particle density is related to the 
change in mass that originates with process 𝑥:

𝑤𝑥 = (𝑑𝑞𝐼/𝑑𝑡)𝑥𝑞𝐼(𝑡) Δ𝑡 (8.4)

In the ISHMAEL code this applied per process as:

̄𝜌𝑡+1 = ̄𝜌𝑡 (1 − 𝑞mltΔ𝑡𝑞𝑖 ) + 𝜌𝑙 (𝑞mltΔ𝑡𝑞𝑖 ) (8.5)

̄𝜌𝑡+1 = ̄𝜌𝑡 ( 𝑞𝑖𝑞𝑖 + 𝑞depΔ𝑡) + 𝜌dep (1 − 𝑞𝑖𝑞𝑖 + 𝑞depΔ𝑡) (8.6)

̄𝜌𝑡+1 = ̄𝜌𝑡 ( 𝑞𝑖𝑞𝑖 + 𝑞rimeΔ𝑡) + 𝜌rime (1 − 𝑞𝑖𝑞𝑖 + 𝑞rimeΔ𝑡) (8.7)

̄𝜌𝑡+1 = ̄𝜌𝑡 ( 𝑞𝑖𝑞𝑖 + 𝑞wet growthΔ𝑡) + 𝜌𝑙 (1 − 𝑞𝑖𝑞𝑖 + 𝑞wet growthΔ𝑡) (8.8)

̄𝜌𝑡+1 = ̄𝜌𝑡 (1 − 𝑞nuc𝑞𝑖 ) + 𝜌𝐼 (𝑞nuc𝑞𝑖 ) (8.9)

Equations 8.5–8.9 indicate density changes for melting, deposition, riming, wet growth, and 
nucleation respectively. Net tendencies are positive.
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Note that the formulation for melting differs from other microphysical processes. This change 
enables the density to be calculated based on a loss of initial mass i.e. 𝑞mltΔ𝑡/𝑞𝑖 ≤ 1. 
Whereas the formulation for other microphysical processes determine density when ex-
ternal mass is added, i.e. 𝑞𝑖/(𝑞𝑖 + 𝑞xΔ𝑡) < 1.

Considering these formulations it is evident that the change in density per process depends 
only on the size of the mass tendency relative to the ice mass mixing ratio, and the size of 
the density associated with the microphysical process.

A simple analysis can be done by considering the ratio of mass tendency rates. For example, 
we might consider the mass tendency for wet growth and melting, as both processes oc-
curred in close proximity. We may write the equation for density change due to melting as 
a ratio of the initial and final densities indicating growth or contraction of the density vari-
able:

𝑀𝛿𝑡 = ̄𝜌𝑡+1̄𝜌𝑡 = (1 − 𝑚) + 𝜌�̄�𝜌𝑡 𝑚, 𝑚 = 𝑞mltΔ𝑡𝑞𝑖
and the wet growth density as: 𝑊𝛿𝑡 = ̄𝜌𝑡+1̄𝜌𝑡 = 𝑤 + 𝜌�̄�𝜌𝑡 (1 − 𝑤), 𝑤 = 𝑞𝑖𝑞𝑖 + 𝑞wet growthΔ𝑡
The ratio of these density tendencies 𝑀𝛿𝑡/𝑊𝛿𝑡 describes the relative change in density that 
occurs amongst both processes. This information can be compared:

𝑀𝛿𝑡𝑊𝛿𝑡 = (1 − 𝑚) ̄𝜌𝑡 + 𝜌𝑙𝑚(1 − 𝑤)𝜌𝑙 + 𝑤 ̄𝜌𝑡 (8.10)

Examine the limits as the mass tendency becomes very small: 

lim𝑞mltΔ𝑡→0 𝑚 = 0, lim𝑞wet growthΔ𝑡→0 𝑤 = 1, ∴ lim𝑞iΔ𝑡→0 𝑀𝛿𝑡𝑊𝛿𝑡 = 1
so when the mass tendency of wet growth and melting is very small, then the density change 
due to both processes is equivalent.

Now examine the limits as the mass tendency approaches 𝑞𝑖, i.e. the mass tendency is close 
to the mass of the entire precipitation field.
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lim𝑞mltΔ𝑡→𝑞𝑖 𝑚 = 1, lim𝑞wet growthΔ𝑡→𝑞𝑖 𝑤 = 1/2, ∴ lim𝑞iΔ𝑡→𝑞𝑖 𝑀𝛿𝑡𝑊𝛿𝑡 = 2𝜌𝑙𝜌𝑙 + ̄𝜌,
which is maximised for small ̄𝜌. It is evident that as the average ice density approaches zero 
this ratio will approach 2. However, assuming the lower limit of ice density is approxim-
ately 50 kg m−3 then the ratio is slightly less:𝑀𝛿𝑡𝑊𝛿𝑡 = 20001050 ≈ 1.9, (8.11)

i.e: 𝑀𝛿𝑡 ≈ 1.9𝑊𝛿𝑡̄𝜌𝑀,𝑡+1 ≈ 1.9 ̄𝜌𝑊,𝑡+1
So assuming identical initial masses of ice, and identical mass tendencies of wet growth 
and melting, the density due to melting can be almost double the density due to wet growth 
after one time step if the initial density is low enough.

A similar calculation can be made for general process 𝑋 with associated process density 𝜌𝑥:

𝑀𝛿𝑡𝑋𝛿𝑡 = (1 − 𝑚) ̄𝜌𝑡 + 𝜌𝑙𝑚(1 − 𝑥)𝜌𝑥 + 𝑥 ̄𝜌𝑡 , 𝑥 = 𝑞𝑖𝑞𝑖 + 𝑞𝑥
which has slightly different limit as the mass tendency approaches the ice mass mixing ra-
tio.

lim𝑞iΔ𝑡→𝑞𝑖 𝑀𝛿𝑡𝑋𝛿𝑡 = 2𝜌𝑙𝜌𝑥 + ̄𝜌= 2𝜌𝑙𝜌𝑥 + 50,
which is maximised when the denominator is minimised. Therefore, assuming that the aver-
age density of ice particles is very low (∼ 50 kg m−3), the density factor difference will be 
dependent on the density of the added mass 𝜌𝑥. Considering the processes given in Equa-
tions 8.5–8.9 the two lowest densities of external mass will be 𝜌rime and 𝜌dep, which each 
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have lower limits of 50 kg m−3. Thus the theoretical maximum limit allowed by the ISH-
MAEL code is:

lim𝑞iΔ𝑡→𝑞𝑖 𝑀𝛿𝑡𝑋𝛿𝑡 = 2𝜌𝑙50 + 50 = 20̄𝜌𝑀,𝑡+1 = 20 ̄𝜌𝑋,𝑡+1
Therefore, for identical initial masses of ice, the density due to melting is 20 times larger 
than the density due to deposition after one time step if the initial density of ice is small, 
and if the density of accreted rime or deposited vapour are also small. Of course, the tend-
encies of each process are opposite, the melting process increases density, whilst the depos-
ition process tends to decrease density. Ice that exhibits a low initial density will experience 
little change if it accretes mass with a low density. However, this analysis indicates that 
the form of the density tendency equation for the melting process generally invokes much 
larger changes in density than other, competing processes. This is best illustrated for wet 
growth, which uses liquid density and occurs in the same temperature regime as melting.

The main limitation to this analysis is understanding the range of values that occurred for 
each process in the simulation. For example, the substantial differences in density examined 
theoretically here might not occur during the simulation. An ideal situation to investigate 
this effect is the density change during phases one and two within the melting layer. It was 
evident in Figure 8.1 that the greatest density change was found within the melting layer in 
ISHMAEL during phases one and two, and that melting was coincident with wet growth 
and sometimes riming. Therefore, the average values of mass mixing ratio, density of ice, 
and mass tendencies of each process could be collected, and the effect of the equation for-
mulation could be examined.

Figures 8.3 and 8.5 show the average ice qualities per vertical level aloft of Stony Brook 
during phases one and two, respectively. In phase one, the melting layer, indicated when 
the average temperature (red, solid) exceeded 273.15 K (grey, dashed), was present between 
approximately 1.6–2.6 km in elevation. In the melting layer, ice mass mixing ratio (blue, 
solid) decreased and melting (black, dashed) and riming (black, dotted) became active pro-
cesses, with melting typically 2–3 orders of magnitude greater than riming. The corres-
ponding density field (Figure 8.3, right), showed a large average increase in density within 
the melting layer, rising from 600 to 800 kg m−3.

The value of 𝑀𝛿𝑡/𝑊𝛿𝑡 was determined at approximately 2.5 km elevation, which aligned 
with a zone of melting and riming. In this region the ice mass was found to decrease on 
average, and the density increased. The corresponding average values for phase one were: 
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Figure 8.3. Change in microphysical process rate and density with height aloft of Stony Brook for phase one. 
Left: change [kg kg s−1] in cloud droplet mass mixing ratio (blue), riming mass tendency (black, dotted) and 
melting mass tendency (black, dashed). Right: average density (green) [kg m−3]. Temperature (K) overlaid 

for both panels in red.

𝑞𝑖 = 5.1 × 10−4 kg kg−1, 𝑞meltΔ𝑡 = 8.71 × 10−7 kg kg−1, 𝑞wet growthΔ𝑡 = 5.47 × 10−10 kg 
kg−1, ̄𝜌 = 680 kg m−3.

The resulting density evolution was obtained by direct substitution into Equations 8.5 and 
8.8. The resulting density evolution for the values associated with the melting layer in phase 
one is shown in Figure 8.4. Density growth due to melting (red, solid) is considerably lar-
ger than the density growth found with the wet growth variable set (blue, solid). For ex-
ample, after 15 minutes of simulation time, in which the mass tendency rates and ice mass 
mixing ratio are held constant, melting causes the density to increase by 100 kg m−3. Whereas 
a negligible density change was found after 15 minutes for the wet growth equation.

An increased density due to melting was expected due to the high melt rate (8.71 × 10−7) 
compared to the wet growth rate (5.47 × 10−10). To test the difference in density arising 
from each framework specifically, the mass rates of wet growth and melting were swapped 
and the density evolution was recalculated. The result is shown in Figure 8.4 where dashed 
lines corresponding to each process i.e. density due to a low melt rate of 5.47 × 10−10 (red, 
dashed) and density due to a high wet growth rate 8.71 × 10−7 (blue, dashed). It is import-
ant to note that these mass tendencies were not associated with the simulation data and are 
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Figure 8.4. Density evolution during melting and wet growth for switched mass tendency rates.

shown here only for comparison of each density function.

The density evolution predicted by the melting equation and the wet growth equation swap 
when the value of the mass tendencies were swapped. A small difference was found in the 
net increase in density that indicated that the melting routine for either rate produced a slightly 
larger density than the wet growth routine for the same rate, but the difference was less than 
1 kg m−3 in this case. The melting framework, whilst possibly influential, was therefore un-
likely to be the source of the rapid densification that was observed in the ISHMAEL scheme.

Now we examine the variables that each density parameterisation is dependent upon. In the 
case of melting, the only variable is the mass tendency of melting and 𝑞𝑖. Therefore, here 
we consider possible sources for an erroneously large tendency, before cross examining the 
functions for wet growth. The mass tendency for melting largely follows from Lamb and 
Verlinde (2011) (p 374, Equation 8.85):

𝑞mlt =2𝜋𝑛𝑖𝜈 max(𝑎ni, 𝑐ni)𝑙𝑓 (𝑘𝑇𝑓ℎ(273.15 − 𝑇 ) + 𝜌𝑎𝑙𝑣𝐷𝑣𝑓𝑣(𝑞sat0 − 𝑞𝑣))−
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Figure 8.5. As in Figure 8.3 for phase 2.

(𝐶pw𝑙𝑓 (𝑇 − 273.15) 𝑞rime𝜌𝑎 + 𝑞mlt,r,i
)⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟

Collision Enhancement Term

,
where 𝑘𝑇 is the thermal conductivity, 𝑓ℎ and 𝑓𝑣 are the particle-size dependent ventilation 
coefficients, 𝑙𝑣 and 𝑙𝑓 are the enthalpy of vaporisation and fusion, respectively, 𝐷𝑣 is the 
diffusion coefficient, and 𝐶pw is the heat capacity of water. The variables 𝑛𝑖, 𝑞𝑣, and 𝑞sat are 
the number mixing ratio of ice crystals, the vapour mixing ratio, and the saturation vapour 
mixing ratio at 0∘C, respectively. The largest of the particle characteristic radii 𝑎ni and 𝑐ni

is also used. Finally, the variables 𝑞rime and 𝑞mlt,r,i are the mass tendency of riming and the 
mass tendency of melting due to contact of rain with ice in a warm environment.

In P3, the formulation is very similar:

𝑞mlt = 2𝜋𝑛𝑖𝑙𝑓 (𝐹5 + 𝐹14𝑆𝑐1/3(𝜒𝜌𝜌𝑎𝜇 )0.5) (𝜅(273.15 − 𝑇 ) + 𝜌𝑎𝑙𝑣𝐷𝑣(𝑞sat0 − 𝑞𝑣)) (8.12)

where 𝜅 = 1.414 × 103𝜇, 𝜒𝜌 is a fall speed density correction term. 𝐹5 and 𝐹14 are fall 
speed related variables derived from the particle size distribution. Notably, P3 does not in-
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corporate enhancement of the melting term by collisions of ice and rain as in ISHMAEL.

The similarity of the melting formulation in each scheme allows for the parameters to the 
melting mass tendency to be directly compared. We note that there are four factors that 
could potentially drive differences in the mass tendency due to melting between P3 and 
ISHMAEL; the number concentration of ice 𝑛𝑖, the temperature above zero 273.15 − 𝑇, the 
saturation mixing ratio difference 𝑞sat0 − 𝑞𝑣 and the collision enhancement term, which only 
plays a role in the ISHMAEL scheme. These terms were output and averaged in a shallow 
vertical column over Stony Brook in Figure 8.6.

Figure 8.6. Time series of dependencies for the mass-melting process in a shallow layer aloft of Stony Brook 
during phases one and two; ice crystal number concentration (kg−1) (left), temperature (K) (column 2), 

vapour mixing ratio (kg kg−1) (column 3), and rain ice collision term (kg kg−1 s−1) (column 4).

Comparison of the melting dependencies across the P3 and ISHMAEL schemes did not in-
dicate that a substantial difference was present, and therefore did not explain the larger ap-
parent effect of melting upon density in the ISHMAEL scheme. Figure 8.6 columns 2–3 
show the temperature difference and saturation mixing ratio difference, respectively for the 
ISHMAEL (blue) and P3 (green) schemes. Both of these variables were similar in mag-
nitude, and maintained very similar magnitudes and tendencies throughout phases one and 
two implying that the thermodynamic environment was consistent.

The most obvious candidate for a difference in mass tendency was the rain-ice collision 
term in ISHMAEL. This microphysical process ensures that rain colliding with ice in a 
warm environment melts the entire crystal, and thus, in the melting layer, where mixed-
phase interactions are likely it might be assumed that this term could provide a substantial 
additional melting effect. However, analysis of this term in the ISHMAEL scheme (Figure 
8.6 column 4) showed that the magnitude of this component did not generally exceed 10−10
kg kg−1 s−1. Therefore, this component provided minimal adjustment to the melting tend-
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Figure 8.7. Tendency of melting for the ISHMAEL and P3 schemes during phases one and two in a shallow 
vertical layer aloft of Stony Brook.

ency and was not substantial enough to drastically alter the density profile of melting ice.

The number concentration (Figure 8.6 column 1) shows the largest deviation between mi-
crophysics schemes of all melting dependencies considered here. During phase one, ISH-
MAEL produced up to 6 times fewer crystals than P3 in the melting layer aloft of Stony 
Brook, but during phase two ISHMAEL simulated twice as many crystals as P3. It is pos-
sible that the relative difference in ice number concentration was a factor in the different 
density sensitivities for this schemes during melting. For example, Figure 8.1 shows that 
density increased more so in phase two when the melting layer was larger and when number 
concentration in ISHMAEL exceeded that of P3. However, even in the more narrow melt-
ing region during phase one, the increase in density was substantial (> 200 kg m−3), espe-
cially compared to P3, which would contradict the influence of number concentration.

Similarities of the melting dependencies in both schemes do not generally indicate that a 
large difference in the mass tendency was present from these terms. The average melting 
mass tendency of ice in the melting layer was therefore retrieved for both schemes in the 
shallow layer aloft of Stony Brook and compared in Figure 8.7.

The most notable feature of Figure 8.7 is that the mass tendency exhibited by ISHMAEL is 
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in good agreement with the shape of the number concentration curve in Figure 8.6 (column 
1). For example, local inflections in the number concentration at 2200 UTC and again at 
0000 UTC are mirrored by inflections in the melted-mass tendency at the same times. Ad-
ditionally, at approximately 2330 UTC the ice crystal number concentration in ISHMAEL 
intersects the number concentration in P3, and exceeds it for the remainder of phase two. 
An identical relationship is found in the melted-mass tendency, positing that the number 
concentration is a significant factor in the melted mass parameterisation of both schemes, 
and the relative difference in number concentration may be a key factor for the loss and 
densification of ice. However, Figure 8.7 shows that this relationship is not apparent in P3, 
which continually reduces its number concentration during phase one whilst simultaneously 
increasing the melted mass tendency. This highlights an important consideration for this 
analysis, namely that, whilst number concentration is a dependency of the melting mass 
tendency, the number concentration is also dependent upon the ability of the melting pro-
cess to remove ice crystals by conversion to rain. The apparent difference in relationship 
between number concentration and melted mass tendency posited by comparison of Figures 
8.6 and 8.7 may indicate that the causal relationship in these two schemes differs. In P3, the 
relationship indicates that melting tends to reduce the crystal concentration, and therefore 
the rate of crystal reduction by melting is likely larger than the flux of crystals entering the 
melting layer. Whereas in ISHMAEL, the opposite relationship indicates that the melting 
process is directly driven by the number of ice crystals. It is possible therefore, that ISH-
MAEL has a larger net flux of crystal number to the melting layer, which sustains and en-
hances the melting process.

Overall, the SLR simulated at Stony Brook and determined in the previous chapter was 
found to originate with the melting process in ISHMAEL, and with the riming process in 
P3. The mass tendency profiles of these processes aloft of Stony Brook were analysed, and 
it was found that the melting mass tendency did not differ significantly between each scheme. 
The difference in simulated density tendency within the melting layer is therefore likely to 
originate with differences between the frameworks of the microphysics schemes, such as 
the mass distribution hypothesis. 
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Chapter 9

Introduction

In Part II, the development of precipitation by three microphysical schemes was detailed 
for a simulated north-east U.S winter storm. The character of the precipitation field at the 
surface was found to be unique to each scheme. The precipitation type and distribution pre-
dicted at the surface varied considerably from observations, and mixed success was achieved 
by each scheme in specific areas. For example, the Morrison scheme, which uses a con-
ventional categorised-hydrometeor framework, was found to produce heavy snow over the 
entire domain for the entirety of the simulation. Whereas the ISHMAEL scheme, which 
is built on a generalised-ice framework that advects ice particle properties including ice 
particle shape, produced considerably more rimed particles, proving especially sensitive 
to mixed-phase processes. The P3 scheme, which is also built on a generalised-ice frame-
work but explicitly tracks rime density, produced a more balanced precipitation field of 
some snow and some mixed-phase precipitation, but also tended to be extremely sensitive 
to melting aloft.

The large discrepancies identified in the simulated precipitation field for this case are a cause 
for concern. Such extreme differences in predicted precipitation with only the choice of 
scheme implies that even the act of choosing a microphysics scheme prior to the simula-
tion start may be a considerable source of error. Indeed, the highly variable precipitation 
field that was found in this case, both at the surface and aloft, shows that the introduction of 
new prognostic variables and considerably more complex ice particle frameworks are not 
guaranteed to improve forecasts.

The divergence of forecasts from observations, and from each other, that was exhibited by 
these schemes requires further investigation if the source of these divergences are to be es-
tablished and remedied. The most interesting case was the ISHMAEL scheme, which aims 
to incorporate crystal habit. This is an interesting development, because ice crystal geo-
metry plays a role in many microphysical processes and therefore provides numerous op-
portunity to improve upon their existing parameterisations. However, the inclusion of habit 
was found to increase sensitivity to mixed-phase processes, whilst reducing aggregation ef-
ficiency, causing a severe underestimation of snow depth. Examining the qualities of ISH-
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MAEL simulated ice crystals in the vertical, it was found that their qualities often origin-
ated with the deposition process, which produced a considerably larger deposition mass 
tendency in this scheme than in either Morrison or P3. As a result, the cloud ice field was 
very large in total mass, and travelled to low elevations relatively unaffected by other pro-
cesses. Therefore, deposition was likely highly influential to the final precipitation type that 
reached the surface. It is therefore of interest to consider the habit parameterisations role 
during deposition, and its ultimate influence on subsequent microphysical processes.

9.1 Motivation from a Previous Study

Given the commonality of single-dimensioned capacitance formulations amongst bulk mi-
crophysics schemes, it is of interest to determine if the inclusion of a three-dimensional ca-
pacitance formulation to the ISHMAEL scheme may provide improvements to the particle 
size distribution of cloud ice that results from the deposition process. This is similar in 
nature to the questions previously posed for ISHMAEL in Part 1, that namely discussed 
how the inclusion of parameterised habit affected the rate of microphysical processes, and 
ultimately the precipitation simulated at the model surface. Indeed, the inclusion of habit 
is a complex update to a bulk scheme because the effects span all microphysical processes, 
and all types of ice. In ISHMAEL, the habit depends on the microphysical process rates 
provided by the inherent growth ratio of ice 𝛿∗ and additionally, the opposite is true such 
that the microphysical process rates are also dependent on the ice crystal geometry. There-
fore the ramifications of geometry are far reaching in their extent, not only because this ad-
aptation is novel, but because the ice habit affects almost every component of the micro-
physics scheme, from riming to capacitance.

In Part 1, the ISHMAEL scheme was compared to the P3 and Morrison schemes during a 
mid-latitude winter storm event that featured periods of heavy riming, a precipitation type 
each scheme had hoped to improve the forecasting of upon its release. Only ISHMAEL 
parameterised habit, whereas P3 captured rime density and Morrison used a discrete graupel 
category. The microphysical process mass-tendencies simulated by each scheme were com-
pared, as well as the type and distribution of precipitation on the ground.

The results of Part 1 led to several important conclusions, but here we focus on the extent 
of ice production in the ISHMAEL scheme. During the simulation of three phases of the 
storm, ISHMAEL produced more graupel and small, high density ice crystal mass than 
other schemes, which resulted in an unusually high average density of the precipitation re-
ceived at the surface and an unexpectedly small snow depth. The precipitation field was 
strongly influenced by sensitivity to melting, but poor aggregation and increased vapour 
deposition were also considerable aggravating factors. The consistent presence of high-
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density ice at all stages of the simulation was found to originate at high elevations indic-
ating that early crystal growth at high altitude was an influential factor to the simulated pre-
cipitation density at the ground. Figure 9.1 showed that the total and average number con-
centrations and masses of cloud ice were much larger in ISHMAEL and Figure 9.2 indic-
ated that the vapour deposition to graupel-like ice was considerably larger in magnitude and 
occurred high up in the cloud. It was hypothesised that vapour deposition produced high 
density and spherical ice at high elevation, and that these ice qualities caused resistance to 
aggregation during descent. Additionally, high masses of ice aloft of the melting layer at 
Stony Brook were likely to have increased the mass melting and rain production, with re-
freezing enabling the rapid descent of the melting layer base.

Given the increased total mass of cloud ice and density of cloud ice in the ISHMAEL scheme 
compared to other bulk schemes in Part 1, it is likely that the inclusion of habit has enabled 
a much larger deposition mass tendencies to ice particles than found in other schemes. When 
assessing the relationship between ice particle geometry and deposition, the natural course 
of investigation was to pursue the predicted ice crystal capacitance, which relates the ice 
geometry to the deposition mass tendency. It is hypothesised that the increased vapour de-
position rates and comparably heavier and geometrically larger ices found in ISHMAEL 
were a direct consequence of the ice-habit parameterisation and that the source of the mass 
tendency difference is likely to be the capacitance term.

9.2 Investigation

In this part, the capacitance term is investigated to determine if it is likely to be artificially 
enhanced in the ISHMAEL scheme in comparison to other bulk schemes, and by extension, 
an influential component to the accurate simulation of the precipitation field in the ISH-
MAEL scheme. The capacitance forms a constant in the mass tendency equation:

d𝑞𝑖
d𝑡 dep

= 1𝜌𝑎 ∫∞
0 4𝜋𝐶𝑖𝐺𝑖𝑠𝑖𝑛(𝑎𝑖)𝑑𝑎𝑖 = 𝑁𝑖𝜌𝑎 4𝜋𝐶𝐼𝐺𝑖 (9.1)

Therefore, if the capacitance term is increased a proportional increase in mass tendency is 
expected. This results in more efficient mass growth to crystals and ultimately a larger total 
mass of cloud ice.

In addition to investigating if the capacitance is a factor for deposition and cloud ice growth 
efficiency, it is also desirable to quantify the effects of this enhanced precipitation type for 
subsequent processes such as riming. For example, ices crystals that grow to large dimen-
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(a) 

(b) 

(c) 

Figure 9.2. Time series of total vapour deposition mass tendency to graupel as determined in a previous 
simulation of a north-east winter storm using WRF for domains 1–3.
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sions have greater fall speeds and surface areas than smaller crystals of similar density, and 
these variables are key dependencies to the riming process. As was shown in the previ-
ous study, riming, and especially wet growth, produce densification of the ice and tend its 
geometry towards spherical, features that typically resist aggregation and snow production. 
Therefore, the production of cloud ice crystals that are larger, may lead to the comparatively 
more dense ice precipitation field, and limited snow depth. In addition, spherical geomet-
ries stubbornly resist geometric change and fall with typically greater speed. Thus, the habit 
parameterisation may inhibit aggregation by not only creating spherical particles, but pro-
ducing a faster falling precipitation field that reaches the surface quickly, and so reduces the 
total time frame available for aggregation to occur.

This study aims to investigate several questions pertaining to the capacitance, vapour de-
position and riming across the two IMPACTS cases detailed earlier. This analysis is con-
ducted using two microphysics schemes, the Morrison and ISHMAEL schemes, which provide 
a conventional one-dimensional, and novel three dimensional parameterisation of capa-
citance, respectively. The aims of this study are to determine the relative difference in ice 
qualities directly or secondarily resulting from the vapour deposition process. For example, 
the magnitude of the vapour-deposition mass-tendency to cloud ice, the relative difference 
in cloud ice mass and number concentration between schemes, and the consequences of el-
evated mass and number upon key riming or aggregation dependencies, such as fall speed, 
average crystal mass and density.

These questions are analysed using simulations of two north-east U.S. winter storms: the 
first on 18 January 2020 and the second on 25 February 2020 (hereafter Case 1 and Case 2, 
respectively). These storms were chosen for several reasons; first, that the cases resemble 
similar environments, meteorological events and locations as the storm simulated in Part 1. 
All, for example, are north-east U.S. winter storms that underwent a period of mixed-phase 
precipitation production amongst a more broad, snow-laden precipitation field at the sur-
face. Also important was the availability of data, which was on the whole very thorough 
throughout the IMPACTS campaign, but was found to be most comprehensive for these two 
cases (see Figure 2.9). Observational data was recorded by the IMPACTS (The Investiga-
tion of Microphysics and Precipitation for Atlantic Coast-Threatening Snowstorms) study, 
a multi U.S. state, coordinated measurement run that combined simultaneous in situ and 
remote-sensing observations for a given storm. The data sets available include ice-particle 
size-distributions, crystal number concentrations, habit data, and precipitation code, which 
form useful verification data for the simulated ice particle size distributions, and in ISH-
MAEL, the approximate ice habit. Additionally, dual-polarisation radar data and multiple 
thermodynamic soundings are available for both cases to ensure a similar thermodynamic 
environment.
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Simulation of these cases is conducted by the WRF model using ISHMAEL and Morrison 
microphysics schemes for otherwise identical model namelist settings. Three nested do-
mains were centred over Long Island, and the central to eastern mainland United States, 
extending from the Gulf of Mexico to central Canada. The locations of these domains are 
are shown in Figure 2.9. The parent domain had 20 km grid spacing, and a grid-space ratio 
of 5:1 per nested domain was used for nested domains resulting in a domain 3 grid spacing 
of 800 m. The parent domain in each case was chosen to ensure that it encompassed any 
significant mesoscale features of the respective storm. Domain 3 was placed over the flight 
path of the P-3 to compare in situ measurement data at the highest possible resolution. The 
comparison of ISHMAEL shape parameterisation and in situ ice particle measurement is 
perhaps the first ever verification of three dimensional, scheme-derived capacitance in a 
mesoscale model.

To conduct the study, one must determine the spatial range and the precipitation to be in-
cluded in the analysis. The following sections briefly describe the motivation for analysis 
over the given spatial subsection, the results obtained, and the shortcomings of this spatial 
analysis.

265



Chapter 10

Preliminary Results

To begin an investigation into the deposition process, it was important to first establish the 
cloud ice characteristics of both simulated IMPACTS cases. The cases were simulated us-
ing the ISHMAEL and Morrison microphysics schemes with otherwise identical namelist 
settings. The cloud ice precipitation-type was of interest as it is assumed to primarily grow 
via the vapour deposition process at high elevations within the cloud structure and so con-
sequently acts as a seeding precipitation type for subsequent mixed-phase processes during 
descent.

10.1 Broad-scale Analysis of Cloud Ice

To understand the general character of each scheme’s cloud ice production, the broadest 
possible comparison of cloud ice mass and number were made. Figure 10.1 shows the total 
cloud ice mass (top row) and number (bottom row) per time step over the parent domain for 
the ISHMAEL and Morrison (black) microphysics schemes. The Morrison scheme outputs 
the cloud ice category directly, whilst the ISHMAEL cloud ice is filtered using the parti-
tion method to obtain only cloud ice-like particles. In ISHMAEL, the cloud ice can derive 
from both of the simulated ice-type categories 1 and 2, which are based on aspect ratio at 
point of nucleation, so mass and number originating from both types are shown in blue and 
yellow, respectively. Note that the ice-type 3 category (aggregated ice) is omitted as cloud 
ice is not assumed to undergo aggregation (at which point it is classified as snow). The total 
ice mass (kg) and number (dimensionless) are calculated from the product of each respect-
ive mixing ratio with the air density 𝜌𝑎 and the cell volume 𝑉. For these simulated cases, 𝜌𝑎 was output by the WRF model directly and 𝑉 was calculated in post-processing using 
the WRF staggered grid based at the cell edge, and the dynamic vertical grid height spacing 
determined by the WRF model during initialisation. The total mass or number is then re-
trieved by summation over each value throughout the entirety of the domain per time step, 
and the result is shown as an unstacked bar chart.

The results for the simulated total mass and number shown in Figure 10.1 indicate that ISH-
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MAEL ice-type 1 produces a consistently larger total mass (Figure 10.1, top) than the Mor-
rison scheme for both simulated cases (left, right), but that total ice number (bottom) re-
mains remarkably similar. During case 1, the total cloud ice mass simulated by the ISH-
MAEL scheme for both ice-types was on average 4.9 times larger than that simulated by 
the Morrison, and 4.7 times larger on average during case 2. Perhaps most remarkable was 
the consistency of the total mass field simulated by each scheme. For example, the relat-
ive difference in ice mass between ISHMAEL ice-type 1 (blue) and Morrison (black) was 
broadly consistent for all time steps and for both cases, which indicates that the almost 5 
fold factor difference in ice mass is likely to be a characteristic quality of the microphys-
ics scheme rather than a consequence of the simulated meteorological environment. Not-
ably, the total mass simulated within ISHMAEL’s ice-type 2 category was considerably less 
(note the logarithmic y-axis scale) than ice-type 1. This is perhaps expected, as the ice cat-
egory determines only the initial, nucleated ice aspect ratio, and the majority of cloud ice 
crystals are oblate at very cold (nucleation) temperatures. This finding is consistent with 
that of the previous simulation in Part 1, where the ISHMAEL ice-type 2 category was also 
found to typically contain far less mass than category 1.

In contrast with the simulated mass field, the total number of cloud ice particles (Figure 
10.1 bottom) in the ISHMAEL ice-type 1 category was much more similar to that found 
in Morrison. On average, the ISHMAEL scheme had approximately 1.7 times as many ice 
particles in categories 1 and 2 as the Morrison scheme, and the difference between ice-type 
1 and Morrison cloud ice was even less, reiterating the similarity between these categor-
ies. As with the total mass field, the number concentration retained a remarkable consist-
ency in magnitude per scheme and per case, and the relative difference between ISHMAEL 
cloud ice number and Morrison cloud ice number remained very small at all times. For ex-
ample, during case two (right) a period of declining number concentration was closely rep-
licated by both schemes simultaneously. This consistency implies the same conclusion as 
with the total cloud ice mass, that the typical magnitude of the ice crystal number is likely 
to be characteristic of the microphysics scheme it pertains to, whilst the overall tendency 
depends on the meteorological event that is simulated. In the case of number concentration, 
these characteristic total numbers show very good agreement.

Given that the primary difference in cloud ice between the ISHMAEL and Morrison schemes 
was the production of cloud ice mass, it is advantageous to examine the deposition mass 
tendency in both schemes, which ultimately determines the mass growth of crystals by con-
ventional means (i.e. ignoring computational amendments to the mass field such as auto-
conversion). The total deposition mass tendency is shown in Figure 10.1 per case as a sub-
figure in the top right of the total mass plot, respectively. The total deposition mass tend-
ency is computed in a similar manner to the total mass and number, by multiplication of 𝜌𝑎 and 𝑉, and summation over the entire domain per time step. Note that the per-second 
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tendency unit is not modified. This choice was made because the domain 1 data was output 
with a history interval period of 1 hour between data points and it is therefore likely that 
the per-second deposition tendency integrated over an hour long period would be poten-
tially inaccurate. However, the general magnitude and tendency of the mass deposition can 
be deemed to be broadly representative of each scheme over time. The mass tendency was 
filtered to account for only cells that were characterised as containing cloud ice. Physically, 
the total deposition tendency shown in each subfigure is indicates the amount of mass that 
was being redistributed from the vapour field to the cloud ice mass field per second across 
the entire domain.

The overall character of the total deposition mass tendency is similar amongst both of the 
simulated cases (Figure 10.1). The deposition was mainly applied to ice-type 1 (blue) in 
ISHMAEL, which is expected given that this ice category had a much greater total crystal 
mass and number than ice-type 2. The Morrison (black) scheme mass tendency was consid-
erably smaller than was found in ISHMAEL, by almost one order of magnitude across both 
cases. Interestingly, the magnitude of the deposition tendency in Morrison is quite sim-
ilar to that of the ISHMAEL ice-type 2 (yellow) category, which is surprising given that a 
large mass and number difference existed between these ice-types. Comparison of the total 
ice deposition tendency in Figure 10.1 (subfigures) to the total mass field (top) per simu-
lated case, indicates that the large difference in mass tendency is likely a causal factor in 
the development of much larger total mass in the ISHMAEL scheme. Indeed the relative 
difference between ISHMAEL ice-type 1 and Morrison mass is reflected in the shape of 
the deposition tendency and shows good agreement over time. For example, reductions in 
the ISHMAEL ice-type 1 mass tendency rate at time step 40 in case one, and time steps 28 
and 42 in cases one and two, respectively, are strongly correlated with corresponding reduc-
tions in the total mass field at identical times. Thus, it is a reasonable conclusion that not 
only is cloud ice mass typically larger in the ISHMAEL scheme than the Morrison scheme, 
as indicated across both simulated cases here and the simulated case in Part 1, but that this 
difference is a direct consequence of much greater mass deposition rates in the ISHMAEL 
scheme, and by extension the parameterisation of habit.

It is notable that the amount of ice considered at all stages in the simulation and at all elev-
ations reduces the reliability of this analysis and, therefore, the reliability of the resulting 
conclusions. For example, we note that by considering the cloud ice qualities across the en-
tire domain for all vertical levels, this analysis fails to consider variations of the cloud ice 
with height. This is an important feature to capture to ensure that the cloud ice mass ori-
ginates from the expected location, i.e. at high elevations in the cloud consisting of mainly 
small, recently nucleated ice that grows primarily via deposition. Ice at high vertical levels 
is less likely to undergo simultaneous mass growth mechanisms via riming or wet growth 
and so is reliant directly on the deposition tendency. It is advantageous therefore, to corrob-
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Figure 10.1. Time series of total cloud ice mass (kg) (row 1), total crystal number (dimensionless) (row 2), 
and total deposition mass tendency (kg s−1) (row 3) simulated by ISHMAEL (blue, yellow) and Morrison 

(Black) during cases one (left) and two (right). ISHMAEL ice-type 1 (oblate-nucleated) and ice-type 2 
(prolate-nucleated) are blue and orange, respectively. The x-axis is given in time steps, which are hourly from 

midnight.
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orate the previous findings with a vertical analysis.

Figure 10.2 shows the total deposition mass tendency, total mass, and number (columns 
1–3, respectively) per time step for cloud ice particles only in Case 1. Each quantity is given 
as a sum-total for the duration of the simulation time per vertical height layer between the 
surface and a maximum elevation of 15 km, which was determined to be the maximum 
elevation of the cloud top. The vertical distribution of the total quantities is given for the 
cloud ice filtered ice-types 1 (top, blue) and 2 (middle, yellow) in the ISHMAEL micro-
physics scheme, and the cloud ice hydrometeor category (black, bottom) in the Morrison 
scheme. Note that the simulated case 2 is not shown, but was found to be almost identical 
in distribution.

The vertical distributions in Figure 10.2 illuminate some key differences in the typical elev-
ation of residency for cloud ice mass amongst both the ISHMAEL and Morrison schemes. 
The total mass field (column 2) shows the greatest overall difference in distribution with 
scheme. For example, in the Morrison scheme (black), cloud ice mass is top-heavy within 
the cloud, with peak simulated mass (∼ 1012 kg) typically present between 7–11 km in el-
evation, and reduces gradually below this region by a factor of 10 at the surface. In stark 
contrast, the vertical distribution of the ISHMAEL (blue) ice-type 1 cloud ice mass is bottom-
heavy, with peak simulated mass 7–10 times greater than in Morrison, and situated between 
2–5 km elevation. A small reduction in cloud ice mass is apparent between this peak and 
the surface, such that cloud ice reaching the ground is on the order 1012 kg, approximately 
30 times greater than was predicted by Morrison. The difference in overall vertical distri-
bution is shown in Figure 10.3 where black shading indicates Morrison, light blue shad-
ing indicates ISHMAEL and dark blue indicates co-location of both schemes. It is evident 
that the mass distribution actually follows a very similar relationship amongst both schemes 
aloft of 9 km, which highlights that the total mass difference derives from persistent, lower 
level ice in the ISHMAEL scheme. A possible explanation for the difference in mass distri-
bution at low elevations is that cloud ice in Morrison reaches the threshold for snow auto-
conversion, and therefore large quantities of the cloud ice mass are removed and added to 
the snow hydrometeor class. This results in an apparent decline in cloud ice mass and num-
ber simultaneously below 7 km. Whereas the ISHMAEL scheme does not autoconvert cloud 
ice mass and number, but rather, the ice can be transferred to an aggregated class if the ag-
gregation criteria are met. As identified in Part 1, aggregation is far less efficient in ISH-
MAEL than Morrison, so cloud ice is likely to persist to low elevations and continue to gain 
mass by deposition. A second explanation is that the mass deposition process in ISHMAEL 
is larger than in Morrison, which increases crystal mass non-linearly with time. This would 
result in exponentially larger crystal mass, with crystals resident for the longest time having 
the greatest mass, and therefore descending deeper through the cloud.
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In addition to the very large mass at the surface contributed by the ISHMAEL ice-type 1, 
the ice-type 2 category (yellow) also produces bottom-heavy vertical distribution that oc-
curs somewhat lower in the atmosphere and results in a sizeable mass at the surface that is 
similar in magnitude to the Morrison scheme. The initialisation of the ice-type 2 category 
at approximately 10–11 km is interesting because it indicates that the onset of nucleation 
for prolate crystals is somehow tied to the elevation in a different manner to oblate crystals, 
although no such discrepancy exists in the nucleation formulation. Indeed, both ice categor-
ies are nucleated at the same rate. Therefore, the relative difference in elevation is theor-
ised to originate with a greater depositional growth rate for oblate crystals that enhances the 
mass of oblate nucleated ice rapidly at the cloud top. In contrast, a slower depositional rate 
for prolate-nucleated ice results in less overall mass in this category, which materialises in 
Figure 10.2 as lower elevation onset nucleation. Importantly, this conclusion corroborates 
that the ISHMAEL cloud ice deposition rate is sensitive to the ice particle dimensions, and 
it is reasonable therefore to conclude that ice habit is a primary factor in the difference of 
deposition rates found in Figure 10.1, both between the ice-types in ISHMAEL, but also 
between the ISHMAEL and Morrison schemes overall.

In column 3 of Figure 10.2, the vertical distribution of cloud ice number is far more sim-
ilar between the ISHMAEL (ice-type 1) and Morrison schemes. This is significant because 
it reveals that the similarities in total number throughout the domain (i.e. Figure 10.1, bot-
tom) are also realised in the vertical. The peak simulated number concentration and surface 
level ice crystal number were broadly similar, which provides further evidence that the ice 
crystal number production rate is consistent amongst both schemes and therefore was not 
significantly affected by the inclusion of ice habit.

The vertical distribution of deposition in both schemes is shown in column 1 of Figure 10.2, 
and the approximate location of its maximum is highlighted with a translucent horizontal 
bar that spans all three columns for the purposes of comparison. It is evident that peak de-
position occurs lower in ISHMAEL (∼ 4–8 km) than Morrison (∼ 8–11 km) and that 
these peaks closely correlate to the mass distribution. For example, in each scheme (and 
ice-type) the peak deposition region aligns closely to the peak, or just aloft of the peak ice 
mass layer. However, no such relationship is found with ice number. The correlation between 
deposition mass and ice mass are not surprising, but do provide additional evidence that the 
broad cloud ice qualities considered in Figures 10.1–10.2 are strongly tied to the deposition 
process, rather than other competing processes in the mass tendency equation, which not 
only increases confidence in the conclusions stated here but also corroborates that the de-
position process is very influential to the precipitation field in the ISHMAEL scheme. The 
large difference in total cloud ice mass found in ISHMAEL at all elevations (but more so 
low elevations) is closely tied to the mass deposition rate, and therefore, the qualities of ice 
arriving at low elevations such as density, aspect ratio and fall speed will be largely determ-
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Figure 10.2. Average vertical distribution of total vapour depositional mass (kg)(left), cloud ice mass (kg) 
(middle), and crystal number (right) over the duration of the simulation for Case 1. ISHMAEL ice-types one 

(blue) and two (orange) are shown in rows 1–2, respectively. Morrison is shown in row 3 (black). Area of 
maximum deposition per scheme and ice-type is highlighted with coloured rectangle per row.

ined by the deposition process. These qualities are dependencies for the riming process and 
therefore, it is a reasonable assumption that riming and graupel production will depend on 
the efficiency and extent of the deposition process in the ISHMAEL scheme.

Having established that ice grown by deposition is likely to be larger in ISHMAEL than in 
Morrison, the next examination is on the origins of elevated cloud ice. We remain inter-
ested in ice grown by deposition, so it’s important to determine of the whole ice cloud pop-
ulation, how much of it is grown under other microphysical methods? Figure 10.4 shows 
the mass growth tendency of several processes for the cloud ice category.

Now we seek to understand which microphysical process is driving the additional growth in 
ISHMAEL. The crystal capacitance used in ISHMAEL’s vapour deposition parameterisa-
tion is expected to increase the mass growth rates proportionally, and hence may be a factor 
for exaggerated mass growth. Interestingly, the ice mass factor difference is within the ex-
pected error of the capacitance indicated by Bailey and Hallett (2006) but this presumes 
that Morrison presents an accurate benchmark of reality. Later, we will compare the simu-
lation to IMPACTS data to determine the actual number concentration of ice found in each 
case.
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(a) Case 1 (b) Case 2

Figure 10.3. Vertical Distribution of total cloud ice mass (kg) and total cloud ice number (dimensionless) in 
the ISHMAEL (light blue) and Morrison (black) schemes (as in Figure 10.2 but overlaid). Overlapping ice 

mass is shown in dark blue.

10.2 Vapour Deposition to Cloud Ice

Given the consistently larger average cloud ice mass in ISHMAEL than Morrison, it is im-
portant to quantify which processes were responsible for this difference. To achieve this, the 
components of the cloud ice mass tendency equation can be examined. These components 
contribute directly to the mass growth of cloud ice and are therefore intrinsically linked to 
the cloud ice mass field. In the Morrison scheme, the mass tendency for cloud ice is a dis-
tinct equation that can be directly retrieved. For the ISHMAEL scheme, cloud ice forms 
only a subset of the overall generalised ice categories, and therefore the mass tendencies for 
cloud ice were extracted using a filtering method (see Methods section).

Figure 10.4 shows the total mass tendency components of differing microphysical processes 
that are applied to cloud ice with time for simulated cases 1 (left) and 2 (right). The mass 
tendency is obtained by summing over the entire domain (domain 3) per time step, and there-
fore indicates the total mass gained by the cloud ice category across the entire domain in a 
single time step. Note that the unit of per second (𝑠−1) is maintained.

In ISHMAEL, four processes that are important to the ice mass tendency are shown: the 
vapour deposition rate (blue), riming rate (yellow), wet growth rate (green), and rain-contact-
freezing rate (red), the latter referring to ice mass added by ice-rain collisions that freeze 
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raindrops. In Morrison, wet growth and contact freezing are not components of the mass 
tendency of cloud ice, so only deposition and riming are shown. Processes that were com-
ponents of the mass tendency but that tend to reduce average mass, such as nucleation, sec-
ondary ice production and melting, are not shown, as this investigation aims to understand 
the sources of elevated cloud ice mass only.

Figure 10.4 shows that vapour deposition rates were the single largest contributor of total 
ice mass in both microphysics schemes for all time periods and across both cases. In ISH-
MAEL (Figure 10.4, left middle), deposition produced by far the most ice mass of all mi-
crophysics processes, consistently achieving summed total mass tendency rates of the or-
der 10−1 for ice-type 1. By comparison, the next largest contributor of mass was riming, 
which produced mass on the order 10−1 kg kg−1 s−1. In the Morrison scheme (Figure 10.4, 
right), the deposition process was approximately one order of magnitude smaller than in 
ISHMAEL on average, and interestingly, the summed riming mass tendency in the Mor-
rison scheme was approximately two orders of magnitude smaller than in the ISHMAEL 
scheme.

Analysis of the average total mass per time step contributed by each process over the dur-
ation of the simulation showed that, in ISHMAEL, vapour deposition accounted for 94% 
and 95% of total ice mass growth on average for cases one and two, respectively. In Mor-
rison the influence of vapour deposition was even more prevalent, with total mass from va-
pour deposition two accounting for more than 99% of total growth on average per time step 
in both cases. Thus, the cloud ice mass overall is practically determined by the vapour de-
position process alone, with other process having minimal overall effect. Interestingly, the 
mass contributed by deposition was considerably less ( ∼75%) for ISHMAEL ice-type 2 
than for ice-type 1 ( ∼95%) in both cases. This difference might indicate that deposition is 
less effective for column-like crystals.

Given the stark difference in deposition mass tendency between Morrison and ISHMAEL 
ice-type 1, and the weaker deposition tendency exhibited by ice-type 2, it is of interest to 
determine where cloud ice crystals typically receive the mass tendency of each process in 
the vertical. Figure 10.5 plots the average mass-weighted height of the occurrence of each 
mass tendency component to the cloud ice precipitation type as a timeseries. The average 
height of deposition is shown with dashed lines, and the average height of riming is shown 
with dotted lines. Additionally, the mass weighted height of cloud ice crystals is also shown 
for Morrison (black triangles), and ISHMAEL ice-types 1 (red circles) and 2 (green circles) 
for comparison.

Figure 10.5 indicates that Morrison cloud ice and ISHMAEL ice-type 1 cloud ice are loc-
ated on average at approximately 6 km, and are co-located with the average height of the 
deposition mass tendency (dashed). This implies that cloud ice mass and the cloud ice de-
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position tendency are likely to be causally linked. In comparison, the typical riming level 
was between 3–4 km elevation for both cases, and for all ice-types. Interestingly, ice-type 2 
forms much lower than cloud ice-type 1 or cloud ice in Morrison and is therefore likely to 
be present in an environment with more constituents for mixed-phase activity. The average 
height of cloud ice-type 2 is co-located with the average vertical level for both riming and 
deposition, which implies that the lower relative proportion of mass growth by deposition 
for this ice-type (see Figure 10.4) is a result of increased riming rather than reduced depos-
ition. The location of the deposition layer for ice-type 2 so low in the domain also indicates 
that this ice-type may be nucleated at a lower region of the cloud.

To account for the difference in ice number for ice-type 2 shown in Figure 10.1, the aver-
age deposition rate was determined per ice-type and is shown in Figure 10.6. Here it be-
comes apparent ISHMAEL ice-type 2 does not undergo deposition less efficiently than ice 
one, rather both ISHMAEL ice-types 1 (red dashed) and 2 (green dashed) exhibit similar 
average deposition rates over both simulated cases. It is likely then given the findings of 
Figure 10.4, that ice-type 2 simply occurs at lower elevation in environments with consid-
erably more riming and wet growth, and so these processes provide a higher proportion of 
the total mass growth overall, but the average deposition rate between ice-types 1 and 2 in 
the ISHMAEL scheme remain very similar in magnitude. In comparison, the average mass 
tendency exhibited by the Morrison scheme 10.6 (black solid), is almost two magnitudes 
smaller than the ISHMAEL scheme, highlighting the large difference in deposition rate ex-
hibited between these schemes.

In terms of the broader picture, and the overarching aim to establish the origin of overall 
cloud ice mass differences, the large bias of mass in ISHMAEL towards the ice-type 1 cat-
egory makes the location of columnar-nucleated ices less important to the cloud ice field 
overall. Ice-type 1, which accounts for the vast majority of all cloud ice, is almost entirely 
driven by deposition. Thus, it is likely that vapour deposition is the process responsible for 
the overall difference in cloud ice mass between the ISHMAEL and Morrison schemes.

The comparison of the total cloud ice deposition rates and the typical cloud ice particle 
mass in each scheme indicates that an inflated mass deposition tendency in the ISHMAEL 
scheme is likely responsible for the elevated growth over Morrison. Recall that, the typ-
ical ice crystal mass in ISHMAEL was 4.9 times larger than Morrison in case one, and 4.7 
times larger in case two. This correlates well with the difference in total mass growth by de-
position in each scheme, whereby ISHMAEL depositional growth produced approximately 
4 times more mass than Morrison in case one and case two. The difference in ice mass between 
the schemes can therefore be partially attributed to the different mass growth rates provided 
by each vapour deposition formulation. That the deposition process is responsible for more 
than 94% of mass growth in each scheme and case only emphasises that this process is chiefly 

276



CHAPTER 10. PRELIMINARY RESULTS

(a) Case 1 (b) Case 2

Figure 10.5. Time series of the mass-weighted average vertical elevation (km) of cloud ice, deposition to 
cloud ice, and riming of cloud ice in cases one (a) and two (b). ISHMAEL ice-type 1 (red), ice-type 2 (green), 

and Morrison (black) are shown with circles and triangles for each respective scheme. Deposition (dashed) 
and riming (dotted) are coloured with respect to each ice-type.

responsible.

(a) Case 1 (b) Case 2

Figure 10.6. Time series of average, per-grid cell vapour deposition rate kg kg−1 s−1 for domain 1 in cases 
one (a) and two (b) simulated by Morrison (black) and ISHMAEL ice-types 1 (red) and 2 (green). Vertical 

bars (coloured according to scheme) indicate the (non-zero) minimum and maximum deposition rate 
simulated by the respective scheme in the time step.

10.2.1 Consequences of Elevated Vapour Deposition for Riming

Elevated ice mass-mixing-ratios and average ice-crystal mass resulting from deposition 
are significant qualities for latter microphysical processes. Here, the implications of these 
factors for the subsequent riming process are examined, namely any changes to the amount 
of riming per crystal (the riming rate) or the total amount of graupel produced by each scheme. 
The amount of riming that can take place is broadly dependent on two factors; the num-
ber of ice crystals with the potential to rime and the efficiency of those crystals to collect 
rime. Increases in either factor can be expected to result in a corresponding increase to the 
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graupel field.

One key dependency for the riming process is the fall speed of cloud ice crystals. Fall speed 
is directly related to the ice crystal density and the flux of crystals is related to the distri-
bution mass mixing ratio. Given that the average crystal mass in ISHMAEL is larger than 
found in Morrison due to increased deposition, the average ice fall speed in ISHMAEL is 
expected to be enhanced. Figure 10.7 shows a brief comparison of average cloud ice fall 
speeds for cases one (left) and two (right) averaged throughout the domain at all vertical 
levels.

(a) Case 1

(b) Case 2

Figure 10.7. Time series of average, mass-weighted fall speed (m s−1) of cloud ice particles simulated by 
Morrison (green) and ISHMAEL ice-types 1 (blue) and 2 (orange), for cases one (a) and two (b).

Figure 10.7 shows that on average, the ISHMAEL ice crystal fall speed was consistently 
greater than found in Morrison. Both of ISHMAEL simulated ice categories, ice-type 1 
(blue) and 2 (orange) exceed the Morrison ice fall speed by a factor of 1.3 and 2, respect-
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ively, and this was found throughout the entire simulation. Notably, ISHMAEL ice-type 
2 (prolate-nucleated) had a higher average fall speed than ice-type 1. It is likely that this 
difference derives from the different average altitudes of growth identified in Figure 10.5, 
where ice-type 2 was found to occur much lower in elevation near the typical height of rim-
ing, and so is likely to accrete mass increasing its fall speed. In contrast, ice-type 1 was 
found much higher in the cloud, and therefore likely exhibited lower fall speeds that reduce 
the overall average.

Figure 10.7 is a very coarse overview of the fall speeds that are actually applied by the rim-
ing parameterisation in each simulation. To increase confidence in a causal relationship 
between elevated ice mass and fall speed, the distribution of these two variables can be rep-
resented explicitly by extracting both values per cell and plotting the resulting value-pair 
in a scatter diagram. This method is is shown for each simulated ice-type and each case 
in Figure 10.8. As the number of data points is very large, a density component was ap-
plied via colour-mapping of the data points in accordance with their local density on the 
plot, which helps to identify where each ice-type’s fall speed falls most frequently. In Fig-
ure 10.8, density colour-mapping is carried out in accordance with the pixel density of the 
graph, which is a reasonable indicator of the fall-speed ice-mass relationship. The aver-
age crystal mass is plotted rather than the ice mass mixing ratio, to reduce the likelihood 
of artefacts from number-weighting, and because this variable is a physically realistic de-
pendency for fall speed.

The relationship between fall speed and average crystal mass shown in Figure 10.8 for cases 
one (top) and two (bottom) are remarkably similar, highlighting that these distributions are 
likely to capture a fall speed relationship that is characteristic to the scheme. The average 
crystal mass range of both ISHMAEL and Morrison ices is approximately 6 orders of mag-
nitude, but the ISHMAEL range (10−12–10−6 ) is one order of magnitude larger than that of 
Morrison (1 × 10−13– 10−7) which is in keeping with the difference in average ice-crystal 
mass-mixing ratio. The majority of this ice, signified in yellow, follows a near exponential 
path (in log space) which eludes to linear proportionality between ice mass and fall speed. 
In the range 10−11 and 10−9 ice fall speeds follow a very similar path for ISHMAEL ice-
type 1 (Figure 10.8, left) and Morrison ice (right), but ices with mass larger than this range 
have a slightly greater fall speed in ISHMAEL. Indeed, the most notable feature is the sig-
nificantly larger spread in fall speeds in ISHMAEL, with ice reaching and exceeding 5 m 
s−1 whereas Morrison ice does not exceed 1.5 m s−1. This latter fall speed limit is exceeded 
by ISHMAEL ice at values as low as 10−9 kg, enabling faster fall speeds for comparable ice 
crystal mass.

Overall, both schemes show that crystals with the largest masses are correlated with the 
highest fall speeds, and both schemes follow a similar relationship between these two vari-
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Figure 10.8. Scatter-density plot of ice fall speed (m
 s −1) versus average crystal m

ass (kg) per cell in dom
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ables. However, the ISHMAEL scheme exhibits a much larger spread in possible fall speeds 
per mass than was found in Morrison. For example, ice crystals with an average mass of 10−8 kg might obtain a fall speed of 1.5 m s−1 but a similar crystal in ISHMAEL readily 
attains twice this fall speed value. Comparison between this relationship, and the typically 
greater average crystal mass in ISHMAEL draws a direct relationship between the depos-
ition mass tendency and the average fall speed of ice that will likely be consequential for 
riming.

In ISHMAEL, the riming procedure states that collection of rime occurs only when ice 
crystal fall speeds exceed those of co-located rain droplets, so ice that exceeds the rain droplet 
fall speed can therefore be considered to have riming potential. Given that we have estab-
lished a link between increased deposition mass tendency and increased fall speeds, it might 
be expected that elevated deposition in the ISHMAEL scheme will enable a greater propor-
tion of the ice crystal field to exhibit a fall speed in excess of the rain drop fall speed. Under 
the assumption that rain droplet fall speeds remain unchanged, a heavier and faster falling 
cloud ice population would lead to a correspondingly higher proportion of ice meeting the 
criterion for riming, thus increasing the constituents available to be rimed upon. Given that 
this criteria defines the upper limit of the total number of graupel particles that can be pro-
duced, overactive deposition in ISHMAEL helps to maximise the potential for riming by 
increasing the particles that may be rimed.

Beyond this, further consideration must be given to the collection efficiency which, too, de-
pends on fall speed, or rather the relative fall speed of droplets and ice. Faster falling ices 
tend to rime more, as aerodynamic deflection becomes less likely, and thus it is expected 
that faster falling ice will collect rime more quickly. Additionally, the process of accretion 
increases the average crystal mass and therefore the fall speeds, the ice growth is likely non-
linear. Increased ice fall speeds are likely to compound this non-linear growth by increasing 
the initial value of fall speed, which will resulting increase at a far faster rate.

To determine the relationship between the riming mass tendency and fall speed, both qualit-
ies were retrieved for the ISHMAEL scheme, and are shown in Figure 10.9. An identical 
method to Figure 10.8 was used in which the value of the riming mass tendency and the 
falls speed are determined from each cell and shown in a scatter density plot, where colour-
mapping is in accordance with the local pixel density.

Figure 10.9 shows that both ISHMAEL ice-types have a similar distribution that primar-
ily follows a broadly exponential (log-space linear) relationship in which the riming mass 
tendency increases with average crystal mass mixing ratio. However, the spread in riming 
mass tendency is large in the mass mixing ratio interval 10−3–10−7indicating that there are 
considerable variations in the degree of riming with ice mass, likely due to further riming 
dependencies such as ice shape or droplet distribution. Nonetheless, a generally casual re-
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10.2. VAPOUR DEPOSITION TO CLOUD ICE

Figure 10.9. Scatter-density plot of ice riming mass tendency (kg kg−1 s−1) versus ice mass mixing ratio (kg 
kg−1) per cell in domain 1 for ISHMAEL ice-type 1 (left) and ice-type 2 (right) during cases one (top) and 

two (bottom). Density colour mapping is per graph-pixel.

lationship is identifiable, in which larger ice fall speeds will incur larger riming mass tend-
encies. Therefore, the argument built so far, that increased ice mass resulting from the de-
position process also produces an increased ice fall speed, can be extended to the riming 
process, namely that these increased fall speeds will increase the rime-mass tendency, and 
therefore produce more graupel over time.

For collection efficiency, riming has several dependencies including fall speed, droplet size 
distribution and the ice geometry. An increase in the typical ice crystal mass will produce 
proportionally greater ice fall speeds, which in turn, will affect droplet collection efficiency 
in the manner described above. Greater ice crystal mass must also affect the geometry of 
ice as the additional mass not only increases typical crystal volume, but is also distributed 
along the crystal axes. Of these two further considerations, increased volume will generally 
increase the potential for riming due to a proportional increase in surface area available for 
sweep-out. However, the impact of shape or habit of ice on the riming efficiency is less ob-
vious. Some geometries rime more effectively than others, so not only is the volume gain 
important to assess, but also the mass distribution hypothesis during the deposition process.
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Chapter 11

Cloud Overview

There are some limitations to the analysis discussed in Figure 10.2 that it would be advant-
ageous to contextualise and mitigate. One feature of the ice mass field shown in Figure 10.2
is that cloud ice in ISHMAEL persists at lower depths than in Morrison. This complicates 
the results, namely because at these low elevations more so than at the cloud top, other mi-
crophysical processes are likely to modify the ice qualities and thus we have reduced con-
fidence that the difference in ice mass, fall speed or geometry (i.e. riming dependencies) 
originates exclusively from the vapour deposition process. Recall that the investigation of 
vapour deposition mass tendency in relation to the inflated cloud ice mass field is a proxy 
for the larger investigation that seeks to determine the influence of parameterised ice habit 
on deposition and mass growth. The focus so far has been on the magnitude of the depos-
ition mass tendency, which is a function of the ice particle axes in ISHMAEL through the 
capacitance term. In order to make direct comparisons between the ice habit parameterisa-
tion and the cloud ice field during deposition, it is important to isolate the cloud ice field to 
only ice growing via the deposition process. For example, ice that grows primarily through 
non-depositional microphysical processes will have a different relationship to ice particle 
axes that is unrelated to the capacitance analogy and may therefore invalidate any conclu-
sions.

To increase confidence in the relationship between deposition and cloud ice throughout the 
domain, a methodology was developed to compare the magnitude of the mass tendency to 
the resulting changes in the cloud ice qualities without external interference of these qual-
ities by other processes. Such a task is usually reserved for idealised simulations, but in 
this case we wish to examine the effect in the wider context of the simulated storm. Con-
sequently, we shall make some assumptions and allow ourselves a degree of lenience in or-
der to achieve a semi-idealised or quasi-idealised level of analysis.

A key part of this investigation will be to determine the rate of change of ice qualities (i.e. 
riming dependencies) in the ISHMAEL scheme as a consequence of the deposition mass 
tendency. For example, how the density or shape of ice evolves during deposition. It is im-
portant to note that the change in these ice qualities is a non-linear process, as the depos-
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ition rate and ice particle qualities are mutually co-dependent. Therefore, we expect to see 
corresponding non-linear changes in the qualities of ices. The previous analysis has been 
coarse in the sense that conclusions were drawn based on bulk properties of the ice field 
over many cells simultaneously, such as summed-total mass. A more natural choice is to 
isolate the ice to vertical layers (where mass and deposition are likely to be more uniform), 
and then determine the change with height. This is a good analogue for the evolution of 
the hydrometeor field with time, perhaps more so than the averaged timeseries of a vertical 
layer, as ice particles are constantly descending and changing in height with time. In sum-
mary, the following analysis attempts to analyse ice that is as independent as possible from 
non-depositional processes, and relate the mass tendency to a corresponding change in ice 
particle variable.

11.1 Cloud Top

The most simple choice of spatial analysis to isolate deposition is to narrow the scope of the 
investigated cloud ice to the cloud top. This choice is motivated by the reduced likelihood 
of non-depositional processes near the cloud top. For example, near the top of the cloud, 
temperatures are low enough to initiate homogeneous freezing of droplets, which fully gla-
ciates the environment and immediately removes the presence of mixed-phase growth pro-
cesses, whilst also eliminating the possibility of melting. Additionally, cloud ice at the very 
top of the cloud is likely to be smaller, both due to the likelihood of recent nucleation, and 
its associated low fall speed. Small ice crystals are less likely to interact as they occupy are 
relatively smaller volume of the grid cell, which limits the extent of ice-phase multiplica-
tion processes, and inhibits aggregation. In short, examining only ice at the cloud top is a 
reasonable method of limiting the likelihood of non-depositional processes without com-
prehensive analysis of all possible processes and all cells. The primary growth methods in 
this region are likely to be dominated by nucleation and vapour deposition.

The cloud environment was defined as a cell that contained non-zero cloud ice mass mixing 
ratio and the cloud-top was defined as the highest elevation cloud-cell per column per time 
step. Columns that exhibited no cloud ice were omitted from the analysis in a given time 
step, and cloud tops that occurred at temperatures warmer than the homogeneous freezing 
limit were also excluded. The cloud-top spatial region that was analysed was defined as be-
ing within two grid-cells of the cloud-top cell, in which ice mass mixing ratio was greater 
than zero.

Figure 11.1 shows the averaged, summed cloud ice mass-mixing ratio (top) and number 
mixing ratio (bottom) at the cloud top in domain 1 for case one and case two, shown in 
panels (a) and (b), respectively. In ISHMAEL, the ice-type 1 and ice-type 2 categories are 
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combined. Unlike in the previous analysis, the mixing ratios of each quantity were not con-
verted to total quantities (i.e. by multiplication of 𝜌𝑎𝑉 ) as the grid cell size and air dens-
ity in the cloud top environment were assumed to vary less significantly than the previous 
analysis (see Figures 10.1–10.2), which encompassed all vertical levels of the domain. The 
average was formed per time step by summing the total mixing ratio of each quantity in the 
top 3 grid cells of each vertical column containing cloud, and dividing by the total number 
of non-zero mass columns or cloud-top events.

Examination of the typical, summed ice mass at the cloud top in Figure 11.1 (panels a, b, 
top) shows that the summed mass mixing ratio per time step in ISHMAEL (red) was 7.5 
and 4.7 times larger than in Morrison (black) for cases 1 and 2, respectively. The relative 
difference in mass between the ISHMAEL and Morrison schemes were also remarkably 
consistent, which corroborates the conclusion stated previously for consistent relative factors; 
that this indicates the character of the microphysics scheme rather than specific effects asso-
ciated with the simulated meteorological event. Despite a consistent difference in the total 
ice mass field, there were large differences between the magnitude of the typical cloud ice 
mass mixing ratio associated with each scheme. To indicate this, the minimum and max-
imum summed mass mixing ratio per column cloud top was extracted per time step and 
plotted using vertical bars on Figure 11.1 for the ISHMAEL (red bars) and Morrison (black 
bars) microphysics schemes. From this additional information it is evident that the ISH-
MAEL scheme produced typically much larger quantities of ice mass than the Morrison 
scheme. The minima in ISHMAEL varied from ∼ 10−1–103 kg kg−1 per column cloud 
top and was typically ∼ 102 kg kg−1 per cloud top region sampled, whilst the maxima con-
sistently exceeded 107 kg kg−1. In contrast, the Morrison simulated cloud top frequently 
exhibited minimum mass mixing ratios of 10−2 kg kg−1, typically smaller than the ISH-
MAEL minimum, and maximum ∼ 106 kg kg−1, which was also smaller than the ISH-
MAEL maximum. These findings, which occurred across both simulated cases, indicate 
that at the cloud top the ISHMAEL scheme simulated a larger average mass of ice than 
Morrison, and the summed mass mixing ratio occupied a range of possible mass values that 
were more narrow and higher in mass content than in Morrison.

In contrast to the ice mass, the average ice number mixing ratio at the cloud top was much 
closer between these schemes, at 1.9 and 1.7 times larger in the ISHMAEL scheme for cases 
one and two, respectively. As with mass, the relative ice crystal number is consistent through-
out all time steps. The spread of minimum and maximum total number concentrations per 
cloud-top column per time step show that the schemes simulated more similar number con-
centration ranges than with mass but some differences were still present. The maximum of 
the average cloud ice number in a single summed cloud top column were consistent, which 
indicates that it is likely the scheme has imposed a maximum ice number constraint on the 
cells. We note that the ISHMAEL maximum is larger than that found in Morrison, which is 
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in keeping with the maximum in-code number concentrations limit per cell of 3 × 105/𝜌𝑎
and 3 × 106/𝜌𝑎 kg−1 for Morrison and ISHMAEL, respectively. The minima of ice crystal 
number in Morrison were ∼ 106 kg−1 but the ISHMAEL scheme showed that it typically 
had a larger minimum cloud top ice total concentration of 106 − 1010 kg−1. This showed 
that the ISHMAEL scheme typically had a larger number of ice crystals at the cloud top, 
but the relative range in the number concentration was much more similar to Morrison than 
was found in the mass field.

Overall, Figure 11.1 showed that at the cloud top, the ISHMAEL scheme simulated typic-
ally larger ice mass mixing ratios and to a lesser extent slightly increased number concen-
trations in comparison to the Morrison scheme, and using the logic of the assumptions laid 
out for this analysis we may conclude that this difference derives primarily from the depos-
ition process alone. To evaluate this conclusion, the average crystal mass (i.e. average total 
mass mixing ratio ÷ average total number concentration), the average in-cell deposition per 
time step, and the total deposition in the domain per time step were output in Figure 11.2
columns 1–3, respectively.

The average crystal mass is a useful method of combining the differences in total mass and 
number mixing ratio identified in Figure 11.1 and is indicative of the efficiency of the de-
position process at the cloud top. For example, it is evident that whilst the ISHMAEL scheme 
generally exhibited a larger mass mixing ratio and number concentration than Morrison for 
both simulated cases, the average crystal mass in case (Figure 11.2, left) shows that at ap-
proximately midnight during the simulation, the average crystal mass at the cloud top was 
actually larger in Morrison. Despite this it is evident that the cloud top average crystal mass 
is between 2 and 3 times larger on average in ISHMAEL for both simulated cases. This dif-
ference likely originated from the deposition process (Figure 11.2, middle) which was 4 and 
3 times larger on average per ISHMAEL cell than in Morrison for cases 1 and 2, and ap-
proximately 9 times larger when the summed cloud top deposition across the entire domain 
is considered in (Figure 11.2, right). The large difference in summed cloud top deposition 
mass tendency highlights that not only was the deposition greater per cell (i.e. Figure 11.2, 
middle) but that the total number of cells at the cloud top were greater in ISHMAEL, which 
limits the average per cell deposition to only a factor 3 when the overall summed total mass 
tendency was in fact much larger.

11.2 On The Effects of Nucleation

Analysis of the cloud ice field isolated to the cloud-top region is a useful way to examine a 
portion of the cloud ice that is likely growing by only deposition. From this analysis, it is 
evident that vapour deposition is an influential property for the growth of cloud ice, and its 

286



CHAPTER 11. CLOUD OVERVIEW

Fi
gu

re
 1

1.
1.

 T
im

e s
er

ie
s o

f s
um

-to
ta

l c
lo

ud
 ic

e m
as

s c
on

ce
nt

ra
tio

n 
(k

g 
m

−3 , t
op

) a
nd

 n
um

be
r c

on
ce

nt
ra

tio
n 

(m
−3 , b

ot
to

m
) p

er
 ti

m
e s

te
p 

fo
r C

as
e o

ne
 (l

ef
t) 

an
d 

Ca
se

 tw
o 

(ri
gh

t) 
as

 si
m

ul
at

ed
 b

y 
IS

H
M

A
EL

 (r
ed

) a
nd

 M
or

ris
on

 (b
la

ck
) a

t t
he

 cl
ou

d 
to

p.
. V

er
tic

al
 b

ar
s i

nd
ic

at
e t

he
 m

ax
im

um
 an

d 
m

in
im

um
 v

al
ue

 o
f m

as
s o

r n
um

be
r c

on
ce

nt
ra

tio
n 

pr
od

uc
ed

 at
 th

e c
lo

ud
 to

p 
by

 ea
ch

 sc
he

m
e (

co
lo

ur
) d

ur
in

g 
th

e t
im

e s
te

p

287



11.2. ON THE EFFECTS OF NUCLEATION

(a) Case 1

(b) Case 2

Figure 11.2. Time series of average crystal mass (kg) (left), average deposition mass tendency per cell (kg 
s−1) (centre), and total deposition mass tendency (kg s−1) (right) in domain 1 per time step during case one 
(a) and case two (b). Vertical bars indicate the maximum and (non-zero) minimum value of each variable 

produced during the time step (coloured with respect to scheme).
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relatively high mass tendency in the ISHMAEL scheme is responsible for a comparatively 
greater overall cloud ice mass than in the Morrison scheme. Therefore, ice deposition will 
be a key determinant the of ice qualities at the onset of subsequent mixed-phase microphys-
ical processes.

It is important to note that the effects of nucleation cannot be easily discerned from depos-
ition in the cloud top region. Nucleation increases the ice mass and number concentrations 
simultaneously, so we might expect find that both qualities increase proportionally in the 
previous cloud top analysis if nucleation is a contributing factor. However, as shown in Fig-
ure 11.1 the relative mass difference between schemes is considerably larger than the ice 
crystal number difference. Comparison of the ISHMAEL mass field to elevated deposition 
rates indicate that there is good evidence that these qualities are causally linked but for the 
sake of contradiction, we examine the possibility that the cloud ice field is artificially in-
creased in ISHMAEL by the nucleation process. This could arise if the initial nucleated 
ice mass in ISHMAEL is larger than in Morrison, then for every nucleated crystal the ISH-
MAEL scheme might expect to gain slightly more mass than Morrison, and over the en-
tire distribution this could produce a larger overall cloud ice field. If this process were oc-
curring, then the total ice mass difference would be proportional to the difference in nucle-
ated mass for an equivalent number of particles. Examining the initial crystal mass in both 
schemes, we find that each follows the same mass distribution hypothesis:

𝑚𝑖0 = 4𝜋3 𝜌𝑖𝑟3𝑖0, (11.1)

where 𝑟𝑖0 is the initial radius of a nucleated ice particle equal to 1 × 10−5 in both schemes 
and 𝜌𝑖 is the density of ice. In Morrison the ice density is fixed at 500 kg m−3, but in ISH-
MAEL it is 920 kg m−3. Therefore, the typical nucleated crystal in ISHMAEL is 1.84 times 
heavier than the equivalent in Morrison. Multiplying this value by the average ratio of num-
ber concentrations; 1.9 and 1.7 in cases 1 and 2, indicates the typical expected mass differ-
ence at the cloud top i.e. a mass difference of 3.5 and 3.1 times for cases 1 and 2, respect-
ively. These factors are less than the factors of 7.5 and 4.7 found in Figure 11.1 and so it is 
reasonable to assume that the mass difference in simulated cloud ice between these schemes 
is not solely due to nucleation, whilst accepting that the different nucleation densities may 
be a contributing factor to the severity of the inflated total cloud ice mass in the ISHMAEL 
scheme. A brief overview of nucleation mechanisms in each scheme is given in Appendix 
K.
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11.3 Analysis of Deposition in Isolation

The effect of differing combinations and magnitudes of microphysical process rates upon 
ice properties is beyond the scope of this study. However, we have shown that in ISHMAEL 
the deposition process is strongly related to cloud ice mass growth for much of the clouds 
vertical extent, and therefore the tendencies exhibited by the deposition process upon ice 
properties are likely to be maintained as low 2 km in the domain. It is hypothesised that the 
ice particle properties evolved by deposition will affect riming, as the properties are key de-
pendencies in the mass riming rate. Additionally, it is expected that the origins of elevated 
deposition lie in the novel incorporation of habit in the ISHMAEL scheme. It is important 
therefore to clarify the evolution of ice properties during deposition to link habit paramet-
erisation indirectly to the riming process.

To this point, the summed total mass and number of the whole domain, including all mi-
crophysical processes, has been considered and the cloud top region, where deposition and 
nucleation are the only processes present, has been reviewed. The evidence suggests that 
the mass deposition tendency of cloud ice differs by a large factor between non-habit para-
meterising and habit parameterising schemes; Morrison and ISHMAEL, respectively, res-
ulting in an inflated cloud ice field. Additionally, the location of the deposition maximum 
occurs at lower elevation in ISHMAEL and is closely tied to the vertical distribution of 
cloud ice mass, indicating that the deposition process is influential to the precipitation field 
far below the cloud top. We now wish to isolate deposition and determine how it alters cloud 
ice qualities with depth, so that these effects may examined in the context of riming de-
pendencies and the formation of graupel. This may be achieved by applying the method 
of process isolation shown in Methods section 3.4.3. This methodology enables a single 
process of influence to be isolated and its resulting affect on particle qualities can thus be 
directly associated to that process. Whilst it is unlikely that grid cells exist in which only 
deposition is the active process, we can assume that if the deposition mass tendency is reas-
onably large and the combined net mass tendency of other processes is very small, then 
the mass tendency owed to none depositional processes can be assumed negligible and the 
mass tendency is approximately a function of only deposition. Additionally, this assump-
tion is extended to the change in prognostic variable, i.e. it is assumed that when a mass 
tendency is small enough to be considered negligible, it invokes a similarly small, and there-
fore negligible evolution tendency for the prognostic variables.

Using these assumptions, cells containing cloud ice in which the mass tendency is almost 
or totally dominated by deposition can be isolated and their effect on prognostic variable 
evolution examined. This will give an average indication of the typical prognostic variable 
evolution associated with deposition in both simulated cases.
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To implement this method computationally, the assumptions outlined above are formed into 
a set of conditional statements that can determine which cells are permissible for further 
investigation. The criteria for cells is as follows:

1. More than 95% of the total cell mass tendency must originate from deposition (i.e. 
deposition dominated cell)

2. the cell must maintain 95% of the total mass tendency originating from deposition for 
at least two consecutive time steps

3. Cell must exist in a columnar grouping that is not divided by other microphysical pro-
cesses.

4. Cell should be within 4 kilometres of the cloud top

Justification for Criterion 1 has been explained above. Criterion 2 ensures that the domin-
ant depositional mass-tendency is not anomalous and remains consistent for at least a short 
period of time. Criterion 3 ensures that changes to particle properties originate from the 
mass tendency of the deposition process only, rather than an intersecting process. For ex-
ample, the presence of a microphysical process might alter a prognostic variable in a differ-
ent manner to deposition and bias the overall tendency. Criterion 4 was chosen to aid com-
parisons between the Morrison and ISHMAEL schemes. Cloud ice in Morrison tended to 
reduce quickly at low elevations, during artificial extraction and conversion to snow (auto-
conversion), to omit any bias from autoconversion the analysis could be constrained to near 
the cloud top where autoconversion was less likely. Similarly, aggregation in ISHMAEL 
is generally inefficient so cloud ice persists for longer than it is likely to in reality. The de-
cision was made based on these findings (see Figure 10.2) that cloud ice moderately close 
to the cloud top was most likely to be growing in a comparable way between schemes.

An example of how these criterion might be imagined is shown in Figure 11.3. Here, a 
latitudinal-longitudinal slice along a vertical column simulated by the ISHMAEL micro-
physics scheme is considered. On the left of Figure 11.3, the hypothetical contents of column 
are examined qualitatively in accordance with the criterion outlined above. Cell shading is 
in accordance with microphysical processes, such that blue cells indicate deposition, orange 
cells indicate non-depositional processes, and green shaded cells indicate the cloud top. By 
default, only cells that contain non-zero deposition mass tendencies (blue) are considered 
for further analysis. For each deposition cell, contextual information is given and the font 
colour indicates if the cell meets the criteria (green) or breaks them (red). On the right of 
Figure 11.3, the corresponding binary-filter for the column array is shown (see §Methods). 
The areas in green would be considered for further analysis.
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11.3. ANALYSIS OF DEPOSITION IN ISOLATION

Figure 11.3. Example of the deposition “zone” criteria (left) for a latitude-longitude slice of the domain and 
the corresponding binary mask associated with these criteria being fulfilled (right). Blue boxes indicate 
deposition is non zero. Orange boxes indicate that a non-depositional process is non-zero. Green boxes 

highlight the cloud top as defined in the cloud top analysis. Grey box highlights where cloud ice mass > 0 but 
no process is taking place.

Figure 11.4. Simulation-averaged vertical distribution (m) of deposition layer height for ISHMAEL ice-type 1 
(blue, left) and ice-type 2 (yellow, middle), and Morrison (black).

Using the methodology outline here, the average vertical distribution of deposition layers 
was determined. Figure 11.4 shows that the typical depositional height for Morrison and 
ISHMAEL (ice-type 1) was between 6–14 km, and the overall distribution was very sim-
ilar amongst schemes. This indicates that the qualities assessed in the deposition layer are 
most often at high elevations, close to the cloud top and in similar locations across schemes 
ensuring that the results obtained from the deposition layer are broadly comparable per 
scheme. ISHMAEL ice-type 2 occurs at lower elevations and therefore its deposition also 
takes place closer to the surface.
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The methodology outlined here was used to examine the change in selected variables with 
depth. In the first instance, the method was used to retrieve the evolution of cloud ice mass 
mixing ratio and cloud ice number mixing ratio with time for deposition-dominated cells. 
Figure 11.5 shows plots of ice mass mixing ratio timeseries (top), and ice number concen-
tration timeseries (bottom) for these deposition dominated cells, and for the discrete ver-
tical levels in which they were calculated and subsequently averaged. Each individual panel 
therefore shows the general tendency of the ice variable during deposition at a set height, 
and reading the panels from left to right indicates how the property changes with height.

In Figure 11.5 (top) the timeseries of mass mixing ratio per vertical height level is shown. 
In the ISHMAEL scheme (blue), cloud ice mass mixing ratio is shown to be greater than in 
the Morrison scheme (orange) for all vertical levels and at all times. Comparing the average 
mass mixing ratio of each timeseries, it is evident that as the panels decrease in elevation, 
the average mass exhibited by the Morrison scheme is quite consistent, whilst the average 
mass in the ISHMAEL scheme tends to increase. These tendencies with height are indic-
ated by blue and orange arrows for the ISHMAEL and Morrison microphysics schemes, 
respectively. As this analysis is strictly confined to depositional cells, the mass tendency 
with vertical level indicates growth that is a direct consequence of the deposition process. 
Therefore, deposition in ISHMAEL is directly related to an increasing crystal mass at lower 
elevation, and is also the main driver of an increasing rate of change of mass with height 
(i.e. the arrow gradient) which much greater in ISHMAEL than in Morrison. In combina-
tion, these results indicate that the deposition process in ISHMAEL grows the average ice 
mass more effectively than Morrison during descent.

The conclusions established for ice mass can be compared to the ice crystal number in Fig-
ure 11.5 (bottom). It is immediately apparent that the number of ice crystals with height 
experiences a far less severe change with height than was found for the mass mixing ratio. 
The average tendency of the ice number is slightly negative with height, indicating that the 
ice crystal number is consistent and slightly decreasing within depositional cells between 
7–11 km elevation. This slight decrease is attributed to removal of the ice crystal number 
by aggregation, which is not considered explicitly in the nil-mass tendency condition. Over-
all, deposition appears to have little effect on ice crystal number, which is as expected.

The layers shown by separate panels in Figure 11.5 can be used to determine the rate of 
change of a variable with height by plotting the timeseries average against depth. This math-
ematically approximates the tendency of a variable as was done in discussion of Figure 11.5
using blue and orange tendency-arrows. Figure 11.6 provides the rate of change of cloud 
ice mass (left) and number mixing ratio (middle) with vertical elevation for the deposition-
dominated cells, and additionally, the ratio of mass to ice crystal number forming the aver-
age ice crystal mass is also shown (right).
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The mass and number mixing ratio evolution in Figure 11.6 (left, middle) shows that the 
ISHMAEL (blue) cloud ice depositional growth persists to deeper levels than in Morrison 
(yellow), likely because of efficient autoconversion of cloud ice to the snow category in the 
Morrison and relatively weak aggregation in ISHMAEL. Conversely, Morrison’s ice num-
ber is on average much greater than ISHMAEL’s for an equivalent height, until low alti-
tudes when the schemes converge. In combination (Figure 11.6 right), these factors com-
bine to produce an average cloud ice mass that is similar amongst schemes at high elevation 
but grows significantly larger in ISHMAEL at lower elevations than in Morrison. The non-
linear growth of average cloud ice mass in ISHMAEL indicates that continuously greater 
depositional growth from cloud top to base enables the relative difference in ice mass to 
grow exponentially, resulting in a much larger cloud ice mass in ISHMAEL overall.

The results briefly outlined here are a sample of results already obtained for both cases. As 
stated in the introduction, the aim of this study is to understand two key aspects of the ca-
pacitance parameterisation: to determine if this parameterisation causes enlarged ice mass, 
and then, to determine the consequences of this for the riming parameterisation and ulti-
mately the amount of graupel precipitation produced.

Further work should be undertaken to determine the effect of vapour deposition on ice prop-
erties such as fall speed, shape and and density as alluded to previously. Additionally, com-
parison to hundreds of measurements and observations across the domain have been re-
trieved and will be used to verify each scheme and determine the accuracy of the ice PSD 
as well as the precipitation type produced.

11.4 Impacts for the Cloud Droplet Field

One important riming dependency that is not related to the ice particle specifically but is 
still very influential for the riming rate is the cloud droplet field, in particular the total amount 
of droplets collocated with ice and their size distribution. The rime efficiency is depend-
ent on droplet size because smaller droplets are more likely to be deflected by near-surface 
aerodynamic effects and larger droplets are more likely to splinter on impact. Thus the rim-
ing process exhibits a preferential droplet radius for maximum efficiency and so the devel-
opment (or inhibition) of ice droplets inside or outside of this preferential range is signific-
ant to the riming process.

The overall riming rate is also highly dependent on the concentration of droplets collocated 
with ice crystals. For example, as the liquid droplet field tends toward very high number 
concentrations, the statistical likelihood of collision with an ice particle increases, and cor-
respondingly, as the water droplet field tends toward negligible concentrations, the likeli-
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(a) Mass mixing ratio (kg kg−1)

(b) Number mixing ratio (kg−1)

Figure 11.5. Example time series of mass mixing ratio (kg kg−1) and number mixing ratio (kg−1) of cloud ice 
obtained per vertical level when considering ice that is within the depositional zone. ISHMAEL shown in 
blue, Morrison in orange. Each subfigure represents a vertical height indicated by respective axis title. The 
tendency of increase or decrease with cloud depth is shown by large arrows (coloured according to scheme). 

Arrow gradient indicates the rate of change of each variable with height due to deposition only.

295



11.4. IMPACTS FOR THE CLOUD DROPLET FIELD

Figure 11.6. Average, in-deposition layer mass mixing ratio (kg kg−1) (left), ice number (kg−1) (centre) and 
average crystal mass (kg) (right) with cloud depth for cloud ice meeting the deposition zone criteria in 

ISHMAEL (ice-type 1, blue) and Morrison (yellow). Results are for Case 1 only but Case 2 average crystal 
mass is shown in subfigure of panel 3. For average crystal mass an exponential fit has been produced for each 

case with good agreement.

hood of ice particle and droplet collision is greatly reduced. Between these limits, the inter-
action rate of ice particles is a function of the relative ice crystal and droplet particle con-
centrations.

The vapour deposition process is likely to play a role in both the size and number concen-
tration of droplet field qualities via the Bergeron process, in which ice crystals scavenge 
vapour at the expense of droplets. For example, if the deposition process has a net posit-
ive tendency (addition of mass) to ice then the ambient environment is supersaturated with 
respect to ice. For suitably cold environments where supercooled droplets exist, it is likely 
that the environment with respect to liquid water remains saturated. The deposition process 
will remove water vapour, rendering the environment subsaturated with respect to liquid 
water and encourage evaporation of droplets to supply the deposition rate. Therefore, the 
deposition mass tendency rate can be viewed not only as a conversion process for vapour 
mass and ice mass, but as an intermediary process that connects growth in the ice crystal 
mass to reduction of the liquid droplet mass.

Given the connection between liquid droplets and deposition, it might be expected that the 
increased deposition rate observed in ISHMAEL will cause a corresponding reduction in 
the droplet field. So it is possible that ISHMAEL will exhibit a reduced droplet population, 
with secondary effects for the mass riming rate. However, the scavenging of liquid drops is 
not homogeneous amongst the droplet PSD. Larger droplets with greater surface areas will 
reduce in size more rapidly than smaller droplets, so increased deposition might cause a 
more rapid homogenisation of the cloud droplet size. This is important for the formation of 
precipitation generally, because homogeneous droplet size spectra inhibit the coalescence 
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process, but is also significant to the riming process, which is sensitive to liquid droplet ra-
dius.

To determine the relationship between the deposition process and the vapour and cloud 
droplet mass, the mass variables of each were extracted across all grid cells in domain 1 
for the ISHMAEL and Morrison microphysics schemes and are shown in Figures 11.7 and 
11.8 for cases one and two, respectively. Histograms of the distribution of mass per-grid-
cell are shown in column one and timeseries of the sum-total mass are shown in column 2. 
Plots are provided for the vapour mass and cloud droplet mass in rows one and two of each 
subplot respectively. Subplot (a) considers these qualities throughout the entire domain, 
whereas subplot (b) considers them only within a deposition zone which will be discussed 
later. Note that Figures 11.7 and 11.8 for cases one and two show remarkably similar res-
ults, so a discussion of only case one is conducted for brevity but the concluding arguments 
are applicable to, and derive from, both cases. The results of case two are shown for com-
parison by the reader.

First, examining the vapour mass field for the ISHMAEL (blue) and Morrison (orange bars) 
microphysics schemes in all grid cells (Figure 11.7 subfigure (a) row 1) it is evident that 
the vapour mass simulated by either microphysics scheme is extremely similar. The his-
togram of vapour mass shows minimal variation in the distribution of the mass or the fre-
quency in which each mass is found in the model. The variation of the vapour mass with 
time (right) corroborates this finding throughout the entire simulation time, where the ab-
solute difference between schemes is at most 2 orders of magnitude smaller than the total 
vapour mass. Comparing this to the droplet mass (Figure 11.7 subfigure (a) row 2) provides 
a more notable difference. The ISHMAEL droplet mass is larger by an average factor of 1.4 
quite consistently throughout the simulation. This is reflected in the distribution of cloud 
droplet mass, which gather towards much higher in-cell masses for the ISHMAEL scheme 
than in the Morrison scheme. This results in a slightly larger frequency of cells with total 
droplet mass of 107 kg or above in the ISHMAEL scheme. However, the Morrison scheme 
more frequently simulates cells that contain lower total droplet masses. This broad distri-
bution tail reaches as low as ∼100 kg, approximately 4 orders of magnitude less than the 
droplet mass in the ISHMAEL scheme.

These results show that, whilst the vapour mass available in both schemes is remarkably 
consistent, the droplet fields are quite dissimilar. There are many possible reasons for the 
droplet mass difference that may be generalised into a difference between the positive and 
negative cloud-droplet mass-tendency components per scheme. More informative than the 
overall mass difference with time is the distribution of cloud droplet mass. The top-heavy 
distribution in ISHMAEL might indicate an increased condensation rate in this scheme 
which enables small droplet masses to grow quickly and therefore limits the extent of smal-
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(a) Overall domain

(b) Deposition zone only

Figure 11.7. Vapour and cloud droplet total mass (kg) for the whole of domain 1 (a) and inside the deposition 
zone (b) for case 1. Left; histograms of mass distribution for vapour (top) and cloud droplet (bottom) mass for 

entire simulation in the ISHMAEL (dark blue) and Morrison (clear, orange border) schemes. Overlap 
indicated by purple shading. Right; timeseries of sum-total vapour mass (kg) (top) and droplet mass (kg) 

(bottom) for domain 1 in ISHMAEL (blue) and Morrison (yellow, dashed)
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(a) Overall domain

(b) Deposition zone only

Figure 11.8. As in Figure 11.7 for case two.

ler mass concentrations.

It is not possible to link the deposition rate in ISHMAEL to the cloud droplet mass expli-
citly in Figure 11.7 subfigure (a) because consideration of the entire domain in this example 
includes the effect of multiple microphysics processes that might each alter the droplet dis-
tribution. In order to more closely link the cloud droplet mass to the deposition process, 
it is important to examine only cells in which the deposition is the primary microphysical 
process. To do this, the deposition layer analysis method was used to examine only the cells 
that are deposition-dominated,. The qualities of the cloud droplet field examined in these 
cells are therefore related to the deposition process.

Examining the vapour mass field for the ISHMAEL (blue) and Morrison (orange bars) mi-
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crophysics schemes in the deposition zone (Figure 11.7 subfigure (b) row 1) it is apparent 
that depositional cells tend to contain a larger average mass of vapour that is spans a smal-
ler range of values in both schemes. The distribution of the vapour mass and comparis-
ons of the sum-total vapour mass in the deposition zone are still very similar amongst the 
schemes, indicating a relatively similar vapour field that was consistent with time, which is 
somewhat surprising given the elevated mass tendency rate in ISHMAEL. Indeed, the ex-
istence of high depositional mass tendency and consistent vapour levels are corroborated 
by considerable losses in the cloud droplet mass (subfigure (b) row 2) . The ISHMAEL 
scheme produced a more narrow droplet mass distribution than Morrison, implying that 
cloud droplets within the deposition layer were much smaller in total mass. For example, 
the ISHMAEL droplet mass distribution tended toward 106 kg, which was an order of mag-
nitude less than typical in-cell droplet mass across the entire domain. Examination of the 
total cloud droplet mass with time in the deposition zone (subfigure (b) row 2, right) shows 
that the ISHMAEL scheme total droplet mass is up to two orders of magnitude smaller than 
in Morrison throughout the simulation. Comparing this with the mass distribution, it is 
likely that the cloud droplet mass lost in the ISHMAEL scheme was primarily across cells 
that contained the largest amounts of cloud droplet mass. This is significant because the ef-
ficiency of the Bergeron process is dependent on the relative amount of droplets to crys-
tals and cells with large total droplet masses might be expected to grow ice more efficiently. 
Therefore, it is likely that the consistent total vapour mass throughout the deposition zone 
in spite of high mass deposition rates, was sustained by a comparatively larger reduction in 
cloud droplet mass.

The relationship between vapour deposition and droplet evaporation can be examined in 
the vertical to determine where in the cloud this typically occurs. The vertical distribution 
of vapour mass is shown in Figure 11.9 where the summed total mass per vertical layer is 
retrieved for the entire simulation run. An interesting feature in the vertical distribution of 
vapour mass is shown between 2–7 km (green shading) when the ISHMAEL vapour mass 
grows consistently, but the Morrison vapour mass is smaller and occasionally reducing. In 
this region, the parameterisation of vapour deviates for an unknown region, but given the 
altitude this is likely to be related to deposition or condensation. Analysis of the cloud ice 
mass and deposition fields (i.e. Figures 10.2 and 10.3) showed that this region is positioned 
at the peak of the deposition mass tendency in ISHMAEL and below the peak in Morrison. 
This elevation therefore marked the onset of a reducing cloud ice mass in Morrison but an 
increasing cloud ice mass in ISHMAEL and so is highly likely to be related to the mass 
deposition process. Conclusions from Figure 11.7 illustrate that consistently high vapour 
mass in spite of high deposition rates causes severe scavenging of the largest cloud droplet 
mass populations. Therefore, it is reasonable to assume that between 2–7 km in Figure 11.9
the ISHMAEL scheme may indirectly reduce the cloud droplet population.
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Figure 11.9. Total vapour mass (kg) distribution versus vertical elevation (km) for ISHMAEL (blue) and 
Morrison (yellow) schemes in case one. Green shaded region indicates deviation of the deposition mass 

tendency between schemes.

To evaluate this conclusion, the cloud droplet mass was compared to the vapour mass in 
the vertical for each case. Figure 11.10 shows the summed total vapour mass (solid) and 
droplet mass (dashed) per vertical layer for the ISHMAEL (blue) and Morrison (orange) 
schemes in case one. The vertical 2–7 km layer in which the ISHMAEL vapour mass be-
comes larger than the ISHMAEL vapour mass is shaded.

The region of increased vapour deposition in the ISHMAEL scheme shown in Figure 11.10
is correlated with a vertical layer of stagnation in the cloud droplet mass distribution, but 
in the Morrison scheme, where the vapour deposition is reduced the cloud droplet field in-
creases consistently by approximately one order of magnitude. Quite remarkably, the onset 
of reduced deposition at in Morrison at 7 km elevation is almost identically aligned with 
intersection of the ISHMAEL and Morrison cloud droplet masses, and similarly, at 3 km 
when Morrison vapour content is equal to that in ISHMAEL, both cloud droplet fields un-
dergo a similar increase in mass. This pattern is found in the second simulated case shown 
in Figure 11.10 (bottom), indicating that this is a characteristic property of the microphysics 
schemes, or the two simulated cases.

Given the previous conclusions regarding the relationship of enhanced deposition and cloud 
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(a) Case 1 (b) Case 2

Figure 11.10. Total vapour mass (kg) (solid) and cloud droplet mass (kg) (dashed) distribution versus vertical 
elevation (km) for ISHMAEL (blue) and Morrison (yellow) schemes in cases one (a) and two (b). Shaded 

region indicates deviation of the deposition mass tendency between schemes per respective case.

droplets in the ISHMAEL scheme, the results shown in Figure 11.10 corroborate that high 
mass deposition rates in ISHMAEL are fed and sustained by the cloud droplet field, result-
ing in relatively fewer cloud droplets, and more ice crystal mass in the ISHMAEL scheme 
than in Morrison. The similarity of the simulated vapour fields is likely owed to the gov-
erning thermodynamics that are not controlled by the microphysics scheme, and the sim-
ilarities of the vapour computation routines used by both schemes, which differ primarily 
in the ice phase. This similarity allows the differences in mass tendencies of other hydro-
meteors to be all the more visible. For example, the precise coordination of the 7 km in-
tersection of vapour and droplet mass in Figure 11.10 was likely due to near-identical va-
pour and droplet fields until deposition reduced in Morrison causing a simultaneous diver-
gence in vapour and droplet content. Thus whilst the elevated fall speeds stemming from 
enhanced vapour deposition of ice may increase riming, there is a corresponding alteration 
of the cloud droplet field that may also reduce riming overall.
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Chapter 12

Capacitance Investigation

In the previous chapters it was found that the ISHMAEL microphysics scheme tended to 
simulate a larger total cloud ice mass than the Morrison scheme across two simulations 
(cases) of north-east U.S. winter storms, corroborating the findings of a further winter storm 
case simulated in Part II. The source of this difference has been related to the deposition 
mass-tendency that is consistently larger in the ISHMAEL scheme, and results in a much 
larger cloud ice mass at low elevations owed to non-linear cloud ice crystal growth. Sev-
eral consequences of the heightened cloud ice mass are apparent, including greater average 
fall speeds of cloud ice in ISHMAEL, and a reduction in the ambient cloud droplet mass 
field. These factors are significant for the riming process, because the cloud ice qualities 
that are determined and sustained by the mass deposition tendency until very low elevations 
are key dependencies to the riming mass tendency. Additionally, scavenging of the cloud 
droplet field causes a reduced total droplet number and smaller droplets, which fall more 
slowly. These factors are also influential to riming, and are likely to play a role in the in-
creased graupel and ice-pellet mass simulated at the surface by the ISHMAEL scheme (see 
Part II).

The previous chapters have focused on the relationship between cloud ice mass and the de-
position mass tendency in the ISHMAEL scheme, but this has been a foundational argu-
ment for the broader examination of how ISHMAEL’s ice habit parameterisation affects 
the simulated precipitation field. To relate habit to the observed effects detailed in previous 
chapters, the incorporation of ice habit must be related to the highly influential mass depos-
ition tendency. In the introduction, it was identified that the incorporation of ice geometry 
to the mass deposition rate was via a capacitance term that originates from the electrostatic 
analogy of cloud ice. Therefore, in this chapter the relationship between the capacitance 
term and the vapour deposition mass tendency is evaluated explicitly. To begin, a review of 
the spheroid approximation of ice crystal habit is carried out. Then, an examination of the 
fundamental particle distribution hypotheses is conducted for the ISHMAEL scheme, and 
a comparative, non-geometric bulk scheme (Morrison). Finally, an idealised box-model is 
built for explicit testing of the capacitance function during deposition.
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12.1 Overview of Spheroid Approximations

The ISHMAEL scheme approximates ice habit with spheroids. This choice is motivated 
by the broad continuum of aspect ratios and volumes a deformed spheroid can represent, 
making it a suitable candidate for the approximation of crystal habits. Spheroids are ideally 
suited to the parameterisation of crystal habit in bulk microphysics schemes, as their geo-
metry is mathematically simple to define and to deform analytically, which allows for changes 
in the size and shape of the spheroid to be determined quickly and at minimal computa-
tional cost.

Consider the ellipse in Figure 12.1 whose geometry is defined by two mutually perpendicu-
lar lengths that maximise and minimise the ellipse diameter. The largest length is the major 
diameter and the smallest length the minor diameter but these are usually referred to in their 
radial form, the semi-major and semi-minor axes. Importantly, these axes are independent 
of a coordinate system, such that swapping the lengths of the ellipse axes is equivalent to a 
rotation. Note that this is not the case for the conventionally described spheroid, which is 
defined in accordance with a frame of reference i.e. a fixed Cartesian coordinate system.

Figure 12.1. A standard ellipse. The semi-minor and semi-major radii are shown in orange. The axes of 
rotation are the minor and major axes which extend beyond the ellipse.

A spheroid (here used interchangeably with ellipsoid) is formed by rotating an ellipse (there-
after the governing ellipse) through 2𝜋 about one of its radial axes. Figure 12.2 shows two 
spheroids, oblate and prolate, used to represent planar and columnar ice crystals, respect-
ively. Each spheroid has an identical governing ellipse but is formed with a different axis 
of rotation; the prolate has been rotated about the major axis and the oblate about the minor 
axis. Note that the spheroid is symmetric about its axis of rotation, which provides a useful 
mathematical and dimensional simplification for ice crystal geometries. Under the assump-
tion that these geometries are broadly symmetric, then a three dimensional spheroid can be 
defined using only the two-dimensional ellipse axes a and c. The assumption of ice crys-
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tal symmetry has a basis in reality because ice crystals form with hexagonal basal faces, so 
retain (in theory) symmetry along the crystal axis normal to the hexagonal basal face.

Figure 12.2. Oblate (left) and Prolate (right) spheroids adapted from Wikimedia Commons (2015). The 
spheroid a and c axes are related to the Cartesian coordinate system. The spheroid is formed by rotating a 

two-dimensional ellipse by 𝜋.

Figure 12.3 provides four examples of typical cloud ice crystals and their hexagonal struc-
tures. The crystals in column 1 and two show plates and columns, which tend exhibit a high 
degree of symmetry, whilst columns 3–4 show more elaborate, branched crystals indicative 
of dendrites or stellars. At the crystal length scale, even elaborate ice crystals tend to retain 
six-fold hexagonal symmetry and may therefore be reasonably parameterised by a spheroid. 
It is important to note however, that these crystals are highly idealised, and at finer length 
scales the symmetrical nature of ice crystals tends to break down as defects and chaotic, 
non-linear growth features become apparent.

Although the aspect ratios and particle boundaries of ice crystals can be represented by 
spheroids with reasonable accuracy, the surface area and volume of the crystal are likely 
to differ more considerably due to crystal porosity or filling-factor. For example, ice crystal 
4 in Figure 12.3 exhibits narrow branching, which extends the maximum particle dimen-
sion at a greater rate than the total volume. Branching leaves gaps in the equivalent spher-
oid area that cannot be well represented in the spheroid parameterisation method. This is 
unfortunate because porosity and filling-factor of a crystal are important factors for air-
flow and vapour flux to the crystal surface. Overall, spheroids are most well suited to highly 
symmetric and simplistic ice habits such as plates, discs, columns and bullets and less well 
suited to more complex and porous types. As less porous and more geometrically simple 
crystals are formed at typically greater elevation (cooler temperatures and small supersat-
uration over ice see Figure 1.8), it is likely that the spheroid approximation is best suited to 
early (recent nucleation) crystal growth environments, but less suited to precipitation de-
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velopment in warmer environments closer to the ground. Subsequent analysis of spheroid 
geometry will be in comparison to non-porous ice crystal habits only.

Figure 12.3. Ice particle geometries adapted from Ding and Liu (2020). Plate (left), Column (left-centre), 
sector-like plate (right centre), branched stellar (right). Maximum crystal dimension 𝐷 and side length 𝑎

indicated.

Spheroid Type 𝑎 𝑐 Axis of Rotation
Prolate semi-minor semi-major major axis
Oblate semi-major semi-minor minor-axis

Table 12.1. Relationship between spheroid axes 𝑎 and 𝑐 and the axes of a governing ellipse

To apply the spheroid approximation to a column or plate, one must define the equivalent
spheroid that best matches the crystal geometry. This may be done by seeking like-axes, 
for example by equating the basal axis length with the major or minor axis of the govern-
ing ellipse. Caution must be taken when translating the axes between the governing ellipse, 
the spheroid, and the crystal. For example, compare Figures 12.2 and 12.1. The conven-
tional spheroid in Figure 12.2 is imposed onto a fixed Cartesian coordinate system with 
the 𝑎 and 𝑐 spheroid radial lengths parallel to the ̂𝑥, ̂𝑦, and ̂𝑧-axes such that prolate spher-
oids extend along the ̂𝑧-axis, and oblate crystals extend along the ̂𝑥 and ̂𝑦 axes. In contrast, 
the governing ellipse in Figure 12.1 is independent of a coordinate system, but rather the 
semi-major and semi-minor radii are self-defined by their lengths. Consequently, the 𝑎 and 𝑐 lengths in Figure 12.2 do not correspond to the semi-major and semi-minor radii of the 
same governing ellipse in Figure 12.1. Table 12.1 indicates how the governing ellipse axes 
swap between 𝑎 an 𝑐 dependent on the type of spheroid.

Now consider the plates and columns in Figure 12.3. Measured crystals in the literature 
may be referred to using their maximum dimension 𝐷 or the lengths of the principal and 
basal axes of the hexagonal crystal. In the latter case, the basal and principal radial lengths 
are equivalent to the 𝑎 and 𝑐 spheroid axes in Figure 12.2 and the governing ellipse can be 
referred to as in Table 12.1. Maximum dimension 𝐷 (sometimes called the longest length 𝐿) is more difficult to approximate. If 𝐷 lies in a two-dimensional coordinate plane then 
the crystal can be described by the spheroid radii. Whereas a maximum dimension described 
in three dimensions (such as aggregates) requires a more complex relation to the spheroid 
axes. Importantly, 𝐷 is independent of the Cartesian coordinate system but is instead equi-
valent to the semi-major axis of the governing ellipse (see Figure 12.1). Characterisation by 
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(a) Columnar hexagonal crystal and prolate spheroid 
approximation

(b) Plate-like hexagonal crystal and oblate spheroid 
approximation

Figure 12.4. Schematic of prolate (a) and oblate (b) spheroids (light blue) encapsulated within a crystal with 
equivalent radial lengths.𝐷, or the semi-major axis, can be useful as it gives an indication of oblate-ness or prolate-

ness.

12.1.1 Differences in Volume and Surface Area

Consider a crystal defined by the basal face radius 𝑟 and principal axis length 𝐷𝑐 as in Fig-
ure 12.4. We wish to determine the difference in both surface area and volume between a 
crystal and its equivalent spheroid approximation. A simple approximation can be made by 
choosing a spheroid whose governing ellipse has semi-minor axis length 𝑟 and semi-major 
axis length 𝐷𝑐2 (direct axis comparison method). The volume of a spheroid is:

𝑉sph = 43𝜋𝑎2𝑐,
where 𝑎 and 𝑐 are as defined in Figure 12.2. We can compare the radii between spheroid 
and crystal directly i.e. 𝑎 ≡ 𝑟 and 𝑐 ≡ 𝐷𝑐2 :

𝑉sph = 23𝜋𝑟2𝐷𝑐, (12.1)

The volume of a regular hexagonal prism is given by:𝑉hp = 3√32 𝜋𝑠2ℎ,
where 𝑠 is the side length, and ℎ the height. Given the symmetry of the spheroid in the ̂𝑥− ̂𝑦
(basal) plane, the hexagonal prism base will form a regular hexagon and the side length 𝑠 is 
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equal to the circumcircular radius. Thus, 𝑠 ≡ 𝑟 and ℎ ≡ 𝐷𝑐, hence:

𝑉hp = 3√32 𝜋𝑟2𝐷𝑐 (12.2)

By comparison: 𝑉hp = 9√34 𝑉sph≈ 3.90𝑉sph

Thus the volume of a spheroid can be considerably less than the crystal it aims to represent. 
This is a consequence of the choice of axial relation, whereby the maximum diameter of the 
spheroid is bound within that of a hexagonal prism. Consequently, the curvature from this 
maximum along a crystal plane causes an increasing reduction in volume. The deviation 
from the crystal volume may seem significant geometrically, but this is more likely to be a 
problem for the correct parameterisation of crystal density.

In the case of vapour deposition, the most important feature of a crystal is its surface geo-
metry and principally its surface area. Here we will compare the surface area of a crystal 
and its equivalent spheroid using the radial relation in the previous section i.e. for a hexagonal 
prism 𝑠 ≡ 𝑟 and ℎ ≡ 𝐷𝑐 and for a spheroid 𝑎 ≡ 𝑟 and 𝑐 ≡ 𝐷𝑐/2 . The surface of area of a 
hexagonal prism is defined by:

𝐴hp = 6𝑠ℎ + 3√3𝑠2= 6𝑟𝐷𝑐 + 3√3𝑟2
The surface area of a prolate spheroid is defined as:

𝐴pr = 2𝜋𝑎2 (1 + 𝑐𝑎𝑒𝑝 arcsin(𝑒𝑝)) (12.3)= 2𝜋𝑟2 (1 + 𝐷𝑐2𝑟𝑒𝑝 arcsin(𝑒𝑝)) , (12.4)

where the prolate eccentricity 𝑒𝑝 = √1 − 𝑎2𝑐2 ≡ √1 − (2𝑟)2𝐷2𝑐
The surface area of an oblate spheroid is:
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𝐴ob = 2𝜋𝑎2 + 𝜋𝑐2𝑒𝑜 log (1 + 𝑒𝑜1 − 𝑒𝑜 ) (12.5)= 2𝜋𝑟2 + 𝜋 𝐷2𝑐4𝑒𝑜 log (1 + 𝑒𝑜1 − 𝑒𝑜 ) , (12.6)

where the eccentricity 𝑒𝑜 = √1 − 𝑐2𝑎2 ≡ √1 − 𝐷2𝑐(2𝑟)2 .

The surface area can be plot against aspect ratio for each case by substituting 𝜙 = 𝑐𝑎 = 𝐷𝑐2𝑟 , 
then for oblates the surface area becomes: 𝐴ob = 2𝜋 (𝐷𝑐2𝜙 )2 + 𝜋 𝐷2𝑐4𝑒𝑜 log (1 + 𝑒𝑜1 − 𝑒𝑜 ) , (12.7)

and correspondingly, for prolates: 𝐴pr = 2𝜋𝑟2 (1 + 𝜙𝑒𝑝 arcsin(𝑒𝑝)) , (12.8)

where the eccentricity of each spheroid type is related to the aspect ratio as: 𝑒𝑜 = √1 − 𝜙2 (12.9)𝑒𝑝 = √1 − 1𝜙2 (12.10)

Thus, the surface area is defined by 𝜙, 𝐷 and 𝑟 for both 𝐴ob and 𝐴pr, which allows the sur-
face area to be plotted for a continuous range of aspect ratios wherein the major axis of the 
governing ellipse is elongated and the minor is fixed. This is equivalent to elongating each 
spheroid type to achieve more extreme aspect ratios. Consequently, the minor axis has to be 
fixed. We find that the surface area is independent of the value of each fixed parameter so 
long as 𝐷 = 2𝑟, this result can be derived by setting 𝐴pr = 𝐴ob when 𝜙 = 1.

To achieve a good comparison with each case, the hexagonal prism can be split into two 
subcategories: 𝐴hpprolate

= 6𝑟𝐷𝑐 + 3√3𝑟2= 𝑟2 (12𝜙 + 3√3)
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𝐴hpoblate
= 6𝑟𝐷𝑐 + 3√3𝑟2= 3 (𝐷2𝑐𝜙 ) 𝜙 + 3√3 ( 𝐷2𝑐4𝜙2 )

The surface area of each sub type can be plot to determine how it changes with aspect ratio. 
Figure 12.5 panel (a) shows the surface area for spheroids and hexagonal crystals versus 
aspect ratio, where the surface area has been made non-dimensional by a division of 𝑟2. 
Panel (b) shows the ratio of hexagonal crystal surface area to the spheroid. Both figures in-
dicate that the spheroid provides a reasonably close approximation to the surface area of 
hexagonal crystals, with the accuracy closest for the most severe aspect ratios and least ac-
curate as the crystal approaches an aspect ratio of one. Close to one, oblates and prolates 
provide approximately 73% of the surface area of an equivalent crystal, but with increasing 
aspect ratio prolates can attain around 80% of the surface area of hexagonal prisms, and ob-
lates tend towards 100%. This would indicate that flat, plate like ices such as plates, dend-
rites, and stellars can expect to be the most closely represented by spheroids and may have 
a slight advantage when it comes to the accurate prediction of vapour deposition. Prolates, 
such as columns or bullets will be reasonably well represented, with their thinner counter-
parts such as needles having an increasingly close surface area value to the spheroid. Of 
course, the least well represented will be rounder particles, such as graupel, aggregates, and 
capped columns. For these crystal types, the spheroid is likely to more severely underestim-
ate the surface area.

12.2 Two Cases of Capacitance in the Literature

In the previous section the spheroid approximation was compared to the geometry of crys-
tals in general. In this section, the capacitance of spheroids and crystals is examined and 
compared. Two example cases from the literature are used for this comparison, the theoret-
ical capacitance of generalised spheroids by McDonald (1963), and the computed capacit-
ance of ice crystal geometries by Westbrook et al. (2008).

12.2.1 Theoretical Capacitance of Spheroids

In their paper on the determination of capacitance using metal crystals, McDonald (1963) 
noted that the electrostatic capacitance of spheroids was already known for simple deform-
ations. They list four theoretical capacitances shown in Table 1: Spheres, oblates, prolates 
and a thin disc.
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Figure 12.5. The ratio of volume and surface area of spheroids to their equivalent hexagonal prisms.

Shape Capacitance
Sphere, radius 𝑟 𝐶 = 𝑟
Thin disk, radius 𝑟 𝐶 = 2𝑟/𝜋
Prolate Spheroid: major, minor semi-axes 𝑎,𝑏 𝐶 = 𝐴/ln[(𝑎 + 𝐴)/𝑏], where 𝐴 = √𝑎2 − 𝑏2
Oblate Spheroid: major, minor semi-axes 𝑎,𝑐 𝐶 = 𝑎𝑒/ sin−1 𝑒, where 𝑒 = √1 − 𝑐2/𝑎2

Table 12.2. Theoretical Capacitance of spheroids adapted from McDonald (1963)

The capacitance for each spheroid sub type can be determined using the relations in Table 
12.2 by providing a radius 𝑟 and the major and minor semi-axes of the governing ellipse. 
Given that a wide range of aspect ratios can occur for any given maximum crystal dimen-
sion, it is useful to instead compare the capacitance for changing oblate-ness or prolate-ness
i.e. by varying the ellipse major axis. We assume the disc can be represented as an oblate 
spheroid and therefore 𝑟 is equivalent to the semi-major axis.

The variation of capacitance with semi-major axis (𝑎 oblates, 𝑐 prolates) is given in Figure 
12.6 (left). In this analysis, the semi-minor axis is fixed at 1 × 10−5 m, a typical nucleation 
length scale for microphysics schemes (Jensen et al. 2017; Morrison and Grabowski 2008). 
Additionally, the equations in Table 12.2 can be re-parameterised in terms of aspect ratio 𝜙 by fixing the semi-minor axis and varying the semi-major axis. A plot of the analytical 
capacitance varying with 𝜙 is shown in Figure 12.6 (right).

In Figure 12.6 (left), as the semi-major axis approaches the fixed semi-minor axis all spher-
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Figure 12.6. Capacitance of spheroid types with fixed semi-minor axis versus semi-major axis. The 
semi-major axis is an indication of the extremity of prolate or oblate crystals. Right: as in left but 

re-parameterised for aspect ratio.

oids capacitances converge to the sphere value. For oblates, large semi-major axis lengths 
tend towards the disc approximation. It is notable that prolate spheroids have a smaller ana-
lytical capacitance than oblate spheroids for the same governing ellipse, and this difference 
becomes more drastic with increasing semi-major axis length. This indicates that ices rep-
resented by very oblate spheroids, such as stellars and dendrites have a significant geomet-
ric advantage over those represented by very prolate spheroids, such as needles and bullets. 
The variation of capacitance with aspect ratio in Figure 12.6 (right), highlights the more 
rapid growth of capacitance in oblates compares to prolates, and indicates the adjoining 
sphere approximation for the fixed semi-minor axis length.

12.2.2 Computed Capacitance of Ice Crystal Geometries

In their paper on the determination of capacitance using computational methods, West-
brook et al. (2008) derived best fit functions for the capacitance of several ice habits. These 
functions are shown in Table 12.3.

To draw comparisons with the analytical spheroid capacitance by McDonald (1963), the 
axis lengths in each function are made equivalent to that of a spheroid in the McDonald 
scheme. The difference in capacitance provided by each framework can therefore be com-
pared without significant bias.

In the Westbrook et al. (2008) formulation, the crystal basal face has length 2𝑎, so for columns 𝑎𝑊 is the prolate semi-minor axis length 𝑏𝑀 and for plate-like crystals 𝑎𝑊 is the oblate semi-
major axis length 𝑎𝑀. The 4-bullet rosette used in this case is of planar type, so the max-
imum dimension, 𝐷max is approximately equal to twice the semi-major axis of an oblate 
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Crystal Capacitance
Hexagonal plates and columns 𝐶 = 0.58(1 + 0.95A0.75)𝑎
4-Bullet Rosette 𝐶 = 0.35A−0.27𝐷max
6-Bullet Rosette 𝐶 = 0.40A−0.25𝐷max
Stellar 𝐶 = 0.596(1 − 0.38𝑒−4.7A )𝑎
Dendrite 𝐶 = 0.596(1 − 0.30𝑒−5.8A )𝑎

Table 12.3. Functions for the capacitance of ice crystals as determined by Westbrook et al. (2008). The 
capacitance is a function of the maximum crystal dimension 𝐷, the length of the basal face 𝑎, and the aspect 

ratio A .

(a) A (b) B

Figure 12.7. Functions for the capacitance of ice crystals as determined by Westbrook et al. (2008) and 
McDonald (1963) (left) and the ratio of capacitance derived in the McDonald (1963) equation set to that 

derived by Westbrook et al. (2008) (right) .𝐴𝑀. The 6-bullet rosette is more complicated, having a near-spheroidal geometry. The au-
thor has determined that the oblate case is most appropriate for the model used, so 𝐷max is 
approximately equal to twice the semi-major axis of an oblate 𝐴𝑀.

The capacitance functions in Table 12.3 were calculated and are shown in Figure 12.7 (left). 
The relative difference in capacitance between the Westbrook et al. (2008) and McDonald 
(1963) methods are shown in Figure 12.7 (right).

In Figure 12.7 it is evident that the typical ice crystal habits in Westbrook et al. (2008) have 
capacitance below the spheroid approximation, and the overestimation of the spheroid ap-
proximation grows with more extreme aspect ratios. The more porous and complex the 
habit, the greater the overestimation of spheroids . Simple habits such as plates and bul-
lets have the closest resemblance, with spheroids overestimating plates and column capacit-
ance only at extreme aspect ratios. Whereas, stellars and dendrites show the next greatest 
difference, and then the greatest overestimation. Rosettes have the smallest total capacit-
ance, reaching approximately one third that of oblate spheroids. Dendrites and stellars are 
comparatively closer in capacitance to spheroids, but still are overestimated by the spheroid 
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approximation with increasing amounts at more extreme aspect ratios.

12.3 Box-Model Setup

Having established the equations that govern vapour deposition in the previous section, a 
box model can be built to examine the difference in ice growth over time for like conditions, 
with the intention to monitor and compare this process for the purposes of evaluating the 
role of capacitance. The box model will update the cloud ice distribution using the formu-
lation of particle size distributions in each microphysics scheme formulation, which are the 
ISHMAEL and Morrison schemes.

12.3.1 Particle Distributions

First the number distribution of ice crystals is examined. Each scheme assumes that the 
ice number 𝑁 is a randomly distributed variable that follows a gamma distribution 𝑁 ∼
Gam(𝛼, 𝛽) and that 𝑁 is related to, and therefore a function of, the particle dimension 𝑥. 
The gamma distribution probability density function 𝑓(𝑥) has the general form:

𝑓(𝑥) = 𝑁0𝑥𝛼−1𝑒−𝛽𝑥 {𝛼 > 0, 𝛽 > 0}, (12.11)

where 𝛼 and 𝛽 are the shape parameter and the rate parameter of the distribution, some-
times named the spectral index and slope, respectively. The intercept is denoted 𝑁0. Con-
sequently, the particle size distribution of any hydrometeor class can be defined at an in-
stant by calculating the parameters. In this section we determine values of the parameters 
for each scheme. The first moment of the distribution is the number concentration N, which 
is found by integrating over the entire distribution:

𝑁 = ∫∞
0 𝑓(𝑥) d𝑥, (12.12)

and has the general solution: 𝑁 = 𝑁0 Γ(𝛼)𝛽𝛼 , (12.13)

where Γ(𝛼) is the Euler gamma function. Proof can be found in appendix B.1.

The second moment of the distribution is the mass mixing ratio 𝑄, found by integrating the 
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product of the particle mass 𝑞 and number distribution:

𝑄 = ∫∞
0 𝑞(𝑥) ⋅ 𝑓(𝑥) d𝑥 (12.14)

12.3.2 Morrison Solution

To complete the integral each scheme must specify a mass distribution hypothesis that al-
lows 𝑞(𝑥) to be defined as a function of 𝑥 only. In Morrison the m-D relationship follows a 
power law of the form:

𝑚 = 𝑐𝑚𝐷𝑑𝑚 , (12.15)

where 𝐷 is particle diameter, and 𝑐𝑚, 𝑑𝑚 are constants. The Morrison scheme sets 𝑐𝑚 =𝜋𝜌6 , 𝑑𝑚 = 3: 𝑚 = 4𝜋3 𝜌𝑟3
Hence cloud ice crystals are modelled as constant density spheres. Using this relation in 
Equation 12.14, 𝑄 has the general solution: 𝑄 = 𝑁0𝑐𝑚 Γ(𝛼 + 𝑑𝑚)𝛽𝛼+𝑑𝑚 (12.16)

Proof of this relation can be found in appendix B.2. For Morrison, we can obtain a defini-
tion for 𝑁0 based on Equation 12.13:

𝑁0 = 𝑁 𝛽𝛼Γ(𝛼) (12.17)

Substitution of this identity into Equation 12.16 yields: 𝑄 = 𝑁𝑐𝑚 1𝛽𝑑𝑚 Γ(𝛼 + 𝑑𝑚)Γ(𝛼)
𝛽 = (𝑁𝑐𝑚𝑄 Γ(𝛼 + 𝑑𝑚)Γ(𝛼) ) 1𝑑𝑚

(12.18)

Therefore, both 𝛽 and 𝑁0 are diagnosed based on the ice number concentration and mass 
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concentration. The distribution can be updated by forming new values of 𝑁 and 𝑄 after 
microphysical process calculations and subsequently updating the distribution parameter 
definitions.

12.3.3 ISHMAEL Solution

For ISHMAEL, the mass distribution hypothesis follows a similar format but uses the volume 
of a spheroid instead of that of a sphere:

𝑚 = 4𝜋 ̄𝜌3 𝑎2𝑐, (12.19)

where 𝑎 and 𝑐 are the spheroid axes. This identity can be used in a substitution of 𝑞(𝑥) in 
Equation 12.14 if we let 𝑥 ≡ 𝑎. However, to close the integral, 𝑐 must be related to the a-
axis length. To do this, ISHMAEL relies on the mass distribution hypothesis for spheroids 
first proposed by J.-P. Chen and Lamb (1994) that enables relation of the axes as in Jensen 
et al. (2017):

𝑐𝑖 = 𝑎1−𝛿∗0 𝑎𝛿∗𝑖 , (12.20)

where 𝑎0 is the initial particle size at the time step start, and 𝛿∗ represents the mean inher-
ent growth ratio of ice across all ice growth processes. At 𝛿∗ = 1 the c-axis 𝑐𝑖 = 𝑎𝑖 and 
the ice is isometric (spherical); in the current version of ISHMAEL (WRF v.4.3) all ices are 
nucleated as isometric but evolve toward oblate (𝛿∗ < 1) or prolate (𝛿∗ > 1).

The relationship between 𝛿∗ and spheroid aspect ratio is not immediately apparent, but can 
be shown by rearranging Equation 12.20. Let 𝜑 = 𝑐𝑖/𝑎𝑖 be the aspect ratio, and let 𝑅 be 
the ratio of the initial to the current particle a-axis 𝑎𝑖/𝑎0 indicating growth or contraction. 
Substituting 𝑎𝑖 = 𝑎0𝑅:

𝜑 = 𝑅𝛿∗−1
A plot of 𝜙 versus 𝛿∗ for values of R is given in Figure 12.8. Note that 𝛿∗ is limited between 
0.55 and 1.33. As R increases (the a-axis relative to its nucleation length), increasing (de-
creasing) values of 𝛿∗ make increasingly prolate (oblate) ices.
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Figure 12.8. Relationship between the ice particle aspect ratio 𝜙 and the inherent growth ratio 𝛿∗ for differing 
values of the spheroid a-axis relative growth factor 𝑅

To determine 𝛿∗ we take the natural logarithm of Equation 12.20 and rearrange: 𝛿∗ = log(𝑐𝑖) − log(𝑎0)/(log(𝑎𝑖) − log(𝑎0))
The inherent growth ratio 𝛿∗ is implemented in this manner throughout the ISHMAEL code. 
Substituting 12.20 into the equation for spheroid mass and subsequently substituting for 𝑞(𝑥) in Equation 12.14 we retrieve the following:

𝑄 = 4𝜋 ̄𝜌3 ∫∞
0 𝑎1−𝛿∗0 𝑎2+𝛿∗𝑖 ⋅ 𝑓(𝑎𝑖) d𝑎𝑖 (12.21)= [𝑁0 4𝜋 ̄𝜌3 𝑎1−𝛿∗0 ] Γ(𝛼 + 𝛿∗ + 2)𝛽𝛼+𝛿∗+2 (12.22)

A derivation of this result is found in appendix B.3. This identity can be fully specified by 
substituting Equation 12.13 into 12.22:

𝑄 = [𝑁4𝜋 ̄𝜌3 𝑎1−𝛿∗0 ] Γ(𝛼 + 𝛿∗ + 2)Γ(𝛼) 1𝛽𝛿∗+2 (12.23)
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Additionally, recall that 𝛽 = 1/𝑎𝑛 where 𝑎𝑛 is named the characteristic axis length. Mak-
ing this substitution we derive Equation 9 of Jensen et al. (2017):

𝑄 = 4𝜋 ̄𝜌3 𝑁Γ(𝛿∗ + 𝛼 + 2)Γ(𝛼) 𝑎1−𝛿∗0 𝑎2+𝛿∗𝑛 (12.24)

To completely specify the distribution the value of 𝛽 may be updated by microphysical pro-
cess rates in terms of 𝑁 and 𝑄. This is evident by rearranging Equation 12.23 for 1/𝛽: 1𝛽 = 𝑎𝑛 = (𝑄𝑁 34𝜋 ̄𝜌𝑎1−𝛿∗0 Γ(𝛼)Γ(𝛼 + 𝛿∗ + 2)) 1𝛿∗+2

(12.25)

12.3.4 Comparison to the Literature

We may compare the derived functions to the literature for each scheme. Recall the general 
form of the gamma probability density function:

𝑓(𝑥) = 𝑁0𝑥𝛼−1𝑒−𝛽𝑥 {𝛼 > 0, 𝛽 > 0}, (12.26)

the parameters are given like so: 

Morrison ISHMAEL𝑥 = 𝐷 𝑥 = 𝑎𝑖𝛼 = 1 + 𝑝𝑐 = 1 𝛼 = 𝜈 = 4𝛽 = 𝜆 𝛽 = 1/𝑎𝑛
Then Morrison has the distribution:𝑓(𝐷) = 𝑁0𝐷𝑝𝑐𝑒−𝜆𝐷
and making the same parameter changes to the derived values of 𝑁0, 𝛽 in Equations: 12.17
and 12.18, respectively:

𝑁0 = 𝑁𝜆𝑝𝑐+1Γ(𝑝𝑐 + 1)
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𝛽 = [𝑐𝑚𝑁Γ(𝑝𝑐 + 𝑑𝑚 + 1)𝑄𝐼Γ(𝑝𝑐 + 1) ] 1𝑑𝑚 ≡ 𝜆
Which collectively form 𝐴1 − 𝐴3 in Morrison et al. (2005). Setting 𝛼 = 1 and 𝑝𝑐 = 0, 
creates a simple exponential distribution.

ISHMAEL has the distribution: 𝑓(𝑎𝑖) = 𝑁Γ(𝜈) ( 𝑎𝑖𝑎𝑛 )𝜈−1 1𝑎𝑛 𝑒− 𝑎𝑖𝑎𝑛

Where we have used the relation 𝑁0 = 𝑁 𝛽𝛼Γ(𝛼) . This forms Equation 7 in Jensen et al. 
(2017).

12.3.5 Mean Particle Size

The particle size in each scheme is defined as the integral over the size distribution, which 
we have defined already for the number mixing ratio, in ISHMAEL this is:

̄𝑎 = ∫∞
0 𝑎Γ(𝜈) ( 𝑎𝑖𝑎𝑛 )𝜈−1 1𝑎𝑛 𝑒− 𝑎𝑖𝑎𝑛 (12.27)

Completing this using the definition for the Euler gamma function and the substitution method 
as in the appendix, we find that: ̄𝑎 = Γ(𝜈 + 1)Γ(𝜈) 𝑎𝑛 = 4𝑎𝑛 (12.28)

In Morrison we find that similarly: 𝑎 = ∫∞
0 𝐷 ⋅ 𝑓(𝐷) = ∫∞

0 𝑁0𝑁 𝐷 ⋅ 𝐷𝑝𝑐𝑒−𝜆𝐷
= 𝛽𝛼Γ(𝛼) ∫∞

0 𝐷𝛼𝑒−𝜆𝐷
= 𝛽𝛼Γ(𝛼) Γ(𝛼 + 1)𝛽𝛼+1= 𝛼𝛽𝛼
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In Morrison 𝛼 = 1, 𝛽 = 𝜆 so: �̄� = 1𝜆
Thus in Morrison the average radius of a hydrometeor category is 1/2𝜆. However, care must 
be taken when converting between radius and diameter during comparisons to the ISH-
MAEL scheme and in general.

The ratio of average radius in ISHMAEL to Morrison for a given mass and number mixing 
ratio by taking the definitions of 𝜆 from Equation 12.18 and 𝑎𝑛 from Equation 12.25:

�̄�2 = ̄𝑟 = 12 (𝑁𝜋𝜌6𝑄 Γ(4)Γ(1))− 13

̄𝑎 = 4 (𝑄𝑁 34𝜋 ̄𝜌 Γ(4)Γ(7)) 13 ,
where ̄𝑟 = �̄�/2 and 𝛿∗ = 1 in order to obtain spherical particles that are comparable for 
both schemes. In accordance with each scheme setup 𝛼 = 1, 𝑑 = 3 in Morrison, 𝛼 = 4 in 
ISHMAEL. When number and mass concentration are identical the following relationship 
is obtained between average radii in each framework:

̄𝑟 ̄𝑎 = 18 (160𝜌̄𝜌 ) 13

For like densities, ̄𝑟�̄� ≈ 0.6786, or rather ISHMAEL’s average radius is approximately 1.47 
times larger than Morrison for spherical particles.

The relationship for differing 𝛿∗ (i.e. non spherical) is more complex and so is shown in 
Figure 12.9. Here the radius is plotted for the (artificially limited) 𝛿∗ range 0.55, 1.3 and 
for equal density amongst schemes. Several curves are shown for various ratios of mass to 
number concentration 𝐾 = 𝑞𝑖/𝑛𝑖.
The magnitude of the ratio of average particle size in ISHMAEL increases with increasing 
oblateness (𝛿∗ < 1), whereas for prolate crystals the opposite is true, increasingly prolate 
crystals drive the average radius of both schemes closer together until the point that both 
scheme’s radii reach parity ( ̄𝑎 = ̄𝑟). Further increases in 𝛿∗ then yield increasingly smaller 
radii in ISHMAEL compared to Morrison.

This relationship is exacerbated with increasing crystal mass ratio 𝐾, such that with higher 𝐾 the most severely oblate (prolate) crystals have larger (smaller) ratios and the inflection 
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point ̄𝑎 = ̄𝑟 occurs at less prolate geometries. This is consequential, as the point at which 
the average radius is larger in ISHMAEL than in Morrison is dynamic, and moves with av-
erage crystal mass accordingly. Therefore, one can imagine that in environments of very 
many small crystals on the most severely prolate crystals will enable Morrison to have a 
comparable average crystal radius. Conversely, for environments of few large crystals the 
inflection point is much closer to spherical, and so the average particle radius might be more 
comparable between schemes. Of course, the most striking feature is found for very oblate 
crystals when the mass is high, such as in snow. Here, the average particle radius becomes 
much larger in ISHMAEL than in Morrison. These features are notable as they can produce 
striking differences in the character of the cloud hydrometeor population despite having 
identical mass and number mixing ratios. The average radius is a factor in the determina-
tion of fall speeds and the calculation of several microphysical processes, not least depos-
ition and riming.

Figure 12.9. Ratio of the distribution average radius between the ISHMAEL and Morrison microphysics 
schemes versus the inherent growth ratio 𝛿∗. When 𝛿∗ = 1 both distributions simulate spherical particles. The 

ratio is plot for several values of the average ice-mass 𝐾 shown in the Figure legend.

12.4 Deposition Frameworks per Scheme

As found in the previous section, the parameters 𝛽 and 𝑁0 of the gamma distribution are 
based on the mass and number of particles, not withstanding 𝛼 which is determined from 
measurement spectra and defined a priori. Thus, to determine changes in the distribution 
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due to deposition, each scheme must compute the change in 𝑁, 𝑄 with each time step.

In this section we will focus on the formulation of the deposition process in each scheme 
and, more specifically, how deposition changes the ice crystal mass and number mixing ra-
tios.

12.4.1 Morrison Deposition Framework

For large scale models encompassing tens of thousands of grid cells simultaneously, it is 
reasonable to assume that a relatively large time step will be employed. Consequently su-
persaturation, which exists as a short term perturbation from equilibrium, is overlooked 
and the tendency of the model is to produce stable saturation levels at the end of each time 
step. A consistent saturation level is a reasonable assumption for liquid water hydrometeors 
which have short relaxation time scales and thus saturation is obtained relatively quickly, 
but the relaxation time of frozen hydrometeors is much larger (> 30 minutes) so supersatur-
ation is maintained for large periods spanning multiple model time steps. To overcome the 
issue of resolving supersaturation, two separate methods are used for liquid water and ice in 
the Morrison framework, cloud water uses the saturation adjustment method, and ice hydro-
meteors use the vapour diffusion method. This section will focus on the parameterisation of 
the vapour diffusion method to ice crystals.

The deposition or condensation to ice by diffusion of vapour is given by Morrison et al. 
(2005) (their Equation 12 for rain evaporation):

PRD = 𝛿0𝑄2𝜏(𝑞sw − 𝑞si), (12.29)

where 𝛿0 is the supersaturation at the beginning of the time step (i.e. QVI - QVS), 𝑞sw is the 
water vapour mixing ratio at saturation 𝑞si is the saturation mixing ratio over ice and 𝑄2 is 
related to diffusional heating:

𝑄2 = 1 + (𝑑𝑞si/𝑑𝑇 )(𝐿𝑠/𝑐𝑝),
and 𝐿𝑠 is the latent heat of sublimation. This can be compared directly to the in-code de-
position to cloud ice given by variable PRD:

1 PRD(K) = EPSI*(QV3D(K)-QVI(K))/ABI(K)*DUM
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Where each component corresponds to the following: 

DUM = 1 − 𝑒−𝜆𝑖𝐷cs(1 + 𝜆𝑖𝐷cs)
ABI = 1 + 𝑑𝑞si𝑑𝑇 XXLS𝑐𝑝

XXLS = 3.15 × 106 − 2370T + 3.337 × 105
EPSI = 2𝜋𝑁0𝐼𝜌𝑎 1𝜆2𝐼 𝐷𝑣

Where EPSI is the phase relaxation time for ice, i.e 𝜖 = 𝜏−1𝑖 and ABI ≡ 𝑄2 is a heating 
term. Therefore:

PRD = 2𝜋𝜌𝐷𝑣 × 𝑁𝜆𝑝𝑐+1Γ(𝑃𝑐 + 1) × 1𝜆2𝑖 × (𝑞𝑣 − 𝑞si)𝑄2 × 1 − 𝑒−𝜆𝑖𝐷cs(1 + 𝜆𝑖𝐷cs)= (𝑞𝑣 − 𝑞si)𝑄2𝜏 × 1 − 𝑒−𝜆𝑖𝐷cs(1 + 𝜆𝑖𝐷cs) (12.30)

This is identical to Equation 12.29 if 𝛿0 = 1, which makes sense as the water vapour mix-
ing ratio will be at saturation as condensation precedes ice deposition (due to difference in 
time scales). DUM is a factor that determines the proportion of the population whose dia-
meter is smaller than a maximum dimensional limit 𝐷cs = 125 × 10−6. If snow is present, 
the “tail end” or minority of the distribution that exists only for the largest particles (larger 
than DCS) is added to the snow category, whereas if no snow is present then this deposition 
is added to the ice. Figure 12.10 demonstrates how DCS partitions the population.

Figure 12.10. Visual schematic of how the ice maximum dimension DCS parameter partitions the particle 
distribution such that large ice particles enter into the snow category.

In either case, deposition to ice below this 𝐷𝐶𝑆 is always added to the ice category. There-
fore, Equation 12.30 can be used to determine the change in ice mass mixing ratio at the 
end of the time step. To understand how capacitance influences the deposition rate we must 
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examine the complete form of the hydrometeor relaxation timescale 𝜏𝑥 given by Equation 4 
of Morrison et al. (2005) and references therein:

𝜏𝑥 = {2𝜋𝜌𝑎𝐷𝜈𝐶0𝑁0Γ(𝑝𝑐 + 2) [ 𝑓1𝜆𝑃𝑐+2 + 𝑓2 (𝑎𝑓𝜌𝜇𝑎 ) 12 𝑆 13𝑐 Γ (𝑏𝑓 + 2𝑝𝑐 + 52 ) 𝜆−(𝑏𝑓+2𝑝𝑐+5)/2]}−1 ,
(12.31)

where 𝑓1 and 𝑓2 are particle ventilation coefficients. 𝑎𝑓 and 𝑏𝑓 are parameters in the fall-
speed dimensional relation, which takes the form of a power law. 𝐷𝜈 is the diffusivity of 
water vapour in air, 𝜌𝑎 is the air density, 𝜇𝑎 is the dynamic viscosity, 𝑆𝑐 is the Schmidt num-
ber. The parameter 𝐶0 is the constant of proportionality in the capacitance-maximum-dimension 
relation 𝐶 = 𝐶0𝐷 known as the dimensionless capacitance. The remaining parameters Γ, 𝑁0, 𝑃𝑐 and 𝜆 are parameters of the gamma distribution provided in the previous section.

Direct comparison of the general form of the phase relaxation time scale can be made to 
that computed in the Morrison code. The snow relaxation time scale EPSS (denoting 𝜖𝑠
where 𝜖𝑥 = 𝜏−1𝑥 ) is:

𝜏−1𝑠 = 2𝜋𝜌𝐷𝜈𝑁0𝑠 [𝑓1𝑠𝜆2𝑠 + 𝑓2𝑠 (𝑎𝑓 𝜌𝜇) 12 𝑆 13𝑐 Γ (𝑏𝑓 + 52 ) × 𝜆−(𝑏𝑓+5)/2𝑠 ] , (12.32)

This follows the general form of Equation 12.31 with 𝑝𝑐 = 0 (as specified in the previous 
section) and 𝐶0 = 1. The phase relaxation time scales for graupel 𝜏−1𝑔 and rain droplets 𝜏−1𝑟 follow the same form. However, for cloud ice the effects of ventilation are neglected:

𝜏−1𝑖 = 2𝜋𝜌𝐷𝜈𝑁0𝑖 1𝜆2𝑖 (12.33)

This is equivalent to taking 𝑝𝑐, 𝑓2 = 0 , 𝐶0, 𝑓1 = 1 in Equation 12.31. It is clear from 
comparison of the in-code equations to the general form of 𝜏𝑥 that, in all cases, 𝐶0 = 1, 
despite intentions to modify this at the time of publication- “Future versions of the scheme 
will take into account non-spherical ice particle habits” (Morrison et al. 2005). Therefore 
all hydrometeors have the capacitance of a sphere. To perform experiments with alternative 
values of the capacitance we may reintroduce the parameter 𝐶0 as a factor of the relaxation 
timescale and modify it accordingly.
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12.4.2 ISHMAEL Deposition Framework

The mass tendency equation for the deposition process in ISHMAEL can be found in Jensen 
et al. (2017) their Equation 22:𝑑𝑞𝐼𝑑𝑡 dep

= 1𝜌𝑎 ∫∞
0 4𝜋𝐶𝑖𝐺𝑖𝑠𝑖𝑛(𝑎𝑖) d𝑎𝑖 = 𝑁𝐼𝜌𝑎 4𝜋𝐶𝐼𝐺𝑖𝑠𝑖 (12.34)

Where 𝐺𝑖 is an effective diffusion coefficient (see Lamb and Verlinde (2011) their Equation 
(8.41), p. 343), 𝑠𝑖 is the supersaturation over ice and 𝐶𝐼 is the distribution averaged capacit-
ance from Harrington et al. (2013) (their Equation B14).

Since both the 𝑎 and 𝑐 axes are changing, deriving a solution to the vapour diffusion is dif-
ficult. To overcome this, Equation 12.34 can be switched for the distribution of equivalent 
volume spheres following the method of Harrington et al. (2013) Equations B22–B25. This 
is done by the capacitance relation:

̄𝑓𝑠(𝑟𝑛) = [𝐶𝐼(𝑎𝑛)/𝑟𝑛]
Then Equation 12.34 becomes: 𝑑𝑞𝐼𝑑𝑡 dep

= 𝑁𝐼𝜌𝑎 4𝜋 ̄𝑓𝑠(𝑟𝑛)𝑟𝑛𝐺𝑖𝑠𝑖 (12.35)

We cannot directly solve this for 𝑞𝐼 as the time dependence is unclear. However we can 
form an expression of 𝑞𝐼 by integrating the total particle mass distribution over 𝑟 as shown 
in Harrington et al. (2013) Equation B5. Note that the volume: 𝑉 = 4𝜋3 𝑁𝑖 Γ(𝛼 + 𝛿∗ + 2)Γ(𝛼) 𝑟3𝑛 (12.36)

Therefore:

𝑞𝑖 = 4𝜋3 𝑟3𝑛 ̄𝜌𝑖𝑁𝑖 Γ(𝛼 + 𝛿∗ + 2)Γ(𝛼) = 𝜌𝑖𝑉𝑡 (12.37)

Consequently, the rate of change of mass during deposition can be re-framed as a change in 
particle volume and density as a consequence of deposition: 𝑑𝑞𝐼𝑑𝑡 dep

= ̄𝜌𝑖(𝑡 + Δ𝑡)𝑉𝑡(𝑡 + Δ𝑡) − ̄𝜌𝑖(𝑡)𝑉𝑡(𝑡)
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We may assign the change in density as that obtained by the depositional density 𝜌dep =̄𝜌𝑖(𝑡 + Δ𝑡) − ̄𝜌𝑖(𝑡). Then the rate of change of ice mass becomes:

𝑑𝑞𝐼𝑑𝑡 dep
= 𝜌dep[𝑉𝑡(𝑡 + Δ𝑡) − 𝑉𝑡(𝑡)]

To compute the right hand side of this equation, consider the identity evolution for time 𝑡 +Δ𝑡: ̄𝜌𝑖(𝑡 + Δ𝑡)𝑉𝑡(𝑡 + Δ𝑡) − ̄𝜌𝑖(𝑡)𝑉𝑡(𝑡) = 𝜌dep[𝑉𝑡(𝑡 + Δ𝑡) − 𝑉𝑡(𝑡)]
This can be rearranged: ̄𝜌𝑖(𝑡 + Δ𝑡) = 𝜌dep[1 − 𝑉𝑡(𝑡)/𝑉𝑡(𝑡 + Δ𝑡)] + ̄𝜌𝑖(𝑡)𝑉𝑡(𝑡)/𝑉𝑡(𝑡 + Δ𝑡)]
Let the change in volume 𝑉𝑡(𝑡)/𝑉𝑡(𝑡 + Δ𝑡) = 𝑤 then:

̄𝜌𝑖(𝑡 + Δ𝑡) = 𝜌dep[1 − 𝑤] + ̄𝜌𝑖(𝑡)𝑤]
With an expression for 𝜌𝑖 defined, all that is required to complete the equation set is an ex-
pression of how volume changes with time during deposition. To obtain this, differentiate 
Equation 12.37 with respect to 𝑡:𝑑𝑞𝑖𝑑𝑡 = 4𝜋𝜌dep𝑁𝑖 Γ(𝛼 + 𝛿∗ + 2)Γ(𝛼) 𝑟2𝑛 𝑑𝑟𝑛𝑑𝑡
This can be set equal to the derivation of mass mixing ratio time change in Equation 12.35
and integrated, keeping temperature, pressure, equivalent spherical shape factor 𝑓𝑠(𝑟𝑛), and 
ice supersaturation constant over a time step: 𝑁𝐼𝜌𝑎 4𝜋 ̄𝑓𝑠(𝑟𝑛)𝑟𝑛𝐺𝑖𝑠𝑖 = 4𝜋𝜌dep𝑁𝑖 Γ(𝛼 + 𝛿∗ + 2)Γ(𝛼) 𝑟2𝑛 d𝑟𝑛

d𝑡
Thus: ̄𝑓𝑠(𝑟𝑛)𝐺𝑖𝑠𝑖𝜌dep𝜌𝑎 Γ(𝛼)Γ(𝛼 + 𝛿∗ + 2) ∫𝑡+Δ𝑡

𝑡 d𝑡 = ∫𝑡+Δ𝑡
𝑡 𝑟𝑛 d𝑟𝑛2 ̄𝑓𝑠(𝑟𝑛)𝐺𝑖𝑠𝑖𝜌dep𝜌𝑎 Γ(𝛼)Γ(𝛼 + 𝛿∗ + 2)[𝑡]𝑡+Δ𝑡𝑡 = [𝑟2𝑛]𝑡+Δ𝑡𝑡
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2 ̄𝑓𝑠(𝑟𝑛)𝐺𝑖𝑠𝑖𝜌dep𝜌𝑎 Γ(𝛼)Γ(𝛼 + 𝛿∗ + 2)[𝑡 + Δ𝑡 − 𝑡] = [𝑟𝑛(𝑡 + Δ𝑡)2 − 𝑟𝑛(𝑡)2]
and rearranging: 

𝑟𝑛(𝑡 + Δ𝑡) = [2 ̄𝑓𝑠(𝑟𝑛)𝐺𝑖𝑠𝑖𝜌dep𝜌𝑎 Γ(𝛼)Γ(𝛼 + 𝛿∗ + 2)Δ𝑡 + 𝑟𝑛(𝑡)2] 12
(12.38)

So the progression of 𝑟nf after deposition is known relative to the initial radius 𝑟ni. We can 
now determine the change in ice mass due to deposition by finite difference approximation 
of the differential equation in 𝑞: 𝑑𝑞𝑑𝑡 ≈ Δ𝑞Δ𝑡 ≈ 𝑞(𝑡2) − 𝑞(𝑡1)𝑡2 − 𝑡1 (12.39)

Solving Equation 12.37 for 𝑞 at times 𝑡 and Δ𝑡 and subtracting the difference:

𝑞(𝑡) = 𝜌𝑖(𝑡)𝑉 (𝑡)= 𝑛𝑖𝜌𝑎 4𝜋3 Γ(𝛼 + 𝛿∗ + 2)Γ(𝛼) 𝜌𝑖𝑟3
ni

𝑞(𝑡 + Δ𝑡) = 𝜌𝑖(𝑡 + Δ𝑡)𝑉 (𝑡 + Δ𝑡)= (𝜌dep[1 − 𝑤] + ̄𝜌𝑖(𝑡)𝑤]) 4𝜋3 𝑁𝑖 Γ(𝛼 + 𝛿∗ + 2)Γ(𝛼) 𝑟3
nf= 𝑛𝑖𝜌𝑎 4𝜋3 Γ(𝛼 + 𝛿∗ + 2)Γ(𝛼) [𝜌dep[1 − 𝑟ni𝑟nf

] + ̄𝜌𝑖 𝑟ni𝑟nf
]] 𝑟3

nf

where we have used 𝑛𝑖𝜌𝑎 = 𝑁𝑖 and recognised that 𝑤 = 𝑉𝑡(𝑡)/𝑉𝑡(𝑡 + Δ𝑡) ≡ 𝑟ni/𝑟nf.

In the ISHMAEL code, the deposition is proportional to the difference between iwci and
iwcf, which correspond directly to 𝑞(𝑡) and 𝑞(𝑡 + Δ𝑡), respectively. Their difference is 
given by:

prd = iwcf − iwci𝜌𝑎Δ𝑡
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12.5 Capacitance Function

As shown in the previous section, deposition in ISHMAEL materialises in a change to the 
equivalent spherical radius 𝑟 defined in Equation 12.38. Importantly, 𝑟 is a function of sev-
eral variables, including the diffusion 𝐺, supersaturation 𝑠𝑖 and the density of deposition 𝜌dep, In ISHMAEL 𝐺 and 𝑠𝑖 are combined in afn. An examination of these variables finds 
a similar if not identical role as in Morrison, so the main difference in deposition tendency 
lies with the formulation of distribution averaged capacitance.

Since the a and c axes are related by Equation 12.20 the capacitance can be written in terms 
of one axis only, 𝑎𝑖, assuming 𝐶 ∝ 𝑎:

𝐶(𝑎, 𝜑) = 𝑎1−𝛿∗0 𝑎𝛿∗𝑖 𝑓𝑠(𝜑), (12.40)

Where 𝑓𝑠(𝜑) is the shape factor, a dimensionless quality that relates the axis length to the 
capacitance as a function of the aspect ratio. This is somewhat similar to the capacitance-
diameter relation in Morrison, except that the shape factor incorporates the aspect ratio, en-
abling the capacitance to vary for otherwise identical 𝑎𝑖-axis lengths.

The shape factor function 𝑓𝑠 must be defined for various aspect ratios of a spheroid. The 
analytical form of the shape factor for spheroids is not integrable but can be simplified us-
ing a power law as in Harrington et al. (2013):

𝑓𝑠(𝜑) = 𝑎1𝜑𝑏1 + 𝑎2𝜑𝑏2 (12.41)

Where: 𝑎1 𝑎2 𝑏1 𝑏2
Oblate 0.6369427 0.363057 0 0.95
Prolate 0.5714285 0.428571 -1 -0.18

Table 12.4. Power law parameters for oblate and prolate crystals adapted from Harrington et al. (2013).

The form matches closely the shape factor, found as the ratio of surface areas for equivalent 
volume spheres. Substituting the definition of aspect ratio 𝜑(𝑎) = 𝛼∗𝑎𝛿∗−1 the capacitance 
factor is derived for differing axial lengths and aspect ratios:

𝐶(𝑎) = 𝑐1𝑎𝑑1 + 𝑐2𝑎𝑑2 , (12.42)
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with coefficients: 𝑐1 = 𝑎1𝛼cap𝛼𝑏1∗ 𝑐2 = 𝑎2𝛼cap𝛼𝑏2∗𝑑1 = 𝑏1(𝛿∗ − 1) + 𝛿cap 𝑑2 = 𝑏2(𝛿∗ − 1) + 𝛿cap

In this equation set 𝛼∗ = 𝑎1−𝛿∗0 . Oblates have 𝛼cap = 1 and 𝛿cap = 1. Whereas prolates 
have 𝛼cap = 𝛼∗ and 𝛿𝑐𝑎𝑝 = 𝛿∗ for prolates. The capacitance is formed using the above 
equation, and a distribution averaged ̄𝑓𝑠(𝑎) is derived by division of 𝐶(𝑎) by 𝑟. Examining 
the relationship between PRD and capacitance:

PRD ∝ [IWCF - IWCI]∝ [IWCF((𝑟nf (𝑓 12𝑠 ))3) − IWCI]
Thus the total deposition in ISHMAEL PRD is a function of ̄𝑓𝑠(𝑎)3/2. This can be compared 
directly to the Morrison formulation: 

PRD ∝ [𝜏−1]∝ [𝐶0]
We note that deposition mass in Morrison is directly proportional to the shape factor, whereas 
in ISHMAEL the deposition mass is a more complex function of the shape factor to a com-
paratively higher power.

With the particle size distribution, its evolution during deposition, and the implementation 
of capacitance known, an investigation can be conducted to understand the influence of the 
capacitance upon the deposition rate over time within a box model.

12.6 Capacitance Testing

To begin, the capacitance function can be compared over a range of possible size distribu-
tions. As the size distributions are a function of 𝑛 and 𝑞 the range of these values must be 
chosen for testing. Given the capacitance is a function of the characteristic radius we shall 
also calculate this based on 𝑛 and 𝑞. Finally we shall plot over a range of 𝛿∗.

To limit the plotting options, it is convenient to choose ratios of 𝑛 and 𝑞 which allow the 
result to be combined as in Figure 12.9. We can consider the average crystal mass �̄� to be 

329



12.6. CAPACITANCE TESTING

Figure 12.11. Distribution averaged capacitance (left), ratio of capacitance between ISHMAEL and Morrison 
(middle) and value of the distribution averaged shape factor (right) versus inherent growth ratio 𝛿∗ for varying 

average crystal mass 𝐾 (kg) (see Figure legend)

the ratio 𝑞𝑖𝑛𝑖 to gain a physical understanding of this ratio. Consider also that the minimum 
limit for the mass mixing ratio QSMALL in ISHMAEL is 1 × 10−12 kg kg−1 and in Morrison 
is 1 × 10−14 kg kg−1.

Given that the average crystal radius already differs between schemes for otherwise identical 
mass and particle number we shall fix the characteristic radius 𝑎𝑛 which is an argument 
to the capacitance. Instead, 𝑎𝑛 is recalculated based on the ratio of 𝑛 and 𝑞 via Equation 
12.25. Note that the average density of crystals will be different in ISHMAEL than Mor-
rison but that this can not be readily avoided, and is to be expected when comparing fixed 
and non-fixed density schemes. Additionally, the density plays no role in the capacitance 
calculation, which is purely geometric.

Finally, note that in Morrison the ratios depicted may not be applicable to solely ice crys-
tals, as the autoconversion threshold DCS may be breached causing deposition to be added 
to the snow category rather than cloud ice. However, this is of no consequence as the di-
mensionless capacitance factor for all hydrometeors is set to unity and thus the capacitance 
can be compared regardless of hydrometeor.

Figure 12.11 compares the distribution averaged capacitance in both schemes. Panel (a) 
plots the capacitance equation (Equation 12.42) across a range of 𝛿∗ values between 0.55 
and 1.3, which form the artificial limits in the ISHMAEL code and are a function of aspect 
ratio. Additionally, the capacitance is shown for multiple ratios of 𝑞𝑖 to 𝑛𝑖, which indicates 
average crystal mass. The ratios of crystal mass and number shown here are representative 
of typical cloud ice mass and number ratios. For example, typical cloud masses of 0.1 mg 
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kg−1 and 0.001 mg kg−1 and 0.1 to 1 per litre give an upper ratio range of 1 × 10−7/100 =1 × 10−5 kg and lower range of 1 × 10−9/1000 = 1 × 10−12 kg. Also plotted in Panel (a) 
for comparison is the Morrison equivalent capacitance that is calculated using the relation 𝐶 = 𝐶0𝐷 where 𝐶0 is the dimensionless capacitance equal to one and D is the distribution 
averaged diameter 1/𝜆𝐼 which is derived for the same mass and number concentration but 
as outlined in section 12.3.5 may vary from the average diameter produced by ISHMAEL. 
It is also notable that ice density is non-constant in ISHMAEL and has been adjusted in line 
with the code-routines to ensure consistency. Panel (b) indicates the ratio of the ISHMAEL 
capacitance to that found in Morrison.

Panel (c) plots the distribution averaged shape factor 𝑓𝑠 that relates the capacitance value 
to the ice crystal geometry. In Morrison 𝑓𝑠 = 1, but in ISHMAEL 𝑓𝑠 = 𝐶/𝑟 where 𝑟 is 
the spherical equivalent radius, which is calculated per mass and number ratio. Recall that 
in ISHMAEL PRD is a function of ̄𝑓𝑠(𝑎)3/2 and in Morrison PRD is directly proportional to 𝐶0, so 𝑓𝑠 is a direct factor in the calculation of mass transferred to the crystal via deposition 
and is the primary difference between the formulations of deposition in each scheme.

From panel (a) we note that, for a given average crystal mass, the capacitance provided by 
ISHMAEL is consistently greater than that in Morrison, with the absolute difference be-
coming greater for the most severe aspect ratios (i.e. 𝛿∗ << 1 or 𝛿∗ >> 1), and amongst 
those severe aspect ratios, the greatest difference is provided by oblates. For increasingly 
larger average crystal mass (i.e. larger 𝐾) the magnitude of this difference increases dispro-
portionately towards severe aspect ratios. This implies that environments with higher mass 
crystals will have greater deposition tendency by virtue of their increased capacitance and 
that if such environments were to contain crystals with severe aspect ratios, an even starker 
gulf in capacitance would occur between schemes. This difference is illustrated in panel 
(b) which shows the ratio of the ISHMAEL capacitance to that calculated in Morrison for 
several 𝐾. For all examples of 𝐾, the capacitance in ISHMAEL for moderate aspect ratios 0.8 < 𝛿∗ < 1.2 is at or below 1.5 times that produced in Morrison, but for the largest 𝐾 the 
capacitance of prolate ice can reach double that of Morrison. The most oblate ices show an 
even greater factor of discrepancy, with the lowest 𝐾 having capacitance exceeding twice 
that of Morrison, all the way up to the highest 𝐾 which exceeds 3.5 times the Morrison cal-
culated value.

Panel (c) is most pertinent to the discussion of deposition as it shows the shape factor which 
is a direct term in the calculation of deposition mass tendency. The shape factor in Mor-
rison is fixed at one and thus plays no role in the calculation of deposition for Morrison. 
However, in ISHMAEL the shape factor provides an increase to the deposition mass tend-
ency PRD. It is clear that when 𝛿∗ = 1 the shape factor must equal four as the capacitance 
relation becomes:
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𝐶(𝑎) = 𝑎1𝑎𝑛 Γ(5)Γ(4) + 𝑎2𝑎𝑛 Γ(5)Γ(4) = 4𝑎𝑛(𝑎1 + 𝑎2) = 4𝑎𝑛 = ̄𝑎
and the spherical equivalent radius 𝑟𝑛 = 𝑎𝑛, thus 𝑓𝑠 = 𝐶(𝑎)/𝑟𝑛 = 4. Thus the minimum 
shape factor in ISHMAEL is four and hence deposition will have a four fold equivalent in-
crease in comparison to Morrison for equivalent mass and number mixing ratio. However, 
the shape factor can increase for more prolate crystals and even more so for the most ob-
late crystals. This factor is, as with the capacitance, increasingly severe for greater average 
crystal mass 𝐾, reaching almost a factor of 10 over Morrison for the most oblate and heavy 
crystals.

These results indicate that deposition growth in ISHMAEL is likely to be greater than in 
Morrison for an equivalent mass and number of crystals. Larger and larger shape factors 
are likely to be exacerbated by the deposition process, which tends to produce less spher-
ical ices and more extreme aspect ratios, and thus there is a high likelihood of rapid depos-
itional growth from a cycle of deposition which causes greater oblateness which increases 
deposition.

It is important to stress the non-linearity of the capacitance function. During deposition the 
crystal shape evolves and so the shape factor will change too. Therefore to understand crys-
tal growth in this non-linear regime a box model is employed that will examine depositional 
growth and change in shape factor simultaneously.

12.7 Box-Model Testing

In this section the scheme formulations outlined previously are used to determine the mass 
deposition tendency and other features of the deposition during idealised scenarios. This 
will allow for the role played by the changing capacitance and shape-factor to be under-
stood in a growth environment. For this we employ a simple box model that isolates the 
deposition process.

12.7.1 Initialisation of Environmental Variables

The initial state of the box model is set up to represent an initial cloud scenario that is de-
rived from the model simulations. The box model thermodynamic inputs are temperature 𝑇
and Pressure, 𝑃, and the microphysics inputs are ice-mass mixing ratio 𝑞𝑖, ice number mix-
ing ratio 𝑛𝑖 and vapour mixing ratio 𝑞𝑣. The crystal population is controlled by the selec-
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tion of mass and number mixing ratio. By using mixing ratios the results of the box model 
can be extrapolated to larger masses of air without loss of generality and as such the box 
may be thought of as encapsulating a kilogram of air, containing 𝑛𝑖 crystals weighing 𝑞𝑖
kg. For simplification and consistency with each deposition formulation, the ratio 𝐾 of the 
mass mixing ratio to number mixing ratio is used. Increasing 𝐾 is indicative of increas-
ingly large average crystal mass. These variables were sampled across simulations of cases 
1 and 2 to determine their respective ranges and the relationships between these variables to 
produce representative ranges over which to compute the box model.

Figure 12.12 shows the frequency of the ratio 𝐾 = 𝑞𝑖/𝑛𝑖 for both microphysics schemes 
and both simulated cases. As we are concerned with the deposition process to cloud ice 
only, the mass and number mixing ratios of each scheme were masked to only cells in which 
the ice was characteristic of cloud ice and where deposition was non-zero.

Figure 12.12. Simulated distribution of average crystal mass 𝐾 in the ISHMAEL (left) and Morrison (right) 
microphysics schemes across cases one (top) and two (bottom)

The distributions of the ratio 𝐾 are distinct between schemes, Morrison produces a larger 
spread of 𝐾 that spans 1 × 10−14 and 1 × 10−7 kg whereas ISHMAEL ices are typically lar-
ger in mass, spanning between 1 × 10−12 and 1 × 10−6 kg for ice-type 1 (planar nucleated) 
and 1 × 10−10 and 1 × 10−6 kg for ice-type 2 (columnar nucleated). However the vast ma-
jority of crystals in both schemes occupy a range somewhat between 1×10−11 and 1×10−8
kg. One can assume that crystals at the larger end of the spectrum have already grown con-
siderably by deposition, and thus it makes sense to focus more so on the smaller crystals for 
the initialisation. However, the smallest crystals in Morrison do not typically exist in ISH-
MAEL, and thus it makes sense to exclude this very small range for the purposes of com-
parison. An appropriate and comparable range in 𝐾 is therefore 1 × 10−11 and 1 × 10−8.

Next the likely temperature that crystals experience within each 𝐾 range is required. Fig-
ure 12.13 is a scatter density plot of the ratio 𝐾 versus temperature, where the local pixel 
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density of data points has been highlighted.

Figure 12.13. Scatter density plot of average crystal mass value 𝐾 versus the ambient temperature in the 
ISHMAEL (top, middle) and Morrison (bottom) microphysics schemes. Density of points is indicated by 

color mapping, and is determined by the local pixel density.

ISHMAEL ice-type 1 (planar nucleated) and Morrison cloud ice show a similar, approx-
imately linear relationship between the ratio 𝐾 and ambient temperature. Colour grading 
indicates that the vast majority of data points occur at 𝐾 = 1 × 10−9 kg and in the tem-
perature range 250–260 K for ISHMAEL ice-type 1, though by comparison Morrison cloud 
ice has a more evenly spread distribution of cloud ice mass. Lines of best fit are plotted for 
the upper and lower 𝐾 ranges of each scheme and are shown in red. The equations of these 
lines are:
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ISHMAEL ice-type 1:9𝑒 − 12 × 10(2.8/60×(𝑇 −220)) < 𝐾 < 2𝑒 − 9 × 10(2.8/60∗(𝑇 −220))
and for Morrison: 2 × 10 260 (𝑇 −240)−11 < 𝐾 < 2 × 10 3.860 (𝑇 −230)−9
Rearranging these to obtain temperature for a given 𝐾 we have upper and lower bounds for 
ISHMAEL:

602.8 (log10 (𝐾2 ) + 9) + 220 < 𝑇 < 602.8 (log10 (𝐾9 ) + 12) + 220 (12.43)

and for Morrison:

30 (log10 (𝐾2 ) + 11) + 240 < 𝑇 < 603.8 (log10 (𝐾2 ) + 9) + 230 (12.44)

We may substitute values in the 𝐾 range of interest (1 × 10−11–1 × 10−8 kg) to these equa-
tions to determine the likely temperature bounds.

Finally, the likely pressure and vapour content for a given 𝐾 and 𝑇 is required. Figure 12.14
plots the pressure-temperature relation for 𝐾 in the range of interest. The distribution is 
coloured in accordance with the vapour mass mixing ratio 𝑞𝑣.

As expected, the pressure-temperature relation is approximately exponential and consistent 
amongst both schemes for all variations in 𝐾. However, the simulated spread is consider-
able enough to require simplification. At present the dimensionality of the box model spans 𝐾 and 𝑇 so to avoid adding further dimensionality to the box model parameters we seek a 
simple relationship that approximately relates 𝑇 and 𝑃. Using least squares curve-fitting we 
obtain:

𝑃 ≈ 51.43𝑒0.028147 T, (12.45)

which is accurate enough for the purpose of setting the environment. Finally, it is apparent 
that vapour content is strongly related to temperature only, therefore we can approximate 
the vapour content easily:
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Figure 12.14. Scatter plot of pressure versus tem
perature in the ISH
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𝑄𝑣 = ⎧{{⎨{{⎩
1 × 10−5–1 × 10−4 kg kg−1, if 𝑇 ≤ 220 K1 × 10−4–1 × 10−3 kg kg−1, if 220 ≥ 𝑇 ≤ 250 K1 × 10−3–1 × 10−2 kg kg−1, if 𝑇 ≥ 250 K

We can assume that the relationship increases linearly in log-spaced 𝑞𝑣 i.e. log10(𝑞𝑣) =𝑚𝑥 + 𝑐. An equation that satisfies the above conditions is:

𝑞𝑣 = 10 𝑇30 −11.3̇,
which provides a useful incorporation of vapour content to the box model.

In total we have specified the input variables 𝑞𝑖/𝑛𝑖, 𝑞𝑣, 𝑇 and 𝑃 for examination. Each 𝐾, 
and therein each T will be simulated in the box model with vapour mass and pressure spe-
cified as a function of T. We can be confident that the scenarios are representative of envir-
onments produced by each scheme for both cases.𝐾 = 𝑞𝑖/𝑛𝑖 (kg) T (K) P (Pa) 𝑞𝑣 (kg kg−1)1 × 10−11 200–230 𝑃 ≈ 51.43𝑒0.028147𝑇 𝑞𝑣 = 10 𝑇30 −113̇1 × 10−10 205–2651 × 10−9 215–2731 × 10−8 240–273

Table 12.5. Variable values and ranges for a capacitance-testing box-model. Average crystal mass 𝐾 (kg), 
Ambient Temperature T (K), Ambient pressure P (Pa), and vapour mass mixing ratio 𝑞𝑣 (kg kg−1).

12.7.2 Initialisation of Ice Variables

To simulate the growth of ice by deposition for the specified 𝐾 ratios and temperatures 
without any additional complication from external processes, all microphysical processes 
besides deposition are excluded from the simulation including negative growth processes 
such as melting and sublimation. This is a suitable choice as we are concerned with the 
growth of ice as a consequence of its capacitance in a saturated environment only and any 
further compounding processes will only serve to complicate the role of capacitance. How-
ever, we note that this environment is not representative of reality or indeed that of the schemes 
described and so the results must be treated in isolation.

The box model is initialised with a ratio of 𝐾 and an appropriate ambient temperature from 
Table 12.5 with which the initial pressure and vapour content can be calculated by approx-
imation using the aforementioned equations. This set of initial conditions is a reasonable 
example scenario taken directly from the simulated cases and whilst it does not cater to all 
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possible combinations, the set is assumed to be representative of each scheme. The 𝐾 ratio 
is calculated from initial values of 𝑞𝑖 and 𝑛𝑖 in both schemes. The distributions of mass and 
number concentration for each scheme are shown in Figure12.15. Morrison has a consid-
erably larger spread in possible values than ISHMAEL, but for a fair comparison we focus 
on the overlapping area of the distribution in the range 𝑞𝑖 between 1 × 10−7–1 × 10−4 (kg 
kg−1) and 𝑛𝑖 between 1 × 102–1 × 106 (kg−1). The 𝐾 ratios of interest can be construc-
ted from these ranges by choosing central points in the distribution, and are shown with 
coloured markers. This choice enables 𝑞𝑖, 𝑛𝑖 and their ratio 𝐾 to be representative of each 
simulation.

Figure 12.15. Scatter density plot of mass mixing ratio (kg kg−1) for ice in Morrison (left) and ISHMAEL 
(right). Points chosen as Representative of the microphysics scheme are shown in coloured dots (see Figure 

legend)

Finally, in addition to the number and mass mixing ratios, the PSD in ISHMAEL also de-
pends on the characteristic particle radius 𝑎𝑛. This radius can be calculated directly from 𝑞𝑖 and 𝑛𝑖 but requires the user to choose an initial 𝛿∗. In accordance with the initialisation 
of the ISHMAEL scheme, and to produce parity with the Morrison scheme, 𝛿∗ is initialised 
with value 1, indicating spherical particles.

12.7.3 Progression of Variables per Time Step

The simplest thermodynamic choice is to employ a fixed thermodynamic environment such 
that pressure, air density and temperature remain constant for the duration of the simula-
tion. This is akin to a non-closed box, whose thermodynamic qualities are governed by 
the surrounding air mass. Besides reducing complexity, this is also a useful choice as it re-
moves the effect of thermodynamic changes upon the deposition process and allows the ice 
to grow as a consequence of only saturation, (and by proxy the capacitance). In this scen-
ario, the values of 𝑃 and 𝑇 remain at their initial values during the simulation, whereas hy-
drometeor and vapour ratios are allowed to evolve via the tendency relations of each scheme. 
Latent heating from deposition is consequently negated and latent heating from second-
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ary mechanisms such as riming are also set to zero. Comparative testing with latent heat-
ing turned on shows that the temperature corrections as a consequence of latent heating are 
near negligible, and certainly ineffectual upon deposition rate. In this scenario, we employ 
a 15 minute simulation time, which is sufficient to demonstrate the differences in deposition 
tendency between each scheme. Longer periods are found to converge as each scheme tends 
towards saturation equilibrium.

Microphysical variables are free to evolve in the box in accordance with the deposition for-
mulation of their respective scheme. For example, the parameter 𝑞𝑖 and, in ISHMAEL, 𝑎𝑛
will change as particle mass increases during deposition and consequently so will the size 
distribution parameters. For the ISHMAEL scheme, the source code varcheck routine, 
which checks distribution parameters for consistency, is adapted and employed. The num-
ber mixing ratio 𝑛𝑖 is fixed during deposition, as the deposition process does not affect particle 
number, and as sublimation is turned off. However, in Morrison 𝑛𝑖 can evolve via the auto-
conversion process of cloud ice to snow.

Morrison’s autoconversion process takes place when the cloud ice distribution begins to 
exceed a designated dimensional cut-off limit, this occurs routinely in Morrison as the de-
position process increases the average crystal dimension. Consequently, the snow hydro-
meteor category which is initialised with 𝑞𝑠 = 0, 𝑛𝑠 = 0 can increase by conversion 
of the ice mass, and in accordance, the ice mass and number may decrease to accommod-
ate this change. This feature should not affect the comparison to ISHMAEL whose single 
category can include snow, but does require the simultaneous inclusion of two deposition 
frameworks in Morrison for ice and snow respectively.

This framework can be used to determine the influence of capacitance on a growing cloud 
ice distribution. The variables output by the box model for the ISHMAEL and Morrison 
microphysics schemes are shown in Table 12.6 and Table 12.7, respectively.

12.8 Box-Model Results

The idealised box model was used to conduct a complete simulation run with total simula-
tion time of 60 minutes and a 2 second time step of integration. The ice precipitation field 
was initialised in a distribution of fixed mass mixing ratio 𝑞𝑖 (kg kg−1) and number mixing 
ratio 𝑛𝑖 (kg−1). The ambient environment was initialised with a temperature value 𝑇 (K) 
that could be used to feed parameterisations of the pressure 𝑃 (Pa) and vapour mixing ratio 𝑞𝑣 (kg kg−1) calculated earlier and shown in Table 12.5. The box model is capable of simu-
lating three idealised thermodynamic environments. Option one, a fixed 𝑇, 𝑃, and 𝑞𝑣 run in 
which all initialisation conditions are held constant. Option two, a fixed 𝑇, 𝑃 environment 
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Quantity Unit and Notes
Ice mass mixing ratio kg kg−1

Ice number mixing ratio kg−1
Pressure hPa

Temperature K
Vapour mixing ratio kg kg−1

Deposition mass tendency kg kg−1 s−1
Air density kg m−3

Inherent Growth Ratio 𝛿∗
Characteristic a-axis size 𝑎ni m
Characteristic c-axis size 𝑐ni m
Characteristic radial size 𝑟ni m

ice density 𝜌 kg m−3
Ice 𝑎2𝑐 mixing ratio 𝑎i m3 kg−1
Ice 𝑐𝑎𝑐 mixing ratio 𝑐i m3 kg−1

Distribution-weighted capacitance m
Shape factor 𝑓𝑠 see Equation 12.40

Mean ice particle radius 𝑟av m
Ice aspect ratio 𝜙

Saturation pressure over ice hPa
Deposition density 𝜌dep kg m−3

Table 12.6. List of simulated qualities output by the idealised box model for the ISHMAEL microphysics 
scheme.

Quantity Description
Ice mass mixing ratio kg kg−1

Ice number mixing ratio kg−1
Snow mass mixing ratio kg kg−1

Snow number mixing ratio kg−1
Graupel mass mixing ratio kg kg−1

Graupel number mixing ratio kg−1
Vapour mass mixing ratio kg kg−1

Pressure hPa
Temperature K

Deposition mass tendency to ice kg kg−1 s−1
Deposition mass tendency to snow kg kg−1 s−1

Deposition mass tendency to graupel kg kg−1 s−1
Air density kg m−3

Mean Ice Particle Radius m
Mean Snow Particle Radius m

Mean Graupel Particle Radius m
Distribution Weighted Capacitance Equivalent to mean diameter (m)

Saturation pressure over ice hPa
Inverse phase relaxation time for snow 𝜖𝑠

Inverse phase relaxation time for ice 𝜖𝑖
Correction to deposition due to latent heating ABI

Table 12.7. List of simulated qualities output by the idealised box model for the Morrison microphysics 
scheme.

with variable 𝑞𝑣, which allows deposition to be affected by vapour concentrations. Option 
three, an environment in which 𝑇, 𝑃, and 𝑞𝑣 can all evolve in accordance with latent heating 
and vapour uptake by ice. In this case, we examine the effect of capacitance using option 
two. The initialisation conditions for this model run are given in Table 12.8.
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Average ice mass 𝑞𝑖
[kg]

Ice Number Mixing 
Ratio [kg−1]

Ice Mass Mixing Ra-
tio [kg kg−1]

Temperatures [k]1 × 10−11 1 × 106 1 × 10−5 [205, 215, 225, 235]1 × 10−10 1 × 105 1 × 10−5 [215, 225, 235, 245 
255, 265]1 × 10−9 1 × 104 1 × 10−5 [225, 235, 245, 255, 
265, 270]1 × 10−8 1 × 103 1 × 10−5 [245, 255, 265, 270]

Table 12.8. Initial conditions for the box model as tested in this chapter.

Here we will not discuss all variables output by the model (see Tables 12.6 and 12.7) but 
we will examine a subset that is relevant to the argument of capacitance and the broader 
instigation, which seeks to determine the origin of elevated cloud ice mass mixing ratios 
in the ISHMAEL model. Figure 12.16 shows the progression of four (columns) simulated 
physical variables throughout the 60 minute model run. Each variable is plotted for a differ-
ent value of initial temperature (shown in Figure legend), and the average ice mass is held 
constant at 1 × 10−9 kg (see Table 12.8). Columns one and two show the constant temper-
ature and pressure fields that are used in this simulation (i.e. option two above). Columns 
three and four show the vapour mass mixing ratio (kg kg−1) and frozen mass mixing ratio 
(kg kg−1), where frozen refers to all ice in the ISHMAEL scheme’s single free-ice category, 
and refers to the combined snow and ice categories in the Morrison scheme. Option two al-
lows the vapour mass to vary during deposition, and it is evident that this results in a direct 
transfer of mass to the frozen precipitation. Note that the initial amount of vapour mass is 
dependent on the temperature and pressure. It is apparent that the Morrison scheme has a 
comparatively greater rate of mass deposition that is particularly severe at warmer temper-
atures. However, at cooler temperatures the deposition rate appears very similar between 
both schemes.

Further analysis of the mass mixing ratio across multiple initial average ice masses signi-
ficantly complicates the relationship between mean ice mass and cloud-ice growth. Figure 
12.17 compares the ratio of mass mixing ratio predicted by ISHMAEL to the mass mixing 
ratio predicted by Morrison over four values of the initial average ice mass (columns 1–4). 
Therefore, values of this ratio that are greater than zero (shown by dashed grey line) imply 
ISHMAEL has a larger ice mass mixing ratio and vice-versa. This relationship is shown for 
several values of temperature (shaded, see Figure legend).

Unlike Figure 12.16 the mass mixing ratios in Figure 12.17 show very large fluctuations in 
the relative ice mass field with time and it is difficult to determine a consistent relationship. 
For example, when average ice mass is small (columns 1–2) then at most temperatures the 
Morrison scheme accumulates much more ice mass than ISHMAEL within the first 10–20 
minutes. However, this process appears short lived as the relative mass mixing ratios return 
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to parity by approximately 20–30 minutes, so it is not evident that on long time scales this 
rapid initial mass transfer by Morrison would be significant. In comparison, when the ini-
tial average ice mass is large (columns 3–4), the difference in mass uptake between scheme 
remains for much longer. In most warm temperature cases, the Morrison scheme takes up 
more mass than ISHMAEL, yet in colder environments it is ISHMAEL that becomes dom-
inant. These features imply that in warm environments Morrison will have more efficient 
deposition, in cool environment ISHMAEL will become more efficient, and when average 
crystal mass is small the difference between schemes is likely negligible. We note that av-
erage crystal masses in the range shown are likely to occur in much cooler temperatures at 
high elevation, so it is likely that the ISHMAEL scheme may benefit from increased mass 
uptake.

It is prudent to examine the influence of capacitance in the production of these varied rela-
tionships. The idealised box model was run using the ISHMAEL deposition framework for 
two cases; variable (predicted) capacitance, and a fixed capacitance formulation. The fixed 
capacitance followed that employed by Morrison, in which the dimensionless capacitance 
is equal to one and the capacitance function is proportional to the particle radius only. Fig-
ure 12.18 shows the ratio of the ice mass mixing ratio when predicted capacitance is turned 
on versus when it is held constant. Thus, when the ratio exceeds one (shown in grey dashed 
line) the ice mass mixing ratio has increased due to the capacitance prediction, and when 
the ratio is below one, the constant the ice mass mixing ratio has increased under the con-
stant capacitance framework.

Figure 12.18 indicates that across average crystal sizes and temperatures, the absolute dif-
ference was almost always negative and therefore the predicted capacitance actually re-
duced the ice mass growth rate in ISHMAEL compared to the constant capacitance rela-
tion. As in Figure 12.17, this effect appeared to be more significant when initial ice masses 
were larger, whereas for smaller ices, the difference reduced to nil in 20–40 minutes. The 
constant capacitance relation was found to enhance the mass uptake during deposition more 
effectively at warmer temperatures. However, an interesting and opposing case was appar-
ent when the temperature was 265 K (∼ −8∘C). At this temperature, the parameterisation 
of capacitance enabled a substantial increase in ice deposition. Examination of the inher-
ent growth ratio (IGR) in Figure 12.19 shows that this effect likely originated from the large 
peak in IGR at 265 K that tends the ice aspect ratio towards needles. It is notable, for ex-
ample, that the complete IGR used in the ISHMAEL code (Figure 12.19 solid) is only a 
partial representation of the full function (dashed) which would provide similar positive 
changes in the aspect ratio and likely increase the deposition rate. The reason for the ab-
sence of the full function is not known at the time of writing. Whilst it is possible that elev-
ated cloud ice mass in this case originated from crystals in the ∼ 265 K temperature range, 
evaluation of the overall ice aspect ratios in the ISHMAEL scheme show that plate-like ice 

343



12.8. BOX-MODEL RESULTS
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Figure 12.19. Graph of the inherent growth ratio (IGR) used in the ISHMAEL scheme, versus temperature 
(K). The form of the IGR function used for simulations in this study is shown in black (solid). The extended 

form that was not used is shown in black (dashed).

was present in much larger amounts, so this route is unlikely to affect the entire ice distribu-
tion.

Having identified that capacitance is unlikely to be the main driver of ice mass growth, we 
may turn to other deposition variables that are also simulated by the idealised box model in 
order to understand where the variability in Figure 12.17 originates. Consider that the de-
position in ISHMAEL is a redistribution of the particle mass after deposition. The depos-
ition rate is therefore proportional to the term:

̄𝜌 = 𝜌𝑖 ( 𝑣𝑖𝑣𝑓 ) + 𝜌dep (1 − 𝑣𝑖𝑣𝑓 ) (12.46)

where the effect of deposition can be attributed to a change in radius and the application 
of deposition mass density. These terms are output by the box model and shown in Figure 
12.18. Panel one (left) shows the difference in particle radius due to deposition, panel two 
(middle) shows the density of mass added by deposition, and panel three shows the combin-
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ation of these terms which is proportional to the deposition rate. The ice mass mixing ratio 
is fixed at 1×10−9 kg, which showed interesting fluctuations for temperatures 245, 255, and 
270 K in Figure 12.17

It is notable that the average radius change due to deposition tends to decrease with time, 
perhaps due to reducing vapour concentrations. At approximately fifteen minutes, both 
density and average ice particle radius reduce quickly, which coincides with the inversion of 
the 255 K curve in Figure 12.17. However, combination of these terms in panel three show 
that the combined effect does not imply an inversion would take place. It is likely then, that 
the inversions that took place around this time for the temperatures shown may have coin-
cided with similar fluctuations in Morrison. These effects will not be considered here, as 
we are primarily interested in the role of capacitance and ice mass mixing ratios in ISH-
MAEL. However, this does motivate further investigation to further constrain these differ-
ences in deposition for identically initialised schemes.

Figure 12.20. Time series of influential terms for the calculation of deposition rate in the ISHMAEL scheme. 
Left: the difference between initial and final ice particle radius (m) during deposition. Middle; the deposition 

density (kg m−3). Right the combination of these terms as calculated in the deposition rate equation. Each 
variable is shown for a 60 minute simulation using an idealised box model with fixed average ice mass of 1 × 10−9 kg. Each time series is shown for several initialisation temperatures (shaded), which remain 

constant.

We propose that this platform is used for further studies of ice mass growth during depos-
ition so that the capacitance factor for spheroids can be constrained, and its role in the de-
velopment of ice more precisely measured. For example, this may be of particular interest 
for the re-integration of the full inherent growth ratio function. The box model and all fig-
ures are available on Github at the time of writing (Carter 2023).
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Chapter 13

Summary and Conclusions

Several key differences exist in the ISHMAEL and P3 schemes that not only fail to accur-
ately predict typical precipitation density at the ground, but fail to consolidate the effect of 
microphysical processes.

A key failure by ISHMAEL is the production of snow mass. Where snow is expected, ISH-
MAEL instead produces small ice that has similar features to cloud ice. While both precip-
itation types are very closely related, aggregation of these ices should produce significantly 
less dense hydrometeors but this process is hampered by several factors.

The inclusion of a separate mass category for aggregates poses an initial constraint on the 
partitioned mass category when compared to P3. In ISHMAEL, aggregates are explicitly 
defined, which poses little assistance to precipitation partitioning for the end user. After all, 
aggregated precipitation can still undergo melting, wet and dry growth that are ultimately 
more decisive when determining the final precipitation type. In P3, aggregation cannot be 
determined to have taken place, but rimed mass fraction is a much more useful indicator 
of precipitation type, clearly dividing snow and graupel. When considering snow as a low-
density, aggregated particle only ISHMAEL may have less opportunity to produce snow, 
as this category is completely reliant upon aggregation rates. Whereas in P3, aggregation 
is simply a density reducing process, and low-density ice can be generated through several 
means. By not tracking aggregation, P3 may have more opportunity to produce snow. One 
example is that in P3, the largest and most sudden decrease in density occurs very high up 
(7–11 km) and is caused in part by high rates of deposition. In this region, ice is classified 
as snow despite aggregation rates remaining low. By comparison, low aggregation rates in 
ISHMAEL restrict the snow category, despite deposition rates decreasing typical density in 
this region. This is echoed by ISHMAEL simulating less snow mass than P3, despite hav-
ing consistently higher average aggregation rates.

The partitioning of snow density beyond simply aggregates is reliant on low density, but 
ISHMAEL has more potential for densifying processes. ISHMAEL incorporates particle 
“soak in” that enables wet growth to increase mass by soaking into porous ice, a feature not 
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found in P3, and this is only compounded in ISHMAEL as melting is also highly abundant. 
Whereas density reducing processes, such as aggregation, riming and deposition, have a 
much smaller effect on density despite similar mass tendency rates. This densification also 
leads to more spherical particles, in ISHMAEL which collect less efficiently than more ex-
treme aspect ratios. ISHMAEL tends to produce predominantly spherical particles, thus 
limiting the aggregation potential.

To resolve the differences in these schemes, consolidation of density change and mass-process 
rates for each microphysical process must be undertaken. The magnitude of density redu-
cing or increasing processes must be appropriate, and sensible bounds should be placed on 
the density to reduce the occurrence of extreme values.

13.1 Conclusions

The examinations undertaken in this thesis were intended to evaluate the inclusion of para-
meterised ice habit to a bulk microphysics model during simulations of north-east U.S. 
winter storms that exhibited mixed-phase activity aloft and mixed-phase precipitation at the 
surface.

The complexities associated with mixed-phase microphysics processes were detailed. It 
was evident that the conventional hydrometeor-categorisation framework was not best suited 
to capture mixed-phase activity such as riming, because the particle properties of ice cat-
egories are innately fixed, whereas microphysical processes tend to evolve ice particle prop-
erties along a continuum of possible values. For example, the Morrison bulk microphysics 
scheme has a fixed density value per simulated hydrometeor class. Therefore, the density of 
ice and snow cannot evolve to resemble the partially rimed states observed in reality. Fixing 
particle properties in this way requires that ice particles be converted between categories 
that more closely resemble the initial and end states of ice. However, this autoconversion of 
particle mass can cause unusual jumps in fall speed, which is a dependency for microphys-
ics processes. Indeed, microphysical process rates are often dependent on the particle prop-
erties and vice versa, so failing to capture the transitional states of ice along a continuum of 
particle properties is a source of sensitivity in conventional bulk schemes. This sensitivity 
may materialise in poor precipitation forecasts.

Given the importance of representing ice particle properties along a continuum during growth, 
several bulk microphysics schemes have been built to capture this process computationally. 
These particle-property schemes employ a new framework that simulates generalised-ice 
categories rather than discrete hydrometeor categories, which removes the requirement for 
autoconversion. Within the generalised ice-category, particle properties are evolved expli-
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citly via the effect of microphysical processes. However, due to computational restraints 
that bulk schemes aim to satisfy, only a limited number of ice prognostic variables are tracked. 
In the P3 scheme, the choice is made to prognose rime mass and rime volume, and in the 
ISHMAEL scheme the choice is made to prognose ice particle axis lengths.

The development of multiple particle-property bulk microphysics schemes in recent years 
motivated an investigation of these schemes during mesoscale events that exhibited a sub-
stantial mixed-phase precipitation component. The choice was made to test the P3 scheme, 
because it explicitly tracks the transitional rimed qualities of ice, which were proposed to 
improve the parameterisation of the riming process. The ISHMAEL scheme was also tested, 
as geometry is also an important riming dependency, and would provide a good point of 
comparison to the P3 scheme during this process. Finally, the Morrison scheme was also 
chosen for testing, as a representative of conventional bulk microphysics schemes.

A north-east U.S. winter storm that produced heavy snowfall and underwent a period of 
mixed-phase precipitation was chosen for this case study. This storm exhibited extremely 
high radar reflectivity factors aloft of Long Island, and at the surface of Stony Brook meas-
urements of precipitation type were available to evaluate scheme performance.

The simulated precipitation type by each microphysics scheme was examined and com-
pared to observations. Each scheme produced snow to the north of Long Island and rain 
to the south, as expected, but the central mixed-phase transitional zone simulated by each 
scheme varied in precipitation type and distribution. In general, Morrison exhibited the 
least sensitivity to mixed-phase activity aloft and therefore failed to capture the extent of 
graupel and sleet formation at Stony Brook. In comparison, the particle predicting schemes 
were very sensitive to the mixed-phase period. P3 produced ice pellets and rain, and ISH-
MAEL produced ice pellets and graupel in the correct time period. However, P3 produced 
more rain than expected and ISHMAEL was found to predict small ice in the north of the 
domain where snow was observed. It was found that the P3 scheme was particularly sens-
itive to melting, which was likely to increase rain mass unexpectedly at the surface. Whilst 
ISHMAEL exhibited a weak aggregation efficiency and poor prediction of snow overall.

The simulated radar reflectivity factor was examined for each scheme to determine if the 
very high reflectivity levels that were observed could be effectively captured by each scheme. 
Overall, P3 was the only scheme to simulate a reflectivity maximum close in magnitude 
to that observed. Instead, Morrison, and particularly ISHMAEL, simulated comparatively 
weak bands. However, the distribution of the band was found to be better captured by ISH-
MAEL and P3 than the Morrison scheme, which simulated a relatively broad reflectivity 
region. In the vertical, ISHMAEL-simulated reflectivity factors were found to be similar to 
observations but occurred far higher than expected. Reanalysis of the reflectivity at all ver-
tical levels showed an improved reflectivity maximum, however contours of this maximum 

351



13.1. CONCLUSIONS

indicated that these maxima occurred in small isolated groups that did not resemble obser-
vations. Examination of the precipitation associated with high reflectivity in each scheme 
showed that high density was vital to reproduce the extremely high reflectivity observed, 
and that the attainment of high density was associated with mixed-phase activity in P3 and 
ISHMAEL.

To examine the underlying cause of these differences, the reflectivity parameterisations 
for each scheme were reviewed. It was determined that the reflectivity routines were not 
consistent amongst these schemes, and that similar environments could produce different 
reflectivity factors based on the choice of parameterisation. In-built reflectivity routines 
in ISHMAEL and P3 enabled mixed-phase activity to be closely associated with high re-
flectivity, as was found in observations of reflectivity in this case. The manual activation of 
a non-default liquid-skin parameter for the Morrison scheme could improve the reflectivity 
maxima, but provided no improvement to the distribution of reflectivity in this case.

The extent of riming was analysed in all schemes and it was found that each scheme had a 
different relationship between the riming mass tendency and the total mass of rimed particles 
it produced. In the Morrison scheme, the rimed-mass tendency was very large but failed to 
produce as much graupel as was observed. Further analysis found that a considerable por-
tion of the accreted mass was absorbed by the snow hydrometeor category, and that Mor-
rison’s inability to represent partially rimed states of snow caused rimed mass to be effect-
ively lost. In the ISHMAEL and P3 schemes, a larger riming-mass tendency in P3 resul-
ted in less rimed particle mass than ISHMAEL. An investigation was conducted with re-
spect to the evolution of particle properties during riming. It was found that similar riming 
rates evolve the tracked prognostic variables in different ways. Therefore, ice in ISHMAEL 
evolved more quickly toward the graupel category than in P3. It was determined that the 
generalised-ice framework, in addition to the non-standardised, user-defined precipitation 
partitions, were likely to be a significant source of sensitivity for the predicted precipitation 
field in these schemes.

The snow depth was very large for the winter storm used in this case, but the snow depth 
simulated by each microphysics scheme underestimated the severity of snowfall depth, and 
failed to reproduce the observed depth distribution. The snow depth variable, output by the 
Noah-MP land surface scheme was examined, and it was found that the snow depth vari-
able was poorly integrated to the simulated qualities of the precipitation field in each mi-
crophysics scheme. To alleviate these limitations, a new framework was developed that was 
physically and computationally consistent. Under this new framework, the simulated distri-
bution of snow depth was significantly improved across all schemes, but the magnitude of 
the snow depth varied extraordinarily for particle-property predicting schemes.

The snow depth field was found to be limited by the accuracy of the simulated liquid equi-
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valent depth and the density of precipitation arriving at the ground. Comparison of these 
variables to observation showed that the density of ice was very poorly predicted by P3 and 
ISHMAEL, resulting in poorly constrained predictions of SLR. Analysis of the density for-
mulations and comparison to the melting layer aloft of Stony Brook showed that melting 
increased the density of precipitation close to the ground, resulting in very dense precip-
itation during the mixed-phase period. The melting tendency was generally larger in ISH-
MAEL due to a greater number of ice crystals entering the melting layer from above com-
pared to P3. This enhanced melting for phase one may have been responsible for the rapid 
descent of the melting layer depth identified in ISHMAEL, which increased the density of 
ice during phase one. In comparison, the P3 scheme had a more narrow melting layer dur-
ing phase one, so snow-like density was retained. The origins of very low density in P3 
were theorised to belong to low density rimed mass, but conclusive evidence could not be 
determined.

The simulated storm in Part II highlighted the large array of differences that exists between 
each microphysics scheme formulation, and that collectively resulted in significant vari-
ations to the predicted precipitation field. An interesting feature of the ISHMAEL scheme 
was the presence of a larger total cloud ice mass that persisted to very low elevations and 
was a feeder-mechanism for mixed-phase processes. Increased cloud ice mass was hypo-
thesised to originate from the deposition process, and by extension was expected to be re-
lated to the parameterisation of ice geometry in the ISHMAEL scheme. Indeed in ISH-
MAEL, crystal geometry is integrated to many microphysical processes, which sets it apart 
from the riming-focused prognostic variables in P3 and is likely to introduce variability in 
all aspects of precipitation development.

Ice crystal geometry is related to the deposition mass tendency via the ice crystal capacit-
ance. The capacitance derives from the electrostatic analogy that approximates the depos-
ition process, but use of the capacitance is debated in the literature. It was posed that theor-
etical capacitances derived from spheroids might overestimate the capacitance of ice crys-
tals, resulting in a larger than expected mass deposition rate. This is most relevant to the 
ISHMAEL scheme, which parameterises habit using a spheroid approximation.

The importance and extent of the cloud ice mass in the ISHMAEL scheme, as well as the 
hypothesised link between increased mass and ice habit parameterisation, motivated two 
further case studies. The objectives of these case studies were to determine if the elevated 
cloud ice mass field in ISHMAEL was reproduced, to determine how a larger cloud ice 
mass might affect mixed-phase process rates, and to establish if the capacitance is a source 
of error in the deposition framework.

The cloud ice fields of each simulation was examined and it was found that the tendency of 
ISHMAEL to exaggerate the total cloud ice mass field was repeated for both simulations. 
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This finding was in accordance with the total deposition-mass tendency, which was simil-
arly inflated when compared to the Morrison scheme. An examination of the mass distri-
bution in the vertical showed that ISHMAEL cloud ice persisted to lower depths than the 
Morrison scheme, partially due to reduced aggregation efficiency, but likely a result of in-
creased average crystal mass that grew non-linearly during descent. Comparisons of the 
total mass tendency term showed that more than 90% of the mass transferred to cloud ice 
was owed to the deposition process. Per grid cell, the deposition process was larger than 
Morrison on average and occupied a comparatively more narrow total spread of deposition 
rates that were biased towards larger average values than the Morrison scheme.

Given an elevated cloud ice mass that primarily resulted from the deposition process and 
persisted to low elevations in the ISHMAEL scheme, the possible effect of this hydromet-
eor field for mixed-phase processes such as riming were evaluated. It was found that, on 
average, cloud ice in ISHMAEL had a larger fall speed than in the Morrison scheme. Addi-
tionally, for a given crystal mass, the ISHMAEL scheme attained larger average fall speeds 
than in the Morrison scheme. It was determined that increased cloud ice deposition in the 
ISHMAEL scheme was likely to produce faster falling ices, that rimed with greater effi-
ciency. However, the co-location of numerous microphysical processes made it difficult to 
draw direct links between deposition and cloud ice qualities.

A subsequent set of analyses focused on isolating the cloud ice mass to regions dominated 
by deposition to increase confidence in the results. Analysis at the cloud top, where depos-
ition was expected to be a dominant process for mass gain, showed that the mass-tendency 
was characteristically higher in the ISHMAEL scheme than in the Morrison scheme. How-
ever, these results could not be extended to lower elevations. A set of criteria were developed 
to isolate the cloud ice field qualities in relation to deposition at lower elevations. This meth-
odology ensured that the mass tendency of ice resulted from only and therefore particle 
properties evolved as a direct consequence of the deposition process. It was found that the 
mass of cloud ice within the deposition layer in ISHMAEL grew at a larger rate than the 
Morrison scheme with decreasing elevation. Determination of the average crystal mass in 
this region showed an approximately exponential average-crystal growth in the ISHMAEL 
scheme, which implied that the effect of elevated mass tendency was non-linear during des-
cent and growth of the cloud ice mass.

It was hypothesised that elevated mass deposition in ISHMAEL could correspondingly re-
duce the droplet field mass via the Bergeron process, so further analysis was carried out 
using the deposition layer methodology to examine the change in droplet mass over time. 
It was determined that elevated deposition in the ISHMAEL scheme was associated with 
a scavenging of cloud droplet mass that not only reduced the total cloud droplet mass and 
number concentration, but that preferentially reduced the prevalence of large raindrops.
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The effects of a modified cloud droplet field may artificially increase the mass riming rate. 
For example, the reduced presence of large droplets is likely to reduce the overall cloud-
droplet mass-weighted fall speed and increase the relative fall speed of cloud ice particles 
compared to cloud droplets, a key factor in the riming rate efficiency. Larger crystal dimen-
sion as a result of greater average crystal mass is also likely to increase the riming rate.

However, these factors should be balanced with possible reductions to the riming rate. Fewer 
droplets imply a smaller statistical probability of accretion, reducing the likelihood of rim-
ing events. The observed preferential reduction in large droplets may also reduce riming 
efficiency due to the presence of a riming-sweet spot at a specific droplet size interval. It is 
not known however, whether the reduction in average droplet size moves the droplet distri-
bution closer to or further from the ideal riming interval.

Whilst the previous analysis indicated a causal link between elevated deposition, total cloud 
ice mass, average crystal mass and the riming rate. Relating these processes to the para-
meterised geometry explicitly requires an appreciation of the ice particle capacitance. To 
isolate the effect of capacitance on ice crystal growth during deposition, an idealised box 
model was built to study the effect of capacitance in the ISHMAEL and Morrison bulk 
frameworks. The box model was initialised using environmental and ice-particle variables 
that were valued from simulation output data to ensure that they were representative of the 
values produced during each simulation run. The box model was allowed to run for vary-
ing average ice crystal mass, and a key variables related to the deposition mass tendency 
were retrieved. Initial results indicate that the capacitance of ice is a factor in depositional 
growth, which only becomes more important with time. Deposition rapidly reduces the as-
pect ratio of crystals towards oblate, which enables them to obtain a larger capacitance and 
therefore increase their deposition potential. We argue that this factor is likely a key com-
ponent in ice mass growth at the point of nucleation, and allows small ices to grow much 
more quickly than Morrison early in the lifetime. However, further research is required with 
this platform to determine the explicit effects for the qualities of ice that descend into re-
gions of riming and other mixed-phase processes.

The results posed in this research can be used to inform several further research questions 
pertaining to the parameterisation of ice habit, and more broadly, the utility of generalised-
ice categories in bulk microphysics schemes. More research is required to establish the 
role of capacitance during deposition, and it is expected that this question will only become 
more important as ice shape is increasingly studied and incorporated to bulk microphysics 
schemes. Generalised ice schemes are likely to improve the representation of mixed-phase 
processes in coming years, but at this stage considerable research is required to ensure that 
the evolution of particle properties is appropriately constrained during particle growth. At 
this current stage in the development of this novel framework, we pose that the paramet-
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erisations of ice microphysical processes are likely to be poorly constrained as they are ad-
apted from well established conventional frameworks. However, the particle-properties 
framework has shown itself to be a promising avenue for the capture of transitional or con-
tinuous effects at the intersection of the solid, liquid and gaseous phases of water. We are 
hopeful that further development and integration of parameterisations to these schemes may 
enable improved precipitation forecasting in future. 
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Appendix A

Phase Relaxation Time Scale

Supersaturation originates from several microphysical and dynamical processes which each 
must be considered simultaneously by numerical models. The contributing terms are grouped 
in the supersaturation equation i.e. Equation 20 in Clark 1973, which must be solved each 
time step by the microphysics scheme. However, computing supersaturation explicitly in-
vokes instabilities. Árnason and Brown 1971 noted that innate instabilities had been present 
in the cloud droplet growth equations for two decades prior, with authors often reducing the 
time step accordingly to achieve good results without formally identifying the constraints of 
instability. Árnason and Brown 1971 first formally quantified the instability by relating the 
time step to microphysical reaction times producing the (computational) stability constraint:

𝛿𝑡 < 2𝜏, (A.1)

where 𝜏 is the supersaturation relaxation time scale, a variable describing the theoretical 
time taken for a supersaturated system to return to 100% saturation.
The time step given by Equation A.1 can be very short in circumstances where supersat-
uration is short lived, such as in a marginally supersaturated region with a large number 
of condensation or deposition sites, making it unsuitable for bulk schemes to compute (at 
least, historically) so an implicit/semi-analytic solution was developed to solve the satura-
tion equation at longer time steps without generating instabilities Clark 1973; Hall 1980.

The absolute supersaturation 𝛿 is the difference between water vapour mixing ratio and the 
liquid saturation mixing ratio: 𝛿 = 𝑞 − 𝑞sl Khvorostyanov and Curry 1999. The evolution of 
this in Eulerian form is given by Morrison and Milbrandt 2015:

𝑑𝛿𝑑𝑡 = 𝐴𝑐 − 𝛿𝜏,
where, 𝐴𝑐 is the change in 𝛿 due to vertical motion, turbulent mixing, radiation, and the 
Bergeron–Findeisen process. For brevity these terms are not expanded upon here, but can 
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be found in Hall 1980 equations 54-60. 𝜏 is the multi-phase supersaturation relaxation time 
scale:

𝜏−1 = 𝜏−1𝑐 + 𝜏−1𝑟 + (1 + 𝐿𝑠𝑐𝑝 𝑑𝑞sl𝑑𝑇 ) 𝜏−1𝑖Γ𝑖 ,
where 𝜏𝑐, 𝜏𝑟 and 𝜏𝑖 are the supersaturation relaxation time scales associated with cloud 
droplets, rain, and ice, respectively. 𝐿𝑠 is the latent heat of sublimation, 𝑐𝑝 is the specific 
heat of air at constant pressure, and Γ𝑖 is the psychometric correction to deposition/sublim-
ation associated with latent heating/cooling. In general, 𝜏 is determined as follows:

𝜏 = (4𝜋𝐷𝑁𝑅𝐶)−1,
where 𝐷 is the diffusivity of water vapour in air, 𝑁 is the number concentration of particles, 𝑅 is the mean particle radius and 𝐶 is the dimensionless capacitance, which determines the 
ability of vapour adsorption to a particle based on its geometry.
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Appendix B

Proof: Moments of the Gamma 
Distribution

B.1 Particle Number (Zeroth Moment)

Let the number concentration N be a randomly distributed variable. We may define the 
probability density function of 𝑁 as a gamma distribution 𝑁 ∼ Gam(𝛼, 𝛽) with the fol-
lowing form:

𝑓(𝑥; 𝛼, 𝛽) = 𝑁0𝑥𝛼−1𝑒−𝛽𝑥{𝛼 > 0, 𝛽 > 0},
where 𝑁0 is a constant called the slope parameter and 𝛼 and 𝛽 are the shape parameter and 
rate parameter, respectively.
The total 𝑁 is given by integration over all positive 𝑥 of the probability density function:

𝑁 = ∫∞
0 𝑓(𝑥)𝑑𝑥

𝑁 = 𝑁0 ∫∞
0 𝑥𝛼−1𝑒−𝛽𝑥𝑑𝑥 (B.1)

where we have moved the constant outside of the integral. To solve this we may make use 
of the definition of the Euler gamma function:

Γ(𝛿) = ∫∞
0 𝑡𝛿−1𝑒−𝑡𝑑𝑡 (B.2)

which is similar to the integral in equation B.1 if we make some substitutions. Let 𝛿 = 𝛼
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B.2. MORRISON MASS (FIRST) MOMENT

and let 𝑡 = 𝛽𝑥 and therefore 𝑑𝑡 = 𝛽𝑑𝑥Γ(𝛼) = ∫∞
0 (𝛽𝑥)𝛼−1𝑒−𝛽𝑥𝛽𝑑𝑥= 𝛽𝛼 ∫∞

0 𝑥𝛼−1𝑒−𝛽𝑥𝑑𝑥
Therefore ∫∞

0 𝑥𝛼−1𝑒−𝛽𝑥𝑑𝑥 = Γ(𝛼)𝛽𝛼 (B.3)

Now substitute Equation B.3 into Equation B.1

𝑁 = 𝑁0 Γ(𝛼)𝛽𝛼
In a population where N is known and we wish to find the parameters of the gamma distri-
bution it is useful to rearrange for 𝑁0 𝑁0 = 𝑁 𝛽𝛼Γ(𝛼) (B.4)

B.2 Morrison Mass (First) Moment

To derive the mass moment of the gamma distribution we follow the same procedure as the 
previous section but integrate over the product of the number distribution 𝑓(𝑥) and particle 
mass 𝑞(𝑥).
The total Q is given by integration over all positive x:

𝑄 = ∫∞
0 𝑞(𝑥) ⋅ 𝑓(𝑥)𝑑𝑥

𝑄 = 𝑁0 ∫∞
0 𝑞(𝑥)𝑥𝛼−1𝑒−𝛽𝑥𝑑𝑥 (B.5)

A this stage, the particle mass must be related to the dimension 𝑥 using a mass-distribution 
hypothesis. It is common to use a power law mass dimensional relationship of the form:

𝑚 = 𝑐𝐷𝑑 (B.6)
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where 𝐷 is the particle diameter. Such a relationship is a convenient choice as the paramet-
ers can be easily adjusted to accommodate cloud spectra measurements. Additionally, set-
ting 𝑐 = 𝜋𝜌𝑖6 and 𝑑 = 3 retrieves the mass-dimensional relationship of constant density 
spheres:

𝑚 = 𝜋𝜌𝑖6 (2𝑟)3= 4𝜋𝜌𝑖3 𝑟3
Here we will substitute the general form equation B.6 into the integrand of equation B.5
assuming that 𝑥 ≡ 𝐷:

𝑄 = 𝑁0 ∫∞
0 𝑐𝑥𝑑𝑥𝛼−1𝑒−𝛽𝑥𝑑𝑥= 𝑁0𝑐 ∫∞

0 𝑥𝛼+𝑑−1𝑒−𝛽𝑥𝑑𝑥
where we have moved the constants outside of the integral. At this point we may again draw 
on a useful definition of the Euler gamma function:

Γ(𝛿) = ∫∞
0 𝑡𝛿−1𝑒−𝑡𝑑𝑡

which is similar to the integral if we make some substitutions. Let 𝛿 = 𝛼 + 𝑑 and let 𝑡 = 𝛽𝑥
and therefore 𝑑𝑡 = 𝛽𝑑𝑥

Γ(𝛼 + 𝑑) = ∫∞
0 (𝛽𝑥)𝛼+𝑑−1𝑒−𝛽𝑥𝛽𝑑𝑥= 𝛽𝛼+𝑑 ∫∞

0 𝑥𝛼+𝑑−1𝑒−𝛽𝑥𝑑𝑥
Therefore ∫∞

0 𝑥𝛼+𝑑−1𝑒−𝛽𝑥𝑑𝑥 = Γ(𝛼 + 𝑑)𝛽𝛼+𝑑 (B.7)

Substituting Equation B.7 into 𝑄:
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B.3. ISHMAEL MASS MOMENT

𝑄 = 𝑁0𝑐 ∫∞
0 𝑥𝛼+𝑑−1𝑒−𝛽𝑥𝑑𝑥= 𝑁0𝑐Γ(𝛼 + 𝑑)𝛽𝛼+𝑑

B.3 ISHMAEL Mass Moment

To derive the mass moment of the gamma distribution in ISHMAEL we follow the same 
procedure as the previous section and integrate over the product of the number distribution 𝑓(𝑥) and particle mass 𝑞(𝑥).
The total Q is given by integration over all positive x:

𝑄 = ∫∞
0 𝑞(𝑥) ⋅ 𝑓(𝑥)𝑑𝑥

𝑄 = 𝑁0 ∫∞
0 𝑞(𝑎𝑖) ⋅ 𝑎𝛼−1𝑖 𝑒−𝛽𝑎𝑖𝑑𝑎𝑖 (B.8)

where we have specified that the particle dimension 𝑥 to be used is the spheroid a-axis length 𝑎𝑖.
The mass distribution hypothesis in ISHMAEL follows from J.-P. Chen and Lamb 1994 and 
Harrington et al. 2013: 𝑚𝑖 = 4𝜋𝜌𝑖3 𝑎2𝑖 𝑐𝑖
To obtain a distribution as a function of 𝑎𝑖 only, the 𝑐𝑖 axis can be written as a function of 
the a-axis and the mean inherent growth ratio of ice 𝛿∗

𝑐𝑖 = 𝑎1−𝛿∗0 𝑎𝛿∗𝑖
where 𝑐𝑖, 𝑎𝑖 are the axis lengths at the end of the time step and 𝑎0 is the initial a-axis length. 
By combining these equations the integrand in Equation B.8 can be completed:

𝑄 = 𝑁0 ∫∞
0 4𝜋𝜌𝑖3 𝑎2𝑖 𝑎1−𝛿∗0 𝑎𝛿∗𝑖 𝑎𝛼−1𝑖 𝑒−𝛽𝑎𝑖𝑑𝑎𝑖 (B.9)= [𝑁0 4𝜋𝜌𝑖3 𝑎1−𝛿∗0 ] ∫∞

0 𝑎𝛼+𝛿∗+1𝑖 𝑒−𝛽𝑎𝑖𝑑𝑎𝑖 (B.10)
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Recall the identity of the Euler gamma function:Γ(Δ) = ∫∞
0 𝑡Δ−1𝑒−𝑡𝑑𝑡

We will apply a substitution. Let Δ − 1 = 𝛼 + 𝛿∗ + 1 and let 𝑡 = 𝛽𝑎𝑖 then 𝑑𝑡 = 𝛽𝑑𝑎𝑖. The 
Euler gamma can be written:

Γ(𝛼 + 𝛿∗ + 2) = ∫∞
0 (𝛽𝑎𝑖)𝛼+𝛿∗+1𝑒−𝛽𝑎𝑖𝛽𝑑𝑎𝑖

This can be rearranged to isolate an integral with identical form to the integral in B.10:∫∞
0 𝑎𝛼+𝛿∗+1𝑖 𝑒−𝛽𝑎𝑖𝑑𝑡 = Γ(𝛼 + 𝛿∗ + 2)𝛽𝛼+𝛿∗+2

With substitution of this integral, Equation B.10 becomes: 𝑄 = [𝑁0 4𝜋𝜌𝑖3 𝑎1−𝛿∗0 ] Γ(𝛼 + 𝛿∗ + 2)𝛽𝛼+𝛿∗+2 (B.11)
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Appendix C

Aspect Ratio and Inherent Growth Ratio

The spheroidal aspect ratio 𝜙 is the ratio between the individual spheroid axes 𝑎 and 𝑐 such 
that 𝜙 = 𝑐/𝑎. J.-P. Chen and Lamb (1994) related the change in 𝜙 to the relative change in 
each axis that is incurred by a microphysical growth process:𝑑𝑐𝑑𝑎 = 𝛿(𝑇 )𝜙,
where 𝛿(𝑇 ) is a function of the relative growth efficiencies of both axes (Harrington et al. 
2013): 𝛿(𝑇 ) = 𝛼𝑐𝛼𝑎
Particle axial growth is driven by microphysical processes that possess unique growth ef-
ficiencies. Therefore, the inherent growth ratio may be specified for each process i.e. for 
deposition 𝛿dep or riming 𝛿rime. The difference in the initial and final particle axes is determ-
ined by the average inherent growth ratio across all processes 𝛿∗, which evolves the a-axis 
by the following relationships:

𝑎nf = 𝛼nr𝑟 32+𝛿∗
nf (C.1)𝛼nr = 𝑎ni𝑟− 32+𝛿∗
ni (C.2)

Where 𝑎ni/f are the initial and final characteristic a-axis lengths, 𝑟ni/f are the initial and final 
equivalent spherical axis lengths, and 𝛼nr is the initial distribution of mass along 𝑎 in ac-
cordance with the equivalent spherical radius.

To relate the inherent growth ratio 𝛿∗ to changes in the aspect ratio 𝜙 examine the 𝛿∗ equa-
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tion provided by Harrington et al. (2013) (their Eq. B27):

𝛿∗ = 3 log(𝑟nf) − 2 log(𝑎nf) − log(𝑎𝑜)
log(𝑎nf) − log(𝑎𝑜) , (C.3)

this can be simplified if we suppose that 𝑟nf = 𝛾r𝑖𝑎nf, where 𝛾r𝑖 determines the ratio of the 
equivalent spherical radius to the a-axis. When 𝛾r𝑖 = 1 the particle is spherical. When 𝛾r𝑖 > 1 the particle is prolate and when 𝛾r𝑖 < 1 the particle is oblate. Applying this sub-
stitution to Equation C.3:

𝛿∗ = 3 log(𝛾r𝑖)
log(𝑎nf/𝑎𝑜) + 1

Then the leading term can be characterised as positive or negative: 𝛿∗ > 1, 3 log(𝛾r𝑖)
log(𝑎nf/𝑎𝑜) > 0𝛿∗ < 1, 3 log(𝛾r𝑖)
log(𝑎nf/𝑎𝑜) < 0

Recognising that 𝑎nf > 𝑎𝑜 the denominator is positive for all 𝑎nf. Therefore the sign of the 
leading term is determined only by 𝛾r𝑖 : 𝛿∗ > 1, 𝛾r𝑖 > 1, (Prolate)𝛿∗ < 1, 𝛾r𝑖 < 1, (Oblate)
Thus, if 𝛿∗ > 1 then the crystal tends towards prolate, and if 𝛿∗ < 1 then the crystal tends 
towards oblate.

To relate the inherent growth ratio to the magnitude of changes in the aspect ratio, we can 
combine equations C.2 and C.1:

𝑎nf = 𝑎ni𝑟− 32+𝛿∗
ni 𝑟 32+𝛿∗

nf (C.4)

Dividing by 𝑟nf we can retrieve 𝛾r𝑖 as a function of 𝛿∗ and the relative change in equivalent 
spherical radius:
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𝛾−1
r𝑖 = 𝑎nf𝑟nf

= 𝑎ni𝑟ni
(𝑟nf𝑟ni

) 32+𝛿∗ −1

𝛾r𝑖 = 𝑟ni𝑎ni
(𝑟nf𝑟ni

)1− 32+𝛿∗

Recall that 𝛿∗ is artificially bound between 0.55 and 1.3, then the exponent becomes:

𝜖 = 1 − 32 + 𝛿∗ , 0.55 < 𝛿∗ < 1.3 (C.5)− 0.176 < 𝜖 < 0.091
Additionally, let 𝜅r = 𝑟nf/𝑟ni ≥ 1 be the growth factor in equivalent spherical radius. Then 𝛾r𝑖 becomes:

𝛾r𝑖 = 𝑟ni𝑎ni
𝜅𝜖

r , −0.176 < 𝜖 < 0.091
We may try to understand the magnitude of each term by making some appropriate assump-
tions. First, we may assume that the ratio of the axis lengths spans the magnitude 100 −10−1, as we do not expect extreme shapes. Next, we may approximate 𝜅r by assuming that 
the change in axis length due to deposition is a smaller order of magnitude than the axis 
length itself, this is reasonable as we do not expect deposition to double an axis length within 
a time step, and instead apply smooth incremental changes. We can then write 𝜅r as:

𝜅r = 𝑟nf/𝑟ni = (𝑟ni + Δ𝑟)𝑟ni= 1 + Δ𝑟𝑟ni

Then 𝜅𝜖
r can be expanded using a Taylor series:

(1 + Δ𝑟𝑟ni
)𝜖 = 1 + 𝜖Δ𝑟𝑟ni

+ 12 (Δ𝑟𝑟ni
)2 (𝜖2 − 𝜖) + 𝑂 (Δ𝑟𝑟ni

)3
(C.6)

Assuming a maximum order of magnitude Δ𝑟𝑟ni
≈ 1 × 10−1:
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𝜅𝜖
r = 1 + 10−1𝜖 + 1210−2(𝜖2 − 𝜖) + 𝑂 (10−1)3𝜅(9×10−2)

r ≈ 1 + 9 × 10−3 + 12(8 × 10−5 − 9 × 10−4)𝜅(−1.8×10−1)
r ≈ 1 − 1.8 × 10−2 + 12(3.2 × 10−6 + 1.8 × 10−3)

Hence changes motivated by the inherent growth ratio are at least an order of magnitude 
smaller than the influence of the initial axes ratio. Therefore, over short time periods the 
ice aspect ratio is much more strongly dependent on the historical radius than on the in-
herent growth ratio. Whereas, over long periods of time, the inherent growth ratio drives 
changes in the ratio of 𝑎𝑛 and 𝑟𝑛 that enable it to reach parity, at which point the value of 𝛿∗ becomes much more significant. When we consider that the typical growth per time step 
is only fractions of the radii, it is clear that a consistent 𝛿∗ greater than 1 can coexist with 𝛾r𝑖 < 1 and thus 𝛿∗ < 1. The resulting growth would be a crystal that becomes more oblate 
with time but at a diminishing rate until 𝛾r𝑖 reaches parity.
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Limits to the getvar Reflectivity Routine 

The difference in simulated reflectivity factor when liquid skin is considered compared to 
when a liquid skin is not considered is termed Δ𝑍 and is given by:

Δ𝑍 = 10[ log10 (𝐶𝑟(𝜔(1 + 𝛿))1.75 + (𝐶𝑠𝛼 + 𝐶𝑔𝛼 𝛿1.75)) −
log10 (𝐶𝑟(𝜔(1 + 𝛿))1.75 + (𝐶𝑠 + 𝐶𝑔𝛿1.75)))] (D.1)

Where 𝜔 is the ratio of liquid to solid mass mixing ratio, 𝛿 is the ratio of graupel to snow 
mass mixing ratio, 𝛼 = 0.224 is a limiting constant used for solid precipitation types only. 
The constants 𝐶𝑟, 𝐶𝑠, and 𝐶𝑔 contain the fixed constants associated with the reflectivity 
component of each hydrometeor type given in Equation G.1 i.e:

𝐶𝑟 = Γ(7) ( 𝜌𝑎𝜋𝜌𝑟 )1.75 1 × 1018(8 × 106)0.75𝐶𝑠 = 𝛼Γ(7) ( 𝜌𝑎𝜋𝜌𝑠 )1.75 ( 𝜌𝑠𝜌𝑤 )2 1 × 1018(2 × 107)0.75𝐶𝑔 = 𝛼Γ(7) ( 𝜌𝑎𝜋𝜌𝑔 )1.75 ( 𝜌𝑔𝜌𝑤 )2 1 × 1018(4 × 106)0.75 (D.2)

We wish to determine the value of Δ𝑍 in the limit that 𝜔 and 𝛿 tend to 0 and infinity. It is 
convenient to first simplify equation D.1:
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Δ𝑍 = 10[log10 (𝑎 + 𝑛𝑏) − log10 (𝑎 + 𝑏)]= 10[log10 (𝑎 + 𝑛𝑏𝑎 + 𝑏 )]= 10[log10 (1 + 𝑛 − 11 + 𝑎𝑏 )] (D.3)

where 𝑎 = 𝐶𝑟(𝜔(1 + 𝛿))1.75, 𝑏 = 𝐶𝑠 + 𝐶𝑔𝛿1.75, 𝑛 = 1𝛼
For convenience, let the contents of the bracket be 𝛾 = (1 + 𝑛−11+ 𝑎𝑏 ). the limits of Δ𝑍 from 
equation D.3 can be found by evaluating the limits of 𝑎, 𝑏 and 𝛾 sequentially:

lim𝛿→0 𝑏(𝛿) = 𝐶𝑠, lim𝛿→0 𝑎(𝜔, 𝛿) = 𝐶𝑟𝜔1.75, lim𝜔→0 𝑎(𝜔, 𝛿) = 0
lim𝛿→∞ 𝑏(𝛿) = ∞, lim𝛿→∞ 𝑎(𝜔, 𝛿) = ∞, lim𝜔→∞ 𝑎(𝜔, 𝛿) = ∞

𝛾 takes a simple form as 𝜔 → 0, ∞: 

lim𝜔→0 𝛾 = 𝑛
lim𝜔→∞ 𝛾 = 1

and finally Δ𝑍: 

lim𝜔→0 Δ𝑍 = 10 log10(𝑛) = 6.5
lim𝜔→∞ Δ𝑍 = 10 log10(1) = 0

Therefore, the total possible change due to 𝜔 is 6.5 for very low 𝜔 and the lower limit is 0.
Examining the limits as 𝛿 grows or decreases is slightly more complicated:

lim𝛿→0 𝛾 = 1 + (𝑛 − 1) (1 + 𝐶𝑟𝜔1.75𝐶𝑠 )−1
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lim𝛿→∞ 𝛾 = 1 + 𝑛 − 11 + ∞∞
The latter equation, when 𝛿 → ∞ is indeterminate and requires a different method. We may 
use L’Hopital’s rule to assess the limits of the derivatives:

𝑎′𝑏′ = 1.75𝐶𝑟𝜔1.75(1 + 𝛿)0.751.75𝐶𝑔𝛿0.75= 𝐶𝑟𝜔1.75𝐶𝑔 (1 + 1𝛿)0.75

Thus the limit is readily obtained: 

lim𝛿→∞ 𝑎′𝑏′ = 𝐶𝑟𝜔1.75𝑐𝑔
lim𝛿→∞ 𝛾 = 1 + (𝑛 − 1) (1 + 𝐶𝑟𝜔1.75𝐶𝑔 )−1

It is evident that 𝛾 in the limit 𝛿 → ∞ takes the same form as 𝛾 𝛿 → 0, but with a change in 
constant. From D.2 we find that the ratio of constants is:

𝐶𝑟𝐶𝑔 = 1𝛼 (𝜌𝑤𝜌𝑔 )1/4 (12)0.75
𝐶𝑟𝐶𝑠 = 1𝛼 (𝜌𝑤𝜌𝑠 )1/4 (52)0.75

and therefore Δ𝑧 is obtained as a function of 𝜔:

lim𝛿→∞ Δ𝑍 = 10 log10[1 + (𝑛 − 1) (1 + 𝜔1.75 (𝑛 (𝜌𝑤𝜌𝑔 )1/4 (12)0.75))−1]≈ 10 log10[1 + 3.461 + 3.34𝜔1.75 ]
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lim𝛿→0 Δ𝑍 = 10 log10[1 + (𝑛 − 1) (1 + 𝜔1.75 (𝑛 (𝜌𝑤𝜌𝑠 )1/4 (52)0.75))−1]≈ 10 log10[1 + 3.461 + 15.79𝜔1.75 ] (D.4)

The limits of Δ𝑍 for all 4 combinations of 𝛿 and 𝜔 are readily obtained.

lim𝛿→0,𝜔→0 Δ𝑍 = 10 log10(𝑛) ≈ 6.5
lim𝛿→0,𝜔→∞ Δ𝑍 = 10 log10(1) = 0
lim𝛿→∞,𝜔→0 Δ𝑍 = 10 log10(𝑛) ≈ 6.5
lim𝛿→∞,𝜔→∞ Δ𝑍 = 10 log10(1) = 0 (D.5)
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Appendix E

ISHMAEL Reflectivity Parameterisation 
for Liquid and Solid-Phase 
Hydrometeors

The rain reflectivity is proportional to the 6th power of diameter: 𝑍 = ∫∞
0 𝑁(𝐷)𝐷6𝑑𝐷 (E.1)

However, the ISHMAEL gamma distribution function is in terms of the radius:

𝑍 = ∫∞
0 𝑁(𝑎𝑖)𝐷6𝑑𝑎𝑖 (E.2)

To complete the integrand 𝐷 must be obtained as a function of 𝑎𝑖. This is possible using 
the definition of the spheroid 𝑐 axis from J.-P. Chen and Lamb (1994) 𝑐𝑖 = 𝑎1+𝛿∗𝑖 + 𝑎1−𝛿∗0 . 
Substituting this into the definition of the spheroid radius:

𝑟3 = 𝑎2𝑖 𝑐𝑖= 𝑎2+𝛿∗𝑖 𝑎1−𝛿∗0
To obtain the equivalent diameter, let 𝑎𝑖 → 2𝑎𝑖 then: 𝐷3 = (2𝑎𝑖)2+𝛿∗𝑎1−𝛿∗0= 22+𝛿∗𝑎2+𝛿∗𝑖 𝑎1−𝛿∗0

𝐷6 = (2𝑎𝑖)2(2+𝛿∗)𝑎2(1−𝛿∗)0
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Then equation E.2 becomes: 𝑍 = ∫∞
0 𝑁(𝑎𝑖)(2𝑎𝑖)2(2+𝛿∗)𝑎2(1−𝛿∗)0 𝑑𝑎𝑖 (E.3)

where 𝑁(𝑎𝑖) is the gamma distribution function given by: 

𝑁(𝑎𝑖) = 𝑁0 ( 𝑎𝑖𝑎𝑛 )𝜈−1
exp (− 𝑎𝑖𝑎𝑛 ) (E.4)

Combining terms: 

𝑍 = 𝑁022(2+𝛿∗)𝑎2(1−𝛿∗)𝑜𝑎𝜈−1𝑛 ∫∞
0 𝑎2(2+𝛿∗)+𝜈−1𝑖 exp (− 𝑎𝑖𝑎𝑛 ) 𝑑𝑎𝑖 (E.5)

This can be solved by substitution of variables using the definition of the Euler Gamma 
function equation B.2.

Γ(𝛿) = ∫∞
0 𝑡𝛿−1𝑒−𝑡𝑑𝑡 {𝑡 = 𝑎𝑖𝑎𝑛 , 𝑑𝑡 = 1𝑎𝑛 𝑑𝑎𝑖, 𝛿 = 2(2 + 𝛿∗) + 𝜈}

from which we obtain: 𝑍 = 𝑁022(2+𝛿∗)𝑎2(1−𝛿∗)0 𝑎2(2+𝛿∗)+1𝑛 Γ(𝜈 + 2(2 + 𝑑𝑒𝑙𝑡𝑎∗)) (E.6)

And substituting 𝑁0 from equation B.4 with 𝛽 = 1/𝑎𝑛 and 𝛼 = 𝜈
𝑍 = 𝜌𝑎𝑛𝑖22(2+𝛿∗)𝑎2(1−𝛿∗)0 𝑎2(2+𝛿∗)𝑛 Γ(𝜈 + 2(2 + 𝛿∗))Γ(𝜈) (E.7)

where we have used the identity 𝑁𝑖 = 𝜌𝑎𝑛𝑖.
Following the method Stoelinga (2005), in addition to the determination of the 6th moment 
of the mass distribution, the reflectivity for frozen ice particles differs from that of rain by a 
factor 𝛼, which originates from the dielectric factor of ice and liquid water.

Finally, the difference in radar cross section must be considered. A snow particle will have 
the same radar cross section as that of a solid ice sphere of equal mass. Making the compar-
ison within the ISHMAEL framework this yields:
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𝜌𝑖𝜋6 𝐷3𝑖 = 4 ̄𝜌𝜋3 𝑟3

The equation can be rearranged by converting the radius to diameter or vice versa: 𝜌𝑖𝜋6 𝐷3𝑖 = 4 ̄𝜌𝜋3 𝑟3𝜌𝑖𝜋6 𝐷3𝑖 = 4 ̄𝜌𝜋3 𝐷3𝑠22+𝛿+∗
therefore, the factor difference in diameter can be determined to the sixth power:

𝐷6𝑖𝐷6𝑠 = (6𝜋 4𝜋3 ̄𝜌𝜌𝑖 122+𝛿+∗ )2
(E.8)

Multiplying E.7 by equation E.8 and 𝛼 yields: 

𝑍 = 𝛼 (6𝜋)2 (4𝜋3 ̄𝜌𝑎(1−𝛿∗)022+𝛿+∗ )2 𝜌𝑎𝑛𝑖𝜌𝑖 (2𝑎𝑛)2(2+𝛿∗) Γ(𝜈 + 2(2 + 𝛿∗))Γ(𝜈) (E.9)
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Appendix F

Conventional Parameterisation of 
Reflectivity

Rayleigh scattering of liquid droplets is proportional to the sixth power of the droplet dia-
meter. Therefore the simulated reflectivity factor 𝑍 can be defined by taking the sixth mo-
ment of the rain droplet size distribution:

𝑍 = ∫∞
0 𝑁(𝐷)𝐷6 d𝐷 (F.1)

Where 𝑁(𝐷) is number concentration of droplets per unit length. Integrating over a size 
distribution of the form 𝑁(𝐷) = 𝑁0 exp(−𝜆𝐷) yields:

𝑍𝑟 = Γ(7)𝑁0𝜆−7 (F.2)

A solution for 𝜆 can be found from the mass moment of the distribution (see Appendix B), 
substituting 𝛼 = 1, 𝜆 = 𝛽 and using a conventional mass-diameter relation for spherical 
droplets 𝑑 = 3, 𝑐 = 𝜌𝑙𝜋/6:

𝜆 = (𝑁0𝜋𝜌𝑙𝑞𝑟𝜌𝑎 ) 14
(F.3)

Two changes are made to extend this theory to frozen precipitation. Ice is innately less re-
flective than water by a factor equal to the ratio of their dielectric factors (Stoelinga 2005):

𝑍𝑠 = |𝐾|2𝑖|𝐾|2𝑙 𝑍𝑖≈ 0.1760.930𝑍𝑖
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For irregular particles, the radar cross section is the same as that of a solid sphere of ice 
with identical mass (Marshall and Gunn 1952). Therefore, we may derive the substitution 
required for the diameter as:

𝜋𝜌𝑖𝐷3𝑖6 = 𝜋𝜌𝑠𝐷3𝑠6𝐷𝑖 = (𝜌𝑠𝜌𝑖 ) 13 𝐷𝑠
Substituting this into Equation F.1 and re-deriving the reflectivity factor returns an addi-
tional factor of (𝜌𝑠/𝜌𝑖)2:

𝑍𝑠 = Γ(7)𝑁0𝜆−7 (𝜌𝑠𝜌𝑖 )2 (|𝐾|2𝑖|𝐾|2𝑙 )
Following the method of Stoelinga (2005) this can be rearranged as: 

𝑍𝑠 = Γ(7)𝑁0𝜆−7 (𝜌𝑠𝜌𝑙 )2 (𝜌𝑙𝜌𝑖 )2 (|𝐾|2𝑖|𝐾|2𝑙 )= Γ(7)𝑁0𝜆−7 (𝜌𝑠𝜌𝑙 )2 𝛼⊙ (F.4)

Where the factor 𝛼⊙ is a constant that derives from the phase of the particle only: 

𝛼⊙ = (𝜌𝑙𝜌𝑖 )2 (|𝐾|2𝑖|𝐾|2𝑙 )≈ 0.224 (F.5)

The reflectivity component of graupel is readily derived in the same way by substitution 
of the snow variables 𝑞𝑠, 𝜌𝑠 to graupel variables 𝑞𝑔, 𝜌𝑔. Each hydrometeor component to 
the reflectivity can be summed to produce an equivalent reflectivity 𝑍𝑒 in units of m6 m−3. 
This is converted to the standard units of mm6 m−3 and provided in decibels of 𝑍:

𝑍 [dBZ] = 10 log10 (1018 (𝑍𝑟 + 𝑍𝑠 + 𝑍𝑔)) (F.6)
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Appendix G

WRF-python Reflectivity 
Parameterisation

The wrf-python getvar source code calculates the reflectivity via the CALCDBZ function as 
follows:

1 z_e = factor_r*(rhoair*qra)**1.75/ronv**.75 +

2 factor_s*(rhoair*qsn)**1.75/sonv**.75 +

3 factor_g*(rhoair*qgr)**1.75/gonv**.75

4

5 dbz = 10*LOG10(z_e)

where terms 1–3 of z_e are the rain, snow, and graupel components to the equivalent re-
flectivity, respectively. qra, qsn and qgr are the rain, snow and graupel mass-mixing ra-
tios, respectively. ronv= 8 × 106, sonv= 2 × 107, and gonv= 4 × 106 are constant inter-
cepts to the gamma distribution for rain, snow and graupel, respectively. Note, it is possible 
to modify these constants using a keyword argument, but only constant intercepts were con-
sidered in this study.

The leading factors for each term are:

1 factor_r = GAMMA_SEVEN*1.D18*(1/(PI*RHO_R))**1.75

2 factor_s = GAMMA_SEVEN*1.D18*(1/(PI*RHO_S))**1.75*(RHO_S/RHOWAT)**2*ALPHA

3 factor_g = GAMMA_SEVEN*1.D18*(1/(PI*RHO_G))**1.75*(RHO_G/RHOWAT)**2*ALPHA

where RHO_R≡RHOWAT= 1000 kg m−3, RHO_S= 100 kg m−3, RHO_G= 400 kg m−3 are 
the assumed fixed densities of liquid water, snow, and graupel respectively. ALPHA = 0.224 
is the constant deriving from the difference in reflectivity between liquid and frozen hydro-
meteors shown in F.5.
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Mathematically the above is: 𝑍 = 10 log10(𝑍𝑟 + 𝑍𝑠 + 𝑍𝑔)𝑧 = 10 log10[(Γ(7) (𝜌𝑎𝑞𝑟𝜋𝜌𝑟 )1.75 1 × 1018(𝜆𝑟)0.75 ) +
(𝛼Γ(7) (𝜌𝑎𝑞𝑠𝜋𝜌𝑠 )1.75 ( 𝜌𝑠𝜌𝑤 )2 1 × 1018(𝜆𝑠)0.75 ) +
(𝛼Γ(7) (𝜌𝑎𝑞𝑔𝜋𝜌𝑔 )1.75 ( 𝜌𝑔𝜌𝑤 )2 1 × 1018(𝜆𝑔)0.75 )] (G.1)

Which is similar to the form of Equation F.4. Each hydrometeor reflectivity component is 
dependent on the density and mass mixing ratio of the hydrometeor, with increases in mass 
increasing the reflectivity factor associated with the hydrometeor. The components of re-
flectivity contributed to the whole are easily compared:

𝑧𝑠𝑧𝑟 = 𝛼 ( 𝜌𝑠𝜌𝑤 )0.25 𝜆𝑟𝜆𝑠 (𝑞𝑠𝑞𝑟 )1.75 ≈ 0.05 (𝑞𝑠𝑞𝑟 )1.75
(G.2)

Thus for parity (i.e 𝑧𝑠/𝑧𝑟 = 1), 𝑞𝑠 = 5.5 𝑞𝑟 so 5 times as much snow is required as rain to 
achieve the same reflectivity factor. A similar calculation for graupel shows that:

𝑧𝑠𝑧𝑔 = 𝛼 ( 𝜌𝑔𝜌𝑤 )0.25 𝜆𝑟𝜆𝑔 (𝑞𝑔𝑞𝑟 )1.75 ≈ 0.36 (𝑞𝑔𝑞𝑟 )1.75
(G.3)

Thus for parity (i.e 𝑧𝑔/𝑧𝑟 = 1), 𝑞𝑔 = 1.8 𝑞𝑟. almost twice as much graupel is required 
as rain to achieve the same reflectivity factor. Consequently, 𝑞𝑠 ≈ 3 𝑞𝑔, so graupel is 3 
times more reflective than snow in this framework. Of course, we note that these compon-
ents aren’t additive within the logarithm, but these differences indicate the tendency of the 
routine to output a greater reflectivity factor in cells that are biased toward rain and graupel, 
rather than those containing primarily snow. 
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Appendix H

Three Component form of the Mixed 
Phase Reflectivity Component

The component of mixed phase activity in the ISHMAEL reflectivity equation is 𝜀 = 𝑍rain/𝑍ice. 
Where

𝑍rain = 1 × 1018 (Γ(7)𝜌𝑎𝑛𝑟𝜆6𝑟 ) , (H.1)

𝑍ice = 1 × 1018 ⎡⎢⎣0.1760.93 (6𝜋)2 (4𝜋3 ̄𝜌𝑖𝑎1−𝛿∗𝑜22+𝛿∗ )2 𝜌𝑎𝑛𝑖9002 (2𝑎ni)2(2+𝛿∗) Γ(𝜈 + 2(2 + 𝛿∗))Γ(𝜈) ⎤⎥⎦
(H.2)

To obtain a single equation of 𝜀, it is advantageous to first simplify 𝑍ice into the product of 
two terms; one containing all variables and another containing only constants:

𝑍ice = 1 × 1018[𝛼 (8𝑎0900)2 𝜌𝑎6 ] × [( ̄𝜌𝑖𝑎2+𝛿∗
ni𝑎𝛿∗0 )2 𝑛𝑖Γ(8 + 2𝛿∗)] (H.3)

where air density is treated as a constant 𝜌𝑎 ≈ 1. Then 𝜀 is obtained by combining equa-
tions H.1 and H.3:

𝜀 = 𝑍rain𝑍ice
= 6Γ(7)(900)2𝜋2𝜌2𝑙 𝛼(8𝑎0)2 𝑞2𝑟𝑎2𝛿∗0𝑛𝑟𝑛𝑖( ̄𝜌𝑖𝑎2+𝛿∗

ni )2Γ(8 + 2𝛿∗)≈ 2.47 × 1015 𝑞2𝑟𝑎2𝛿∗0𝑛𝑟𝑛𝑖( ̄𝜌𝑖𝑎2+𝛿∗
ni )2Γ(8 + 2𝛿∗)
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We can simplify this conceptually by re-parameterising the ratio of raindrop number mix-
ing ratio to ice number mixing ratio 𝛾𝑛 = 𝑛𝑟/𝑛𝑖, and the ratio of raindrop mass and num-
ber mixing ratio 𝑚𝑟 = 𝑞𝑟/𝑛𝑟, which is analogous to the average raindrop mass, then:

𝜀(𝛿∗, ̄𝜌𝑖, 𝑎ni, 𝛾𝑛, 𝑚𝑟) ≈ [2.47 × 1015][𝛾𝑛𝑚2𝑟] [ 𝑎2𝛿∗0( ̄𝜌𝑖𝑎2+𝛿∗
ni )2Γ(8 + 2𝛿∗)] , (H.4)

When the hydrometeor distribution is defined (i.e. [𝛾𝑛𝑚2𝑟] is constant) bracket 3 in Equa-
tion H.4 becomes a constant factor whose value is defined by ̄𝜌𝑖 and the function 𝐹(𝑎ni, 𝛿∗)
:

𝐹(𝑎ni, 𝛿∗) = 𝑎2𝛿∗0(𝑎2+𝛿∗
ni )2Γ(8 + 2𝛿∗) (H.5)

Which is a function of particle geometry only. 
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Appendix I

P3 Reflectivity Formulation

The reflectivity diag_ze in P3 is calculated using the following code (line
1 diag_ze = 10*log10((ze_rain + ze_ice) 1.e+18)

which consists of a rain and ice component. For rain:
1 ze_rain = nr*(mu_r +6)*(mu_r +5)*(mu_r +4)(mu_r +3)*(mu_r +2)*(mu_r+1)/lamr**6

2 ze_rain = max(ze_rain, 1.e-22)

Which is:

𝑍rain = 𝑛𝑟(𝜇𝑟 + 6)(𝜇𝑟 + 5)(𝜇𝑟 + 4)(𝜇𝑟 + 3)(𝜇𝑟 + 2)(𝜇𝑟 + 1) 1𝜆6𝑟= 𝑛𝑟𝜆6𝑟 6∏𝑛=1(𝜇𝑟 + 𝑛)
Note that 𝜇𝑟 = 0, thus: 6∏𝑛=1(𝜇𝑟 + 𝑛) = Γ(7)
and lambda: 𝜆𝑟 = (𝜋𝜌𝑤 𝑛𝑟𝑞𝑟 ) 13

Therefore combining the above the rain reflectivity component is fully defined in terms of 𝑞𝑟 and 𝑛𝑟: 

𝑍rain = (√Γ(7) 𝑞𝑟𝑛 32𝑟 𝜋𝜌𝑤 )2
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Whereas for ice:
1 ze_ice = 0.176/0.93*f1pr13*nitot *rho

2 ze_ice = max(ze_ice(i,k),1.e-22)

Where the number concentration 𝑁𝑖[m3] = nitot × rho. The reflectivity per crystal
f1pr13 is determined from in-scheme lookup tables that interpolate the value based on 
particle density and rime fraction.

1 call access_lookup_table(dumjj,dumii,dumi, 9,dum1,dum4,dum5,f1pr13)

2

3 ! dums are indexes used for the ice mass and number

4 f1pr13 = tmp1+(dum5-real(dumjj))*(tmp2-tmp1)

5 tmp1 = iproc1+(dum4-real(dumii))*(gproc1-iproc1)

6 tmp2 = iproc1+(dum4-real(dumii))*(gproc1-iproc1)

7

8 iproc1 = itab(dumjj,dumii,dumi,index)+(dum1-real(dumi))*(itab(dumjj,dumii,

9 dumi+1,index)-itab(dumjj,dumii,dumi,index))

itab retrieves the process (in this case the process is reflectivity) for a given crystal density 
(jj) and rime fraction (ii). iproc1 is an example of how this data is retrieved and averaged 
over a distribution with number weighted fall speed index adjustment.

We may examine the contents of the lookup table during its construction for more detail. 
The reflectivity constant is calculated as:

1 iproc = sum5+n0*(cs1/917.)**2*(6./pi)**2*dum**(2.*ds1+mu_i)*exp(-lam*dum)*dd

Where n0 is the intercept parameter, mu_i is the shape parameter and lam is the rate or 
slope parameter to the standard gamma distribution. These variables are calculated based 
on the number normalised mass and rime fraction. cs1 = 900𝜋/6 and ds1 are the constant 
and the power in the mass dimensional relationship of ice, respectively. dd = 2 × 10−6 the 
bin width for numerical integration of ice processes (m). dum is the particle size in meters =
real(ii)*dd - 0.5*dd where ii goes from 1 to 110000. Mathematically this is:

f1pr13 = 2 × 10−6𝑁0 ( 900𝜋6 × 917)2 (6𝜋)2 𝑟(2𝑑𝑠+𝜇𝑖) exp (−𝜆𝑖𝑟), (I.1)

and therefore the ice reflectivity in P3 is:

𝑍ice = [2 × 10−6 0.1760.93 ( 900𝜋6 × 917)2 (6𝜋)2] [𝑛𝑖𝜌𝑎 𝑁0𝑟(2𝑑𝑠+𝜇) exp (−𝜆𝑖𝑟)]≈ 3.65 × 10−7 𝑛𝑖𝜌𝑎 𝑁0𝑟(2𝑑𝑠+𝜇𝑖) exp (−𝜆𝑖𝑟)
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APPENDIX I. P3 REFLECTIVITY FORMULATION

Where: 𝑁0 = 𝜆𝜇𝑖+1𝑖Γ(𝜇𝑖 + 1),
𝑍ice ≈ 3.65 × 10−7 𝑛𝑖𝜌𝑎 𝜆𝜇𝑖+1𝑖Γ(𝜇𝑖 + 1)𝑟(2𝑑𝑠+𝜇𝑖) exp (−𝜆𝑖𝑟),

and the entire formulation of reflectivity is:

𝑍 = 10 log10 ⎡⎢⎣1 × 1018 ⎛⎜⎝(√Γ(7) 𝑞𝑟𝑛 32𝑟 𝜋𝜌𝑤 )2 + 3.65 × 10−7 𝑛𝑖𝜌𝑎 𝜆𝜇𝑖+1𝑖 𝑟(2𝑑𝑠+𝜇𝑖)Γ(𝜇𝑖 + 1) exp (−𝜆𝑖𝑟)⎞⎟⎠⎤⎥⎦= 10 log10 [1 × 1018(𝑍rain + 𝑍ice)]= 10 log10 [1 × 1018(𝑍ice(𝜀 + 1))]= 10 log10 (1 × 1018) + 10 log10 (𝑍ice)⏟⏟⏟⏟⏟
A (ice)

+ 10 log10 (𝜀 + 1)⏟⏟⏟⏟⏟⏟⏟
B (Mixed-Phase)

(I.2)
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Appendix J

Mixed-Phase Reflectivity Enhancement 
by a Liquid Skin

Consider the non-liquid skin formulation of reflectivity in Equation G.1. The constants can 
be collected to produce an equation in terms of only the mass-mixing ratio of each hydro-
meteor and an associated hydrometeor constant:

𝑍1 = 10 log10[𝐶𝑟𝑞1.75𝑟 + 𝐶𝑠𝑞1.75𝑠 + 𝐶𝑔𝑞1.75𝑔 ]𝑍2 = 10 log10[𝐶𝑟𝑞1.75𝑟 + 𝐶𝑠𝛼⊙ 𝑞1.75𝑠 + 𝐶𝑔𝛼⊙ 𝑞1.75𝑔 ]
where the removal of 𝛼⊙ in the liquid skin parameterisation 𝑍2 is accomplished by division 
of the hydrometeor constant 𝐶𝑋. Let 𝛿 be the ratio of the graupel mass-mixing ratio 𝑞𝑔 to 
the snow mass mixing ratio 𝑞𝑠 such that 𝑞𝑔 = 𝛿𝑞𝑠. Then by substitution:

𝑍1 = 10 log10[𝐶𝑟𝑞1.75𝑟 + 𝑞1.75𝑠 (𝐶𝑠 + 𝐶𝑔𝛿1.75)]𝑍2 = 10 log10[𝐶𝑟𝑞1.75𝑟 + 𝑞1.75𝑠 ( 𝐶𝑠𝛼⊙ + 𝐶𝑔𝛼⊙ 𝛿1.75)]
and additionally, let 𝜔 be the ratio of liquid to solid precipitation: 𝑞𝑟 = 𝜔(𝑞𝑠 + 𝑞𝑔)= 𝜔𝑞𝑠(1 + 𝛿)
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Then by substitution 𝑍1 becomes: 𝑍1 = 10 log10 (𝑞1.75𝑠 [𝐶𝑟(𝜔(1 + 𝛿))1.75 + (𝐶𝑠 + 𝐶𝑔𝛿1.75)])= 10 [log10 (𝑞1.75𝑠 ) + log10 (𝐶𝑟(𝜔(1 + 𝛿))1.75 + (𝐶𝑠 + 𝐶𝑔𝛿1.75)))]
and 𝑍2 becomes: 𝑍2 = 10 log10 (𝑞1.75𝑠 [𝐶𝑟(𝜔(1 + 𝛿))1.75 + ( 𝐶𝑠𝛼⊙ + 𝐶𝑔𝛼⊙ 𝛿1.75)])= 10 [log10 (𝑞1.75𝑠 ) + log10 (𝐶𝑟(𝜔(1 + 𝛿))1.75 + ( 𝐶𝑠𝛼⊙ + 𝐶𝑔𝛼⊙ 𝛿1.75)))
The difference in computed reflectivity Δ𝑍 between the liquid skin and default paramet-
erisation, can be determined by deducting 𝑍1 from 𝑍2:

Δ𝑍 = 10[ log10 (𝐶𝑟(𝜔(1 + 𝛿))1.75 + ( 𝐶𝑠𝛼⊙ + 𝐶𝑔𝛼⊙ 𝛿1.75)) −
log10 (𝐶𝑟(𝜔(1 + 𝛿))1.75 + (𝐶𝑠 + 𝐶𝑔𝛿1.75)))] (J.1)
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Appendix K

Review of Nucleation and Ice Field 
Initialisation

Nucleation of ice in clouds can occur either homogeneously or heterogeneously. Homogen-
eous nucleation of ice can is considered to be a primary nucleation pathway in clouds when 
temperatures drop below -37 ∘Celsius but cannot account for clouds that are often found 
to be partially or fully glaciated at temperatures far warmer than this threshold. To deduce 
the freezing rate of comparatively warmer droplets, Bigg (1953) studied the freezing of dis-
tilled droplets between -10 and -40 ∘C at a temperature reduction rate of 0.5 ∘C per minute 
and recorded the likelihood of freezing. Larger droplets were found to consistently freeze 
at temperatures above -40 ∘C, and smaller droplets had a smaller, but nonzero, probability 
of freezing too. For example, droplets larger than approximately 0.1mm consistently froze 
at above -30 ∘C. Bigg explained the discrepancy with the prevailing view at the time, that 
”motes” or ”singularities” within the liquid caused freezing to initiate at warmer temperat-
ures than expected. These particles are now understood as aerosol and heterogeneous nuc-
leation is known to play a key role in mixed phase clouds at temperatures above -40 ∘C.

Many sources of aerosol are present in the atmosphere, from soot to bacteria, but only a 
small subsection of those can provide an efficient base for freezing. The reasons for this are 
unclear, initial explanations pointed to similarities between the aerosol crystal lattice and 
that of water, though recent studies dispute this claim. Importantly, ice nucleating particles, 
or INP, allow water to freeze at temperatures above the homogeneous nucleation threshold, 
thus accounting for glaciation.

Heterogeneous nucleation has several theorised pathways: heterogeneous deposition, con-
densation then freezing (or pore condensation and freezing, PCF), contact freezing, and im-
mersion freezing. The exact importance of each mechanism is still subject to research and 
may depend on a variety of factors. Immersion freezing, where an INP is present within a 
liquid drop, accounts for the findings of Bigg and is often dubbed the primary nucleation 
mechanism, responsible for cloud droplet freezing across the droplet size spectrum.
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Here we investigate the parametrisation of nucleation in each microphysics scheme to de-
termine sources of discrepancy in the ice crystal nucleation rate. Additionally, the size and 
growth of crystals will be investigated as both factors are influential in subsequent micro-
physical process rates, not least graupel production.

K.1 Homogeneous Nucleation

Homogeneous nucleation is activated when ambient temperatures fall below a prescribed 
limit, and when cloud or rain droplets exceed a minimum mass mixing ratio. In both schemes, 
the mass mixing ratio and number concentration are conserved during conversion to the ice 
category:

𝑄𝐼 += 𝑄𝐶 (K.1)𝑁𝐼 += 𝑁𝐶 (K.2)

𝑄𝐼 += 𝑄𝑅 (K.3)𝑁𝐼 += 𝑁𝑅 (K.4)

Where 𝑄𝑖, 𝑁𝑖 are the mass mixing ratio and number concentration and 𝑖 represents the hy-
drometeor species 𝐶, 𝑅, 𝐼, cloud droplets, rain droplets and ice particles, respectively.

In ISHMAEL, the threshold temperature is -35 ∘C, whereas in Morrison freezing occurs at 
slightly cooler temperatures, below -40 ∘C. Similarly, Morrison requires that cloud or rain 
droplet mass exceeds a minimum of 1 × 10−14, but in ISHMAEL more mass is required to 
initiate freezing at 1 × 10−12 kg kg−1.

K.2 Heterogeneous Nucleation

Heterogeneous nucleation occurs in three pathways, contact freezing, immersion freezing 
and deposition nucleation.
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K.2. HETEROGENEOUS NUCLEATION

Immersion Freezing

Biggs freezing accounts for immersion or primary nucleation of cloud droplets of all sizes. 
For rain droplets, the formulation is identical in both ISHMAEL and Morrison:

𝑄𝐼 += 20 × 100𝜋2𝜌𝑤𝑁𝑅 × 𝑒0.66(273.15−𝑇 ) − 1𝜆6𝑅 (K.5)

Where 𝜌𝑤 is the density of water, 1000 kg m−3, and 𝜆𝑅 is the slope parameter for rain.

Immersion freezing of cloud droplets is not accounted for in ISHMAEL, but is by Mor-
rison:

𝑄𝐼 += 100𝜋2𝜌𝑤 𝑁𝐶36 Γ(7 + 𝜅)Γ(1 + 𝜅) 𝑒0.66(273.15−𝑇 ) − 1𝜆6𝐶 (K.6)

Where 𝜅 is the spectral shape parameter for droplets from Martin et al. 1994 and 𝜆𝑐 is the 
slope parameter for droplets.

𝜅 = (0.0005714 × (287.15𝑇 𝑁𝐶1 × 106𝑃 ) + 0.2714)−2 − 1 (K.7)

Deposition Nucleation

In ISHMAEL, the DeMott et al. 2010 formulation is used to parametrise deposition nucle-
ation which calculates the number of ice crystals nucleated by both temperature and aerosol 
size.

𝑛𝐼𝑁,𝑇 = 𝑎(273.16 − 𝑇 )𝑏(𝑛aer,>0.5)(𝑐(273.16−𝑇 )+𝑑) (K.8)

Where 𝑎 = 0.0000594, 𝑏 = 3.33, 𝑐 = 0.0264, 𝑑 = 0.0033, 𝑛𝐼𝑁,𝑇 is the ice nuclei 
number concentration in 𝐿−1 at temperature 𝑇, 𝑛aer,>0.5 is the number concentration of aer-
osol particles with diameters larger than 0.5. In ISHMAEL, 𝑛aer,>0.5 = 0.03 taken from 
Chagnon and Junge (1961).𝑛𝐼𝑁,𝑇𝑘 is added directly to the ice crystal concentration and appended to the mass mixing 
ratio by multiplication of an average crystal mass:

𝑄𝐼 += 𝑛𝐼𝑁,𝑇 × 4𝜋𝜌𝐼3 (2 × 10−6)3 × Δ𝑡 (K.9)
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Where 2 × 10−6 is the initial ice radius in metres and 𝜌𝐼 is the bulk ice density 920 kg m−3.

In Morrison, heterogeneous deposition is handled by the Rasmussen et al. 2002 formulation 
by default. This requires ice saturation must be greater than 1 and the temperature less than 
265.15 K (-8 ∘C).

The Cooper curve Cooper 1986 calculates the number of nucleated crystals based on cur-
rent temperatures only, (compared to aerosol size in ISHMAEL and compared to the Mey-
ers curve that uses supersaturation).

𝐾𝐶2 = 0.005 × 𝑒(0.304∗(273.15−𝑇 )) ∗ 1000 (K.10)

𝑁𝐼 += (𝐾𝐶2 − 𝑁𝐼 − 𝑁𝑆 − 𝑁𝐺)Δ𝑇 (K.11)𝑄𝐼 += 𝑁𝐼 × 𝑀𝐼 (K.12)

Where 𝑀𝐼0 is the initial crystal mass: 𝑀𝐼 = 4𝜋𝜌𝐼3 (1 × 10−5)3 (K.13)= 2.094 × 10−12kg (K.14)

Figure K.1. Deposition rates (𝐿−1) compared for Cooper curve (Morrison, red) and DeMott curve 
(ISHMAEL, blue). Y axis is log10 scale. Analysis produced via the Desmos Studio (2023) graphing 

calculator.
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K.2. HETEROGENEOUS NUCLEATION

Contact freezing

Contact freezing is accounted for in Morrison by the Meyers et al. 1992 curve (their Equa-
tion 2.6) in a statistical approach derived from Brownian motion. The contact freezing nuc-
lei concentrations are given as so: 𝑁contact = 𝑒(−2.80+0.262×(273.15−𝑇 )) (K.15)

Figure K.2. Number of contact nuclei (𝐿−1) used in Morrison (Meyers curve). Y axis is log10 scale.Analysis 
produced courtesy of the Desmos Studio (2023) graphing calculator.

The nuclei concentrations can then be used to determine the addition to ice:

𝑄𝐼 += 𝜋2𝜌𝑤𝐷𝑎3 × 𝑁contact × Γ(𝜅 + 5)Γ(𝜅 + 1) × 𝑁𝐶𝜆4𝐶 (K.16)

Where 𝐷𝑎 is the diffusivity of aerosol,

Concluding Remarks

Given the compared nucleation parameterisations, some key differences can be observed:

In homogeneous nucleation:

• Morrison nucleates at cooler temperatures (-40∘C) than ISHMAEL (-35∘C).

• Morrison nucleates with smaller droplet mass mixing ratio (1 × 10−14) than ISH-
MAEL (1 × 10−12 kg kg−1)

In heterogeneous nucleation:
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• Immersion freezing of rain (Biggs) is identical in each scheme, but only Morrison has 
a Biggs formulation for cloud droplets.

• ISHMAEL has no contact nucleation. Morrison has a contact nucleation formulation 
that is temperature dependent. Cooler temperatures can produce an additional 103 of 
possible ice generating contact nuclei.

• Deposition is parameterised differently in each scheme. Comparison indicates that 
concentrations are comparable at temperatures warmer than approximately -20 ∘C, but 
lower than this Morrison can produce up to 3 orders more ice nuclei per litre.

Therefore, it is expected that Morrison is the more likely to produce ice nuclei, given the 
more numerous and more lucrative pathways available in the scheme. Additionally, ISH-
MAEL might suffer from drastically limited nucleation at warm temperatures due to de-
pendence on deposition which occurs at typically cooler temperatures. This may be over-
come by Biggs immersion freezing, but the lack of cloud droplet Biggs mechanism indic-
ates that ISHMAEL is more dependent on rain droplet forming processes, such as coales-
cence, to produce ice than Morrison.
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Appendix L

Morrison and ISHMAEL Microphysics 
Tendency Formulations

L.1 Morrison Scheme

The following is taken from Morrison et al. (2005) which states:

The graupel parameterisation follows that described by Ikawa and Saito (1991), 
Murakami (1990) and Reisner et al. (1998).

This began a review of the graupel tendency equations in each paper to determine which 
is used by Morrison. All tendency equations differ slightly, with Ikawa and Saito (1991) 
offering the most terms in both number concentration and mixing ratio. The mixing ratio 
equations are listed below.

L.1.1 Referenced Tendency Equations

Murakami (1990) Tendency Equation

𝜕𝑄𝐺𝜕𝑡 =𝐴𝐷𝑉 (𝑄𝐺) + 𝐷(𝑄𝐺) + 𝑃𝑅𝐺 (L.1)+ 𝑃𝐺 + 𝑉 𝐷𝑉 𝐺 + 𝐶𝑁𝑆𝐺 + 𝐶𝐿𝐼𝑅 + 𝐶𝐿𝑅𝐼 (L.2)+ (𝐶𝐿𝑆𝑅 + 𝐶𝐿𝑅𝑆)(1 − 𝛼𝑅𝑆) + 𝐹𝑅𝑅𝐺 − 𝑀𝐿𝐺𝑅 − 𝑆𝐻𝐺𝑅 (L.3)

Where the subscripts 𝐺, 𝑆, 𝑅, 𝑉, 𝐼 are graupel, snow, rain, vapour, and cloud ice. Process 𝑋𝑎𝑏 indicates 𝑎 depleting and 𝑏 growing.𝐴𝐷𝑉 (𝑄𝐺) is the advection of water.𝐷(𝑄𝐺) is turbulent diffusion.
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𝑃 𝑅𝐺 is graupel precipitated.𝑃 𝐺 is the wet and dry growth of graupel by accretion.𝑉 𝐷𝑉 𝐺 is growth or loss of graupel by vapour deposition and eevaporation (sublimation).𝐶𝑁𝑆𝐺 is conversion of snow to graupel.𝐶𝐿𝑅𝐼 is collection of rain by cloud ice with corresponding symmetric term.𝐶𝐿𝑅𝑆 is collection of rain by snow with corresponding symmetric term.(1 − 𝛼𝑅𝑆) is the ratio at which collisions between rain and snow result in graupel.𝐹𝑅𝑅𝐺 is freezing of rain to graupel.𝑀𝐿𝐺𝑅 is melting of graupel to rain.𝑆𝐻𝐺𝑅 is liquid water shedding from graupel to rain.

Ikawa and Saito (1991) Tendency Equation

𝜕𝑄𝐺𝜕𝑡 = − 𝐴𝐷𝑉 (𝑄𝐺) + 𝐷(𝑄𝐺) − 𝑃gprc (L.4)+ 𝑃gdep + (𝑃scng + 𝑃g.sacw) + 𝑃gacr + 𝑃gacw + 𝑃gaci + (𝑃iacr + 𝑃raci) (L.5)+ (𝑃g.sacr + 𝑃g.racs) + 𝑃gfzr + (𝑃icng + 𝑃g.iacw) − 𝛿𝑃gmlt (L.6)

Where the subscripts 𝐺, 𝑆, 𝑅, 𝑉, 𝐼, 𝑊 are graupel, snow, rain, vapour, cloud-ice and cloud-
water. Source term 𝑃abcd indicates growth of 𝑎 and depletion of 𝑑 during process 𝑏𝑐.𝐴𝐷𝑉 (𝑄𝐺) is the advection of water.𝐷(𝑄𝐺) is diffusion due to sub-grid-scale turbulence.𝑃gprc is graupel precipitated.𝑃gdep is depositional growth of graupel.(𝑃scng is snow converted to graupel.𝑃g.sacw is the generation of graupel due to accretion of cloud-water by snow.𝑃gacr is the accretion of rain by graupel.𝑃gacw is the accretion of cloud water by graupel.𝑃gaci is the accretion of cloud-ice by graupel.𝑃iacr is the accretion of rain by cloud-ice, and corresponding symmetric term.𝑃g.sacr is the generation of graupel due to accretion of rain by snow, and corresponding sym-
metric term.𝑃gfzr is the freezing of rain to form graupel.𝑃icng is cloud-ice converted to graupel.𝑃g.iacw is the generation of graupel due to accretion of cloud-water by ice.𝑃gmlt is the melting of graupel.
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Reisner et al. (1998) Tendency Equation

𝜕(𝑝∗𝑄𝐺)𝜕𝑡 = − 𝐴𝐷𝑉 (𝑝∗𝑄𝐺) + 𝐷(𝑝∗𝑄𝐺) − 𝑃gprc (L.7)+ 𝑝∗(𝑃gdep + 𝑃scng + 𝑃g.sacw + 𝑃gacw + 𝑃gacr + 𝑃iacr + 𝑃raci (L.8)+ 𝑃g.sacr + 𝑃g.racs + 𝑃gfzr + 𝑃icng + 𝑃g.iacw − 𝛿𝑃gmlt) (L.9)

Where the subscripts and definitions are identical to Ikawa and Saito (1991). This equa-
tion is almost identical to the Ikawa and Saito tendency equation, but includes a multiplica-
tion by 𝑝∗, which is the difference between the surface pressure and pressure at the top.This 
equation also does not include the term 𝑃gaci, implying graupel does not accrete cloud-ice.

The equations are very similar, but verifying that each is identical requires that each term is 
compared individually. Instead, the tendency equation in the Morrison code was examined 
and compared to the three equations above.

L.1.2 In-Code Morrison Tendency Equation

The following equation is primarily taken from lines 1984 and 3196. There are no defini-
tions in-code so this is something of a best-guess.

QG3DTEN =[QG3DTEN] + PRACG + PSACWG + PGSACW+ PGRACS + PRDG + EPRDG + MNUCCR + PIAC+ PRACI + PSACR + PGMLT + EVPMG

Where QG3DTEN is the previous graupel tendency at time 𝑡 − 𝑑𝑡.
PRACG is the accretion of rain by graupel.
PSACWG is the accretion of water droplets by graupel.
PGSACW is the graupel converted from snow accreting water droplets.
PGRACS is the graupel converted from rain collected by snow.
PRDG is graupel growth by vapour deposition.
EPRDG is graupel loss due to sublimation.
MNUCCR is ice generation by immersion.
PIACR is the accretion of rain by cloud ice, and PRACI is the symmetric term.
PSACR is the accretion of rain by snow.
PGMLT is the depletion of graupel due to melting.
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EVPMG is the melting and subsequent evaporation of graupel.
The term formatting is similar to Ikawa and Saito (1991) and Reisner et al. (1998) but has 
12 production terms compared to 14 and 13 respectively. Some of the above terms have ref-
erences which have allowed them to be traced back to a selection of papers: Rutledge and 
Hobbs (1984), Ikawa and Saito (1991), Murakami (1990), Reisner et al. (1998), Y.-L. Lin 
et al. (1983), Morrison and Pinto (2005), Bigg (1953).

Equivalent terms, and references are listed below where available.

PRACG → 𝑃racs and or 𝑃gacr (Ikawa and Saito 1991) Equation 11-58
PSACWG → 𝑃gacw (Reisner et al. 1998) Equation A.59
PGSACW→ 𝑃g.sacw and or 𝑃scng (Ikawa and Saito 1991) Equation 11-46
PGRACS→ 𝑃g.racs (Ikawa and Saito 1991) Equation 11-63 and Reisner et al. (1998) Equa-
tion A.50
PRDG → 𝑃gdep (Reisner et al. 1998) Equation A.36
EPRDG → -PRDG
MNUCCR → 𝑃gfzr (Bigg 1953) p692 and Ikawa and Saito (1991) Equation 11-67 from 
Y.-L. Lin et al. (1983) Equation 45.
PIACR → 𝑃iacr (Reisner et al. 1998) from Rutledge and Hobbs (1984) Equation A.7
PSACR → 𝑃𝑠𝑎𝑐𝑟 and or 𝑃raci (Ikawa and Saito 1991) Equation 11-57
PGMLT→. 𝑃gmlt (Rutledge and Hobbs 1984) Equation A.18
EVPMG → Similar to 5
Leaving 𝑃gaci, 𝑃icng, and 𝑃g.iacw from the Ikawa and Saito equation. all three involve cloud 
ice conversion to graupel. It is assumed that Morrison does not allow cloud-ice graupel re-
lations, and instead cloud-ice grows until reaching snow, then snow converts to graupel.

L.1.3 Equation Set for Production Terms

The production terms represent equations that determine their growth or decay. The equa-
tions listed below are adapted from the Morrison code and the relevant references.

PRACG

The correct equation for PRACG is below following from the similarity of the rain and 
snow accretion process in Ikawa and Saito (1991) and the full derivation by Wisner et al. 
(1972):

PRACG = 𝜋2𝐸𝑟𝑔√(𝛼 ̄𝑈𝑟 − 𝛽 ̄𝑈2𝑔 ) + 𝛾 ̄𝑈𝑔 ̄𝑈𝑟 𝜌𝑤𝜌 𝑁𝑟0𝑁𝑔0 ( 5𝜆6𝑔𝜆𝑟 + 2𝜆5𝑔𝜆2𝑟 + 5𝜆4𝑔𝜆3𝑟 )
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However the code erroneously has a factor of air density multiplication instead of division. 
This might be a bug, as explained below this term is of the order 100 − 10−1 which sug-
gests that the difference between equation 𝑋 × 𝜌 and 𝑋𝜌 is 𝜌2 ∼ 100 − 10−2 i.e. a possible 
underestimation. NOTE: The above correct equation is assumed in the following passage.

Where 𝐸𝑟𝑔 is the collection efficiency of rain and graupel = 1𝑈𝑟 and 𝑈𝑔 are the mass weighted mean terminal velocities of rain and graupel respectively.𝛼 and 𝛽 and 𝛾 are constants with value 1.2, 0.95 and 0.08.𝜌𝑤 is water density, = 997𝜌 is air density = 𝑃 [Pa]/(𝑅 [J kg−1 K−1] × 𝑇 [K]) which has order ≃ 104/(102 × 102) ∼100𝑁𝑟0 and 𝑁𝑔0 are parameters of rain and graupel size distributions.𝜆𝑔 and 𝜆𝑟 are slope parameters in graupel and rain size distributions respectively.
Hence,

PRACG(𝑁𝑟, 𝑁𝑔, 𝑄𝑟, 𝑄𝑔)
Scale analysis for the above terms has been conducted. The lambda terms are:

𝜆𝑟 = (𝜋𝜌𝑤𝑁𝑅𝑄𝑅 ) 13 ≃ (100102𝑁𝑅𝑄𝑅 ) 13 ≃ (100) (𝑁𝑅𝑄𝑅 ) 13

𝜆𝑔 = (Γ(4)(𝜌𝑔 𝜋6 )𝑁𝐺𝑄𝐺 ) 13 ≃ ((𝜌𝑔𝜋)𝑁𝐺𝑄𝐺 ) 13 ≃ (100) (𝑁𝐺𝑄𝐺 ) 13
Therefore: 𝜆6𝑔𝜆𝑟 = (𝑁𝐺𝑄𝐺 )2 (𝑁𝑅𝑄𝑅 ) 13

𝜆5𝑔𝜆2𝑟 = (𝑁𝐺𝑄𝐺 ) 53 (𝑁𝑅𝑄𝑅 ) 23

𝜆4𝑔𝜆3𝑟 = (𝑁𝐺𝑄𝐺 ) 43 (𝑁𝑅𝑄𝑅 )
The fall speed terms are: ̄𝑈𝑟 = (𝜌𝑆𝑈𝜌 )0.54𝐴𝑅Γ(4 + 𝐵𝑅)6𝜆𝐵𝑅𝑅̄𝑈𝑔 = (𝜌𝑆𝑈𝜌 )0.54𝐴𝐺Γ(4 + 𝐵𝐺)6𝜆𝐵𝐺𝐺
Where 𝐴𝑅 = 841.99667, 𝐵𝑅 = 0.8, 𝜌𝑆𝑈 = 1.08369957, 𝐵𝐺 = 0.37, 𝐴𝐺 = 19.3
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The 𝑁 size distribution parameters are:

𝑁𝑟0 = 𝜆4𝑟𝑄𝑅(𝜋𝜌𝑤) ≃ 𝑄𝑅𝑁 13100102𝑄 13𝑅 ≃ 𝑄 23𝑅𝑁 13 × 10−2
𝑁𝑔0 = 6𝜆4𝑔𝑄𝐺Γ(4)𝜌𝑔𝜋 ≃ ((𝑁𝐺𝑄𝐺 ) 13 )4𝑄𝐺102 ≃ (𝑁4𝐺𝑄𝐺 ) 13 × 10−2

Overall, 𝑃𝑅𝐴𝐶𝐺 can be simplified to a proportionality relation in Q and N:

PRACG =101100√(100 ̄𝑈𝑟 − 100 ̄𝑈2𝑔 ) + 10−1𝑈𝑔𝑈𝑟103𝑁𝑟0𝑁𝑔0×(5 × (𝑄𝐺𝑁𝐺 )2 (𝑄𝑅𝑁𝑅 ) 13 + 2 × (𝑄𝐺𝑁𝐺 ) 53 (𝑄𝑅𝑁𝑅 ) 23 + 5 × (𝑄𝐺𝑁𝐺 ) 43 (𝑄𝑅𝑁𝑅 ))
PSACWG

PSACWG = 𝜋𝑎𝑔𝑄𝑤𝐸𝑤𝑔𝑁𝑜,𝑔4 Γ(𝑏𝑔 + 3)𝜆𝑏𝑔+3𝑔
Where 𝑎𝑔 is a constant for fall speed relationship for graupel = 19.3.𝑄𝑤 is cloud water mixing ratio.𝐸𝑤𝑔 is the collection efficiency for graupel collecting cloud water = 1.𝑁𝑜,𝑔 is the slope intercept for graupel size distribution.Γ is the gamma function.𝑏𝑔 is is a constant for fall speed relationship for graupel = 0.37.𝜆 is the slope parameter in the graupel size distribution.
Hence,

PSACWG(𝑄𝑤, 𝑁𝑔, 𝑄𝑔)
PGSACW

PGSACW = 𝛼2Δ𝑡3𝜌0𝜋𝑁𝑠0(𝜌𝑄𝑤)2𝐸2𝑠𝑖𝑎2𝑠Γ(2𝑏𝑠 + 2)8𝜌(𝜌𝑔 − 𝜌𝑠)𝜆2𝑏𝑠+2𝑠
Where 𝛼 is a constant with value 1.2.𝜌0, 𝜌, 𝜌𝑔 and 𝜌𝑠 are air density at sea level, air density, graupel density, and snow density 
respectively.𝑁𝑠0 is the parameter of snow size distribution.
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𝑄𝑤 is the cloud water mixing ratio.𝐸𝑠𝑤 is the collection efficiency of snow for cloud water = 1𝑎𝑠 is a fall speed constant for snow = 17𝑏𝑠 is a fall speed constant for snow = 0.5 𝜆𝑠 is a slope parameter in snow size distribution.
Hence,

PGSACW(𝑄𝑤, 𝑁𝑠, 𝑄𝑠)
PGRACS

PGRACS = (1 − 𝛼𝑟𝑠) ∗ PRACS𝛼𝑟𝑠 = 𝜌2𝑠 [ 4𝜆𝑠 ]6𝜌2𝑠 [ 4𝜆𝑠 ]6 + 𝜌2𝑤 [ 4𝜆𝑟 ]6
PRACS = 𝜋2𝐸𝑟𝑠√(𝛼𝑈𝑟 − 𝛽𝑈2𝑠 ) + 𝛾𝑈𝑠𝑈𝑟 𝜌𝑠𝜌 𝑁𝑟0𝑁𝑠0 ( 5𝜆6𝑠𝜆𝑟 + 2𝜆5𝑠𝜆2𝑟 + 5𝜆4𝑠𝜆3𝑟 )

Where 𝛼𝑟𝑠 is the ratio for which rain-snow collision generates snow (not graupel).𝜌𝑠 and 𝜌 are snow density and air density.𝜆𝑠 and 𝜆𝑟 are slope parameters in snow and rain size distributions respectively.𝐸𝑟𝑠 is the collection efficiency of rain and snow = 1𝑈𝑟 and 𝑈𝑠 are the mass weighted mean terminal velocities of rain and snow respectively.𝛼 and 𝛽 and 𝛾 are constants with value 1.2, 0.95 and 0.08.𝑁𝑟0 and 𝑁𝑠0 are parameters of rain and snow size distributions.
Hence,

PGRACS(𝑁𝑟, 𝑄𝑟, 𝑁𝑠, 𝑄𝑠)
PRDG

PRDG = 2𝜋𝑁𝑜,𝑔(𝑆𝑖 − 1)𝐴′ + 𝐵′ [0.78𝜆2𝑔 + 0.31 (𝑎𝑔𝜌𝜇 ) 12 Γ(𝑏𝑔/2 + 5/2)𝜆𝑏𝑔/2+5/2𝑔 ]
Where 𝑁𝑜,𝑔 is the slope intercept in graupel size distribution.𝑆𝑖 is the saturation ratio over ice.𝐴′ and 𝐵′ are the constants in Bigg’s equation.𝜆𝑔 is the slope parameter in graupel size distribution.𝑎𝑔 is a fall speed constant for graupel = 19.3.𝜌 is the air density.𝜇 is the dynamic viscosity of air.𝑏𝑔 is a fall speed constant for graupel = 0.37.
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Hence,
PRDG(𝑁𝑔, 𝑄𝑔, 𝑄𝑣)

EPRDG

EPRDG = − PRDG if PRDG < 00 if PRDG ≥ 0
MNUCCR

MNUCCR = 20𝜋2𝐵′𝑁0𝑟 (𝜌𝑤𝜌 ) × (exp [𝐴′(𝑇0 − 𝑇 )] − 1)𝜆−7𝑟
Where 𝐵′ and 𝐴′ are Bigg’s constants.𝑁0𝑟 intercept parameter of raindrop distribution.𝜌𝑤 and 𝜌 are density of water and air respectively.𝑇0 and 𝑇 are the melting temperature and in-cloud temperature.𝜆𝑟 is the slope parameter in the raindrop size distribution.
Hence,

MNUCCR(𝑁𝑟, 𝑄𝑟, 𝑇 )
PIACR

PIACR = 𝑁𝑖𝐸𝑖𝑟 𝜋224𝜌𝑤𝑁0𝑟 (𝑃0𝑃 )0.4 [𝑎0Γ(6)𝜆6𝑟 + 𝑎1Γ(7)𝜆7𝑟 + 𝑎2Γ(8)𝜆8𝑟 + 𝑎3Γ(9)𝜆9𝑟 ]
Where 𝑁𝑖 is number concentration of cloud ice crystals.𝐸𝑖𝑟 is the rain and cloud ice collection efficiency = 1𝜌𝑤 and 𝜌 are density of water and air respectively.𝑁0𝑟 is the intercept value in raindrop size distribution.𝑃0 and 𝑃 are a constant (≈ 106) and pressure respectively.𝑎0 is the coefficient in polynomial fall speed relation for rain.𝜆𝑟 is the slope parameter in the raindrop size distribution.
Hence,

PIACR(𝑁𝑖, 𝑁𝑟, 𝑄𝑟, 𝑃 )
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PSACR

PRACI = 𝜋4𝜌𝑄𝑖𝐸𝑖𝑟 (𝑃0𝑃 )0.4 [𝑎0Γ(3)𝜆3𝑟 + 𝑎1Γ(4)𝜆4𝑟 + 𝑎2Γ(5)𝜆5𝑟 + 𝑎3Γ(6)𝜆6𝑟 ]
Where 𝜌 is the density of air.𝐸𝑖𝑟 is the rain and cloud ice collection efficiency = 1𝑃0 and 𝑃 are a constant (≈ 106) and pressure respectively.𝑎0−3 is the coefficient in polynomial fall speed relation for rain.𝜆𝑟 is the slope parameter in the raindrop size distribution.
Hence,

PSACR(𝑄𝑖, 𝑁𝑟, 𝑄𝑟)
PGMLT

PGMLT = −2𝜋𝐿𝑓 𝐾𝑎(𝑇 − 𝑇0)𝑁0𝑔 [0.78𝜆2𝑔 + 0.31 ( ̄𝑎𝜌𝜇 ) 12 (𝑃0𝑃 )0.2 Γ(�̄�/2 + 5/2)𝜆�̄�/2+5/2𝑔 ]
Where 𝐿𝑓 is the latent heat of fusion.𝐾𝑎 is the thermal conductivity of air.𝑇0 and 𝑇 are the melting temperature and in-cloud temperature.𝑁0𝑔 is the intercept value in graupel size distribution.𝜆𝑔 is the slope parameter in the graupel size distribution.̄𝑎 and �̄� are constants in the graupel fall speed relation 19.3 and 0.37.𝜌 is the density of air.𝜇 is the dynamic viscosity of air.𝑃0 and 𝑃 are a constant (≈ 106) and pressure respectively.
Hence,

PGMLT(𝑁𝑔, 𝑄𝑔, 𝑃 )
EVPMG

Rutledge and Hobbs (1984) Equation A19

EVPMG = 2𝜋𝑁𝑜,𝑔(𝑆𝑖 − 1)𝐴′ + 𝐵′ [0.78𝜆2𝑔 + 0.31 ( ̄𝑎𝜌𝜇 ) 12 (𝑃0𝑃 )0.2 Γ(�̄�/2 + 5/2)𝜆�̄�/2+5/2𝑔 ]
Where 𝑁𝑜,𝑔 is the slope intercept in graupel size distribution.𝑆𝑖 is the saturation ratio over ice.
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𝐴′ and 𝐵′ are the constants in Bigg’s equation.𝜆𝑔 is the slope parameter in graupel size distribution.̄𝑎 and �̄� are constants in the graupel fall speed relation 19.3 and 0.37.𝜌 is the air density.𝜇 is the dynamic viscosity of air.
Hence,

EVPMG(𝑁𝑔, 𝑄𝑔, 𝑃 )
Complete Morrison Graupel Tendency Dependencies

QG3DTEN(𝑁𝑔, 𝑄𝑔, 𝑁𝑟, 𝑄𝑟, 𝑁𝑖, 𝑄𝑖, 𝑄𝑠, 𝑁𝑠, 𝑄𝑣, 𝑄𝑤, 𝑇 , 𝑃 )
L.2 ISHMAEL Scheme

The ISHMAEL scheme has no graupel category. Instead, only 3 ice categories exist; colum-
nar or planar nucleated ice, and aggregates. Graupel is then classified by the qualities of the 
ice: effective density 𝜌𝐼, aspect ratio 𝜙𝐼, ice mass-weighted fall speed 𝜈𝑡𝐼 . Therefore to un-
derstand the growth of graupel, one needs to understand the growth of the ice variables.

L.2.1 Fall Speed

Fall speed 𝑣𝑡𝐼 is denoted as the variable DIAG_VMI3D_1/2/3. In calculations of the 1d grid 
the variable used is vmi1d(ICE1/2/3, k), and then switched to vtrmi1 on line 2632.

Taken from Harrington et al. (2013) Equation B36:𝑣𝑡𝐼 = 𝑁Re(𝑎𝑛)𝜂𝑎𝜌𝑎𝐿(𝑎𝑛) Γ(𝜈 + 𝑏𝑛𝑏𝑚 − 𝑏𝑙 + 2 + 𝛿∗)Γ(𝜈 + 2 + 𝛿∗)
Where, 𝑁Re = 𝑎𝑚𝑋𝑏𝑚 = 𝑎𝑚𝑥𝑏𝑚𝑛 𝑎𝑏𝑛𝑏𝑚
with 𝑎𝑚 and 𝑏𝑚 provided as best fit coefficients in Mitchell (1996).
X is the Best number.𝑥𝑛 = 𝑥𝐵(4/3)[(𝜋𝜌𝑖𝛼∗𝑎2𝑙 )/𝛼∗𝜋]𝑥𝐵 = 2(𝜌𝑖−𝜌)𝑔𝜌𝑎𝑞3/4𝑒𝜌𝑖𝜂2𝑎 NOTE 𝑥𝐵 is included in 𝑥𝑛 in the code.𝑞𝑒 is the projected area of the crystal onto a spheroid.𝜂𝑎 is the dynamic viscosity.
L is an appropriate particle length scale:
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𝐿 = 2𝑎 for plates𝐿 = 2√(𝑎𝑐) for columns𝐿 = 2𝑟 for a sphere.𝜌𝑎 is the density of air.𝜈 is the distribution shape parameter.𝑏𝑛 = 𝛿∗ + 2 + 2𝑏𝑙 − 𝑏𝑎𝑏𝑙 = 1 for plate-like crystals and 𝑏𝑙 = (𝛿∗ + 2)/3 for columnar crystals.𝑎𝑙 = 2 for plate-like crystals and 𝑎𝑙 = 2𝛼1/3∗ for columnar crystals.𝛼∗ = 𝑎1−𝛿∗0𝑏𝑎 is Best fall speed constant.𝛿∗ is a time average of the inherent growth ratio over the particle growth history, also de-
scribed in J.-P. Chen and Lamb (1994). This is usually fixed in bulk models but can evolve 
in ISHMAEL. Is a function of 𝑎𝑛 and 𝑐𝑛.𝑎𝑛 is the characteristic a-axis length that is related to the mean a-axis length (see Harring-
ton et al. (2013) section 3e): 𝑎𝑛(𝑡) = 𝜌𝑎𝜈𝑁𝑖 𝐴(𝑡)
Where 𝑁𝑖 is number concentration. 𝐴 is the projected area of the spheroid given in Sulia 
and Harrington (2011).
Hence 𝑣 has the dependencies: 𝑣𝑡𝐼 = 𝑣𝑡𝐼(𝜌𝑖, 𝑐𝑛, 𝑎𝑛)
L.2.2 Effective Density

Effective density 𝜌𝐼 is denoted as the variable DIAG_RHOPO3D_1/2/3. In calculations of the 
1d grid the variable used is rhopo1d(ICE1/2/3, k). The evolution of density comes from 
a particle density 𝜌𝑖 and an additional accumulated mass with density 𝜌rime amongst other 
processes. 𝑟ℎ𝑜𝑏𝑎𝑟 is modified by several processes, and is therefore a function of several 
variables. These are:𝜌𝑖 = 𝜌𝑖(q𝑖, prd(𝑐𝑐), rhodepout, prd(𝑐𝑐), rhorimeout(𝑐𝑐), qmlt, nucfrac)
where:
q𝑖 is ice mass mixing ratio
prd is vapour growth rate
rhodepout is the ice effective density from deposition
prd is riming growth rate = (iwcfr − iwci) ∗ irhoair(𝑘) ∗ i𝑑𝑡
qmlt is the mass melting rate
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Temperature Range (∘C) rimec1
-5 > T ≥ -10 𝛽𝑇𝑙 × (0.0066 − 0.012) + 0.012
-10 > T ≥ -15 𝛽𝑇𝑙 × (0.005 − 0.0066) + 0.0066
-15 > T ≥ -20 𝛽𝑇𝑙 × (0.004 − 0.005) + 0.005
-20 > T ≥ -30 𝛽𝑇𝑙 × (0.0036 − 0.004) + 0.004

-30 > T 0.0036

Table L.1. Parameterised relationship between temperature (∘C) and cloud-ice rime density (kg m−3) featured 
in the ISHMAEL scheme, described by (Jensen et al. 2017) and adapted from measurement by Macklin 

(1962). The parameter 𝛽𝑇𝑙 is a function of temperature shown in Equation L.2.2.

nucfrac is ice added through nucleation
rhorimeout is the ice effective density from riming
Many of these terms will be described in the equation set.𝜌rime is derived from Macklin (1962) (their Figure 6) which gives 𝜌rime as a function of particle 
radius and impact velocity. ISHMAEL calculates an average value of 𝑟𝑙𝑣0 over the riming 
rate, and interpolates this to ambient air temperature. This is calculated for rain and cloud-
water in look-up tables, itabr and itab respectively, read once in the jensen_ISHMAEL_init
subroutine.

Further examination of the ISHMAEL code shows that the variable rhopo1d(ICE1/2/3, 
k) is set equal to rhobar(cc) on line 2618. rhobar(cc) is a function of rhorimeout(cc)
(Line 1892), which includes the Macklin parameterisation, specifically defined in lines 1286:

rhorimeout = rhobar × 𝑣𝑖𝑣𝑓𝑟 + (gdentotal ∗ (1 − 𝑣𝑖𝑣𝑓𝑟))
Where 𝑔𝑑𝑒𝑛𝑡𝑜𝑡𝑎𝑙 is the total rime density from ice-cloud-water ice-rain interactions. This 
is a function of the riming rate rimesum(𝑛𝑖, 𝑛𝑐/𝑛𝑟) as well as gdenavgr (rain) and gdenavg
(cloud-water) defined as:

gdenavgr(𝑐𝑐) = (1000. ∗ (0.8 ∗ tanh(𝑟𝑖𝑚𝑒𝑐1 ∗ 𝑞𝑖_𝑞𝑟_𝑛𝑟𝑑(𝑐𝑐)/𝑞𝑖_𝑞𝑟_𝑛𝑟𝑚(𝑐𝑐)) + 0.1))
On line 1247 and

gdenavg(𝑐𝑐) = (1000. ∗ (0.8 ∗ tanh(rimec1 ∗ 𝑞𝑖_𝑞𝑐_𝑛𝑟𝑑(𝑐𝑐)/𝑞𝑖_𝑞𝑐_𝑛𝑟𝑚(𝑐𝑐)) + 0.1))
on line 1202.
qi_qr_nrd is related to the normalised rime density for rain-ice interactions.
qi_qr_nrm is the normalised riming rate.
qi_qc_nrd is related to the normalised rime density for cloud water-ice interactions.
qi_qc_nrm is the normalised riming rate.
and rimec1 is the ice density parameterised from Macklin (1962).
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𝛽𝑇𝐿 = 𝑎𝑏𝑠((𝑇 − 𝑇0)) − 𝑇𝑙)𝑇𝑙 − 𝑇ℎ (L.10)

𝑇 = ambient air temperature (K).𝑇0 = 273.15𝐾 temperature at 0∘C𝑇𝑙 = Lower temperature limit absolute magnitude𝑇ℎ = higher temperature limit absolute magnitude

L.2.3 Aspect Ratio

Aspect ratio 𝜙𝐼 is denoted as the variable DIAG_PHII3D_1/2/3. In calculations of the 1d 
grid the variable used is phii1d(ICE1/2/3, k). Line 2617 states:𝑝ℎ𝑖𝑖1𝑑 = 𝑐𝑛𝑖(𝑐𝑐)/𝑎𝑛𝑖(𝑐𝑐) × 𝑔𝑎𝑚𝑚𝑎_𝑡𝑎𝑏(𝑔𝑖) × 𝑖_𝑔𝑎𝑚𝑚𝑛𝑢
cni(cc) = characteristic c-axis size of ice.
ani(cc)= characteristic a-axis size of ice.𝑐𝑛𝑖 = 𝑐𝑖/𝑛𝑖 and 𝑎𝑛𝑖 = 𝑎𝑖/𝑛𝑖 grows as dictated by the production rates, where 𝑛𝑖 is the ice 
number mixing ratio. 𝑎𝑖 = 𝑎2𝑐 is the ice mixing ratio, and 𝑐𝑖 = 𝑐2𝑎
gamma_tab(gi)= is a tabulated gamma function, where gi is the index for the gamma(NU) 
lookup.𝑔𝑖(𝑔𝑎𝑚𝑚𝑎_𝑎𝑟𝑔(𝑁𝑈 = 4, 𝑑𝑒𝑙𝑡𝑎𝑠𝑡𝑟).𝑖_𝑔𝑎𝑚𝑚𝑛𝑢 = 1/Γ(𝜈) = 1/6 due to 𝑁𝑈 = 4𝑑𝑒𝑙𝑡𝑎𝑠𝑡𝑟(𝑐𝑐) = 𝑙𝑜𝑔(𝑐𝑛𝑖(𝑐𝑐)) − 𝑙𝑜𝑔(𝑎𝑜))/(𝑙𝑜𝑔(𝑎𝑛𝑖(𝑐𝑐)) − 𝑙𝑜𝑔(𝑎𝑜))
Where 𝑎𝑜 is the ISHMAEL parameter 𝛼∗ = 𝑎1−𝛿∗0 = 0.1 × 10−6
Hence, the multiplying factor is a probability density function given by the general form:𝑃𝐷𝐹 = 𝑋𝜈−1𝑒−𝜈Γ(𝜈)
but more specifically, from Harrington et al. (2013)

𝑛(𝑎) = 𝑁𝑖Γ(𝜈) ( 𝑎𝑎𝑛 )𝜈−1 1𝑎𝑛 exp (− 𝑎𝑎𝑛 )
Where 𝑋 = 𝑎𝑎𝑛 = 𝑎𝑛𝑖, and 𝜈 is the shape parameter. Comparing to the conventional 
gamma distribution cited in Heymsfield et al. (2002):𝑁 = 𝑁0Γ𝐷𝜇𝑒−𝜆Γ𝐷
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Then, 𝑁0Γ ≡ 𝑁𝑖Γ(𝜈)𝑎𝑛𝐷 ≡ ( 𝑎𝑎𝑛 )𝜇 ≡ (𝜈 − 1)𝜆Γ ≡ 1
So the population shape distribution is determined by a single size spectrum and radius.
So all dependencies can be summarised by the following:𝑝ℎ𝑖𝑖1𝑑 = 𝑝ℎ𝑖𝑖1𝑑(𝑐𝑖, 𝑛𝑖, 𝑎𝑖)
where the dependent parameters may belong to functions (Gamma, Log..).

L.2.4 Equation Set for Production Terms

ISHMAEL uses growth equations for ice that result in bulk changes to the variables 𝜙𝐼, 𝜌rime and 𝑣𝑡𝐼 via their dependencies (𝑐𝑖, 𝑛𝑖, 𝑎𝑖, 𝑟𝑙, 𝑣0, 𝑇 , ).

For a single ice-particle, the mass tendency equation has a general from for several pro-
cesses (e.g. vapour growth, riming and melting), that is:𝑑𝑚𝑖𝑑𝑡 ∣𝑥 = 𝜌𝑥 𝑑𝑉𝑖𝑑𝑡 ∣𝑥
Where 𝑥 is the process, 𝑉𝑖 is the ice particle volume, 𝜌𝑥 is the growth density (the mass ad-
ded by growth process x, distinct from the ice particle density 𝜌𝑖). 𝜌𝑥 is described later, i.e. 
as 𝜌rime and 𝜌deposition.

To describe the axial growth rates, J.-P. Chen and Lamb (1994) is used, which relates 𝑎𝑖
and 𝑐𝑖 during vapour growth: 𝑑𝑐𝑖𝑑𝑎𝑖 ∣

dep

= 𝛿dep(𝑇 )𝜙𝑖
Where 𝛿dep is the inherent growth ratio derived from laboratory measurements.

Crystal Shape Tendency = ⎧{{⎨{{⎩
Prolate, if 𝛿dep > 1
Oblate, if 𝛿dep < 1
Constant 𝜙, if 𝛿dep = 1
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This can be expanded to all processes if 𝛿𝑥 is correctly parameterised for each. The change 
in aspect ratio can be linked to volume by:𝑑𝜙𝑖𝜙𝑖 = (𝛿𝑥 − 1𝛿𝑥 + 2) 𝑑𝑉𝑖𝑉𝑖
This framework for single ice particles is expanded to the bulk scheme ISHMAEL. To re-
move the potential loss of variation between ice species, two ices are generated at the nucle-
ation stage as planar or columnar, allowing the coexistence of two ice species in a grid cell. 
These ices are however free to evolve between oblate or prolate over time. A third ice spe-
cies, aggregates, are distinct from ices 1 and 2 in order to preserve the ice qualities which 
are changed drastically during aggregation.

To conserve ice shape between transport, volume mixing ratios are calculated. These, along 
with mass mixing ratios, present conserved quantities during grid cell interchange.

The modified gamma function is used to model the particle population, and is a function of 
a-axis length only due to the relation: 𝑐𝑖 = 𝑎1−𝛿∗0 𝑎𝛿∗𝑖
That relates a and c. 𝑎0 is the initial (nucleation) size, and 𝛿∗ is the average of various 𝛿𝑥
that cause shape evolution. This relation allows the mass mixing ratio and volume mixing 
ratio to be entirely linked. i.e.𝑞𝑖 = 1𝜌𝑎 ∫∞

0 𝑚𝑖(𝑎𝑖, 𝑐𝑖)𝑛(𝑎𝑖)𝑑𝑎
𝑚𝑖 = 𝜌𝑖 43𝜋𝑎2𝑖 𝑐𝑖𝑛(𝑎) = 𝑁𝑖Γ(𝜈) ( 𝑎𝑖𝑎𝑛 )𝜈−1 1𝑎𝑛 exp (− 𝑎𝑖𝑎𝑛 )

Hence with substitution of the above equations:

𝑞𝑖 = 1𝜌𝑎 ∫∞
0 [𝜌𝑖 43𝜋𝑎2𝑖 (𝑎1−𝛿∗0 𝑎𝛿∗𝑖 )][ 𝑁𝑖Γ(𝜈) ( 𝑎𝑖𝑎𝑛 )𝜈−1 1𝑎𝑛 exp (− 𝑎𝑖𝑎𝑛 )]𝑑𝑎

leading to

𝑞𝑖 = 𝜌𝑖 𝑁𝑖𝜌𝑎 43𝜋𝑎1−𝛿∗0 1Γ(𝜈) ∫∞
0 [𝑎2𝑖 (𝑎𝛿∗𝑖 )][( 𝑎𝑖𝑎𝑛 )𝜈−1 1𝑎𝑛 exp (− 𝑎𝑖𝑎𝑛 )]𝑑𝑎
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Recall the definition of the Gamma function:Γ(𝜈) = ∫∞
0 𝑥𝜈−1𝑒−𝑥𝑑𝑥

In this case: Γ(𝜈 + 2 + 𝛿∗) = ∫∞
0 𝑥𝜈+1+𝛿∗𝑒−𝑥𝑑𝑥

Finally: 𝑞𝑖 = 𝜌𝑖 𝑁𝑖𝜌𝑎 [(4/3)𝜋𝑎1−𝛿∗0 𝑎2+𝛿∗𝑛 ]Γ(𝜈 + 2 + 𝛿∗)Γ(𝜈)
This the mass is related to axis size in a similar manner to conventional 𝑚 − 𝐷 relation-
ships, but in this case has environmental evolution. Earlier stated equations for ice particles 
can be expanded to the bulk population:𝑑𝑐𝑛𝑑𝑎𝑛 = 𝛿𝑥 𝑐𝑛𝑎𝑛
and 𝑐𝑛 = 𝑎1−𝛿∗0 𝑎𝛿∗𝑛
Thus the two volume relations can be stated:𝜗𝐼 = 𝑁𝐼𝜌𝑎 𝑎2𝑛𝑐𝑛

𝜓𝐼 = 𝑁𝐼𝜌𝑎 𝑎𝑛𝑐2𝑛
Conserved quantities in advection are 𝑞𝐼(𝑡), 𝑛𝐼(𝑡), 𝜗𝐼, 𝜓𝐼 which are used to calculate 𝑎𝑛(𝑡), 𝑐𝑛(𝑡)
and 𝛿∗(𝑡).

L.2.5 Ice microphysical process rates

Vapour deposition and Sublimation

The change to the mass mixing ratio due to deposition or sublimation is:𝑑𝑞𝐼𝑑𝑡dep
= 1𝜌𝑎 ∫∞

0 4𝜋𝐶𝑖𝐺𝑖𝑠𝑖𝑛(𝑎𝑖)𝑑𝑎𝑖 = 𝑁𝐼𝜌𝑎 4𝜋𝐶𝑖𝐺𝑖𝑠𝑖𝐶𝑖 is the distribution averaged capacitance𝐺𝑖 is an effective diffusion coefficient for vapour diffusion, thermal conduction and ventila-
tion.
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𝑠𝑖 is the ice supersaturation.
Number loss is: 𝑑𝑁𝐼𝑑𝑡sub

= 𝑤subΔ𝑡 𝑁𝐼
The weighting function 𝑤𝑥 weights the mass loss with density changes.

Riming

The total bulk riming rate is employed when ices have a fall speed exceeding the droplets’. 
Following from Jensen and Harrington (2015b).𝑑𝑞𝐼𝑑𝑡rime

= 1𝜌𝑎 ∑𝑖 𝑑𝑚𝑟𝑑𝑡 ∣𝑖 𝑁𝑖 = 1𝜌𝑎 ∑𝑖 (∑𝑙 𝐸𝑖𝑙𝐴𝑔|𝑣𝑖 − 𝑣𝑙|𝑚𝑙𝑛𝑙)𝐸𝑖𝑙 is the collision efficiency from Jensen and Harrington (2015b) Equation 6𝐴𝑔 geometrical cross sectional area for collision𝑣𝑖 is the ice particle fall speed.𝑣𝑙 is the liquid drop fall speed𝑚𝑙 is the mass of liquid.𝑛𝑙 is the number concentration of liquid drops𝑁𝑖 the number concentration of ice particles in bin 𝑖
In this case, 𝛿rime is parameterised such that riming allows oblate ice to evolve towards an 
aspect ratio of 0.8 found in observations, and prolate ice the inverse of this 1.25. During 
wet growth, there is no axial growth and water is assumed to grow the mass mixing ratio. 
Once this ice reaches the set density of bulk ice, soaking ceases and axial growth occurs.

Melting

Equations for melt-rate are largely based on work by Lamb and Verlinde (2011) Equation 
8.85 which reads:𝑑𝑚𝑑𝑡 = 4𝜋𝑓ℎ𝑘𝑇 ,air𝑟𝑝(𝑇∞ − 𝑇sfc) + 4𝜋𝑙𝑣𝑓𝑣𝐷𝑣𝑟𝑝(𝜌𝑣,∞ − 𝜌𝑣,sfc)
and integrated in the form by Kong and Yau (1997):

𝑀𝐿𝑖𝑟 = 2𝜋𝜌𝐿𝑓 [𝜌𝐿𝑣𝐷𝑓(𝑞𝑣 − 𝑞𝑣,𝑠0) + 𝐾(𝑇 − 𝑇0)] 𝐴𝑖𝑁𝑡 ( 6𝜌𝑞𝑖𝜋𝜌𝑖𝑁𝑡 Γ(2 + 𝜅)Γ(1 + 𝜅))1/3
There is no current theory of melting, but it is assumed that as particles melt, water pools 
towards the centre making the particle more isometric and dense, resulting in a fall speed 
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increase.

Nucleation

Deposition nucleation, contact freezing and immersion freezing of cloud droplets is taken 
from DeMott et al. (2010):𝑛𝐼𝑁,𝑇𝑘 = 𝑎(273.16 − 𝑇𝑘)𝑏(𝑛aer,0.5)(𝑐(273.16−𝑇𝑘)+𝑑)
Where the nucleation rate 𝑛𝐼𝑁,𝑇𝑘 is a function of cloud temperature 𝑇𝑘, and the number 
concentration of sufficiently large aerosol particles 𝑛aer,0.5. The constants 𝑎, 𝑏, 𝑐, 𝑑 are fit 
to data.

Immersion Freezing comes from Bigg (1953) as shown in Morrison MNUCCR. 
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Appendix M

Figures of Reflectivity Components in the 
ISHMAEL scheme
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APPENDIX M. FIGURES OF REFLECTIVITY COMPONENTS IN THE ISHMAEL SCHEME

Figure M.1. Reflectivity components A and B (see Equation 6.8) and their summation (multiplied by 10) the 
total reflectivity 𝑍total (dB𝑍) versus the average rain droplet mass 𝑚𝑟 (kg) for dendrites (𝛿∗ = 0.6, ̄𝜌 = 100). 

Terms 𝐴, 𝐵 and the total are shown by dashed, dotted, and translucent lines. Components are plotted for three 
values of the ice number concentration 𝑛𝑖 (kg−1): 1 × 105, 1 × 102, 1 × 10−1 in columns 1–3, respectively, 

and three values of ice mass mixing ratio 𝑞𝑟 (kg kg−1): 1 × 10−8, 1 × 10−4, 1 × 10−2 in rows 1–3, 
respectively.
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Figure M.2. Reflectivity components, and the total reflectivity 𝑍total (dB𝑍) versus the average rain droplet 
mass 𝑚𝑟 (kg) (𝛿∗ = 1, ̄𝜌 = 400) as in Figure M.1 for graupel hydrometeors.
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Total Reflectivity Analysis for Unrimed 
and Partially Rimed Crystals
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Figure N.1. Total reflectivity 𝑍 (dB𝑍, black), ice reflectivity component 𝐴 (dB𝑍, blue), and mixed-phase 
reflectivity component 𝐵 (dB𝑍, red) as shown in Equation 6.15 versus average ice particle radius r (m) for 

unrimed snow. Average crystal mass 𝑚𝑖 = 1 × 10−10, 1 × 10−8, 1 × 10−6 kg in columns 1–3, respectively. 
Average raindrop mass 𝑚𝑟 = 1 × 10−10, 1 × 10−6, 1 × 10−4 kg in rows 1–3, respectively. Three sets of fixed 

ice mass mixing ratio 𝑞𝑖 and rain mass mixing ratio 𝑞𝑟 are shown with differing line styles; base state 𝑞𝑖 = 1 × 10−5, 𝑞𝑟 = 1 × 10−2, decreased ice 𝑞𝑖 = 1 × 10−6, 𝑞𝑟 = 1 × 10−2 and decreased rain 𝑞𝑖 = 1 × 10−5, 𝑞𝑟 = 1 × 10−6 shown by solid, dashed, and dotted lines, respectively.
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APPENDIX N. TOTAL REFLECTIVITY ANALYSIS FOR UNRIMED AND PARTIALLY RIMED CRYSTALS

Figure N.2. Total reflectivity 𝑍 (dB𝑍, black), ice reflectivity component 𝐴 (dB𝑍, blue), and mixed-phase 
reflectivity component 𝐵 (dB𝑍, red) as shown in Equation 6.15 versus average ice particle radius r (m) for 

partially rimed snow. See Figure N.1 for description.
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Appendix O

PHIPS Algorithm for the Analysis of Ice 
Habit Imagery

The Particle Habit Imaging and Polar Scattering (PHIPS) probe is a particularly useful re-
source in this case because it provides particle geometric information such as crystal di-
mension, habit and porosity that are not often obtained in situ for extra tropical cyclones. 
This is particularly useful for the evaluation of the ISHMAEL scheme, which predicts ice 
crystal aspect ratio explicitly. However, to conduct any comparative analysis the PHIPS 
data sets must be processed into a more useful quantitative format. In its raw form, each 
image per pair shows a near-opaque ice crystal silhouette set against a grey background as 
shown in Figure O.1. Additionally, the crystal images were found to contain numerous arte-
facts that complicated their processing. For example, blurred ice-particles when a second 
crystal intercepted the lens’ focal point, or ice crystals that were only partially in frame. 
Given the size of the data set per case, manual analysis of each image pair was impractical. 
Instead, computational methods were developed to process the images in a feasible times-
cale.

(a) Crystal Image 1 of 2 (b) Crystal Image 2 of 2

Figure O.1. Two PHIPS images (one image pair) of a single ice crystal (dark) from two lenses separated by an 
angle of 120∘.
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Post Processing Methodology

The aims of post-processing PHIPS data were to obtain the crystal dimensions in the tem-
plate of a standard ellipsoid so that the axes were comparable to the ISHMAEL paramet-
erisation of habit. It was necessary then to first determine an appropriate type of ellipsoid 
(i.e. oblate or prolate) that would best match the photographed crystal. Then, the spher-
oid could be resized to appropriately capture the crystal surface area. With a best-fit el-
lipsoid fully defined, further information could be prognosed such as the maximum dimen-
sional length and the aspect ratio. These features were desirable to retrieve as they are vari-
ables produced by the ISHMAEL scheme. Importantly, this methodology does not consider 
habit, not only because building and verifying the script’s accuracy in this regard would be 
a complex task, but because the ISHMAEL scheme cannot produce ice-habits in the con-
ventional sense so this information was not required. The computational logic of post pro-
cessing is as follows:

1. Read-in

The post processing script takes two directories as arguments, each corresponding to an 
angle. The script first checks the images to identify incomplete pairs and returns a list of vi-
able pairs for further processing. At this stage, the crystals take on the appearance of near-
opaque silhouettes and no error checking of the image has been undertaken to remove arte-
facts. Figure O.2 shows an example image pair corresponding to one crystal separated by 
120 degrees. Two possible errors (at the users discretion) are visible, blurring of the crys-
tal as it leaves the lens’ focus, and intersection of the image boundary, which might conceal 
important geometric information.

2. Crystal Area Identification

In both of the loaded images (Figure O.2) ice crystals may be separated from the background 
by the gradient of the colour scale. For example, the crystal edge exhibits a sharp change 
in colour that can be used to separate the edge from the relatively light, grey background. 
However, note that the colours are not precisely defined. In Figure O.2 the ice crystal and 
background are actually an assortment of many shades of grey of differing darkness. For 
some crystals, the difference in colour may be relatively small so the crystal area is identi-
fied using a relative colour difference with variable tolerance chosen by the user. This al-
lows for strict or lenient crystal area identification.

Once the crystal area is identified it is stored as a binary array in the image coordinate sys-
tem. The binary array for the example crystal is plotted in Figure O.3. Note that crystal 
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Figure O.2. Example image-pair read in by the post processing script during Step 1. The crystal image may 
contain artefacts or other unwanted features at this stage. The crystal is identifiable by a near-opaque 

silhouette but exhibits blurring and intersection with the image boundary.

pores are conserved during the area mapping if they are clear or translucent, which allows 
for subsequent measurements of porosity. This is an interesting feature of the post-processing 
method for possible future use, but in this case computational estimations of porosity were 
not explicitly considered.
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Figure O.3. Example image-pair as in Figure O.2 after crystal-surface mapping has been applied (Step 2). 
The output data-field is a binary array (i.e. crystal=1, background =0) plotted here where the crystal area is 

mapped in yellow.

3. Crystal Boundary Identification

Using the crystal-area array, the coordinates of the crystal edge points can be identified. 
This is a required step to reproduce variables such as maximum dimension or axial lengths 
that are mathematically defined between edge points. At this stage, additional processing is 
required to ensure that the crystal area array is operating as expected. For example, if more 
than one crystal is found in the image (see Figure O.1) then Step 2 may identify it as viable 
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crystal area. This raises errors because the simultaneous computation of boundaries is gen-
erally non-trivial but in any case, it is advantageous to remove artefacts from the images 
before harvesting data.

A subroutine of the post processing script identifies if more than one crystal is present in 
the binary array and the script removes all but the largest crystal. This method was chosen 
because artefacts, such as splinters, droplets fragments are often smaller than the intended 
target of the photograph. Additionally, large crystals that were not the intended target of 
PHIPPS tend to substantially intersect the image frame, and are therefore removed in Step 
4.

In the hierarchical structure of crystal identification, the deciding factor for whether a crys-
tal is the intended PHIPS target is if the ice particle can be readily identified in the second, 
rotated image. A check is performed to ensure that the crystal in image one is therefore loc-
ated at the expected 𝑥 and 𝑦 coordinates in image 2.

4. Check Image Viability

In some cases only part of the full crystal is photographed, this can happen when PHIPS is 
triggered but the crystal is too large for the frame or not centred in frame. In these cases, 
proceeding haphazardly could yield incorrect or misleading results. For example, a crys-
tal that intersects the frame edge may have a large particle axis outside the image boundar-
ies, and so a maximum dimension calculated within the frame would be inaccurate. At this 
stage, the programme determines if the crystal overlaps the image border in either of the 
image-pair panels. If it does, then the script determines if the size of the overlap is small 
enough that we can assume the majority of the crystal is in-frame. For example, the crys-
tal shown in Figure O.4 has an overlapping boundary at the top of the frame. In this step, 
the total length of the intersected frame segment is determined and compared to the overall 
geometry of the crystal boundaries. The user sets the tolerance for the maximum permiss-
ible frame length relative to the in-frame crystal dimension. In Figure O.4 the total max-
imum length is much larger than the intersected length of the image frame, so the analysis 
proceeds with the given boundary. This method is chosen because very large ice crystal 
features are deemed unlikely to occur when normal to a thin ice width. We note that this 
method is likely to hold for plates, but may be unreliable for columnar ice. Therefore the 
option of a user-tolerance is provided.

5. Fit Ellipse

Using the coordinates of the boundary points for each image, an ellipse is fitted that max-
imises the area within the contours whilst preserving the approximate dimensions (Lag-
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Figure O.4. The boundary of the crystal edge is established in Step 3 from the predetermined crystal surface 
area (Step 2). The computed crystal borders are shown in green.

443



Figure O.5. Example crystal with previously computed boundary (green). The maximum dimension of the 
boundary and its normal length are used to compute an ellipse (red) that conserves these quantities. The 

ellipse axes can be used to approximate the maximum dimension.

rangian maximisation method). This method tends obtains an ellipse that appropriately ap-
proximates the width and height of the crystal. Figure O.5 shows how an ellipse is placed 
across each imaged ice crystal cross section, that preserves the maximum dimension and its 
normal dimension. This process is applied independently to both ice crystal images and is 
an effective way to determine the maximum crystal dimension.

Inferred Three-Dimensional Geometry

The retrieval of maximum dimension from the ellipse axes in Figure O.5 is a reasonable 
first approximation but it is important to note that crystal images show only a two-dimensional 
cross section of a three dimensional object. It is possible, if not likely, that the crystal max-
imum dimension is not normal to the image plane but instead, lies at an angle to it. This 
would reduce the perceived dimension and bias the analysis. To improve the approximation 
of crystal geometry, an additional step is required to approximate the 2-D image in three di-
mensions. We note that it is not possible to upscale the dimensions beyond the two given 
by the PHIPS crystal images, but the angular displacement of both crystal images can allow 
the user to infer three-dimensional properties of the ice.

Consider the two fitted ellipses for the example ice in Figure O.5. These may be interpreted 
as two slices of an ellipsoid on two planes separated by an angle displacement of 120 ∘. 
While the full dimension along ̂𝑧 cannot be accurately known, we can use assumptions to 
infer the proportions of the ellipsoid. For example, by allowing the ellipsoid to preserve its 
dimensions under rotation. These assumptions allow the script to output the dimensions of 
a three dimensional ellipsoid that is intersected by the two ellipsoids along their respective 
planes. This data is considered final and is written to file.

The assumptions used to infer ellipsoid properties are difficult to verify, as an ellipsoid of 
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(a) Ellipses in 3D projection (b) 2. As in (a) but rotated to the X-Y plane

(c) Two dimensional projection of (b) onto the X-Y plane

Figure O.6. Three dimensional inferred properties of two 2-dimensional images separated by an angle of 120 
degrees in the third dimension. (a) Two ellipsoids based on the boundary contours of the 2-dimensional 
images are represented at their relative angle. (b) identical ellipsoids as in (a) but with the viewing plane 

reoriented to the X-Y plane. (c) The projection of the ellipsoids in (b) against a two-dimensional plane (the 
projected area)

any spatial dimension could be imaged from an infinite number of angles. So to verify the 
assumptions and the validity of the output data, a second program was written to plot the 
planar ellipses and their governing ellipsoid in three dimensions. The program enabled an 
ellipsoid of any type (prolate, oblate, spherical) to be plotted at any orientation relative to 
the 𝑥-𝑦 plane, and for its projection against the 𝑥-𝑦 plane to be obtained. The projection 
data, height, width and aspect ratio were then output to confirm the assumptions. An ex-
ample of this process is shown in Figure O.6.
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Rotations of the model ellipsoids shown in Figure O.6 are used to determine the projected 
area of the governing ellipsoid in two dimensions. Figure O.7 shows how the rotation of the 
ellipsoid in three dimensional space affects the properties of the projected two-dimensional 
area. In panel (a) a prolate ellipsoid with radial length 1 in ̂𝑥 and ̂𝑦 and a radius of 2 along ̂𝑧 is rotated about 180 degrees. Correspondingly, the aspect ratio of the two-dimensional 
projection changes from spherical to oblate and then back to spherical, but the height in the 
z-axis does not change. In panel (b) the length of the ̂𝑧-parallel radius is 4 times larger, this 
results in a very oblate two-dimensional projection for smaller rotations.

Figure O.7 suggests that particles with more extreme aspect ratios are statistically more 
likely to project an extreme aspect ratio in two dimensions than their less extreme counter-
parts. Or rather, the maximum projected aspect ratio is maintained for a larger rotational 
interval for crystals with more extreme three-dimensional aspect ratios. In a physical meas-
urement context, this bias causes crystals with relatively extreme aspect ratios to be cap-
tured in greater apparent frequency, and similarly crystals with less extreme aspect ratios 
will be mischaracterised as having a more spherical aspect ratio in greater frequency. There-
fore, probability distributions of the aspect ratio variable are likely to be enhanced at the ex-
treme ends and close to one, but suppressed between these intervals. For ice crystal habits, 
needles, long columnar crystals, or flat plates are very likely to exhibit an accurate two-
dimensional projection and will therefore will appear to be very common, weakly oblate 
or prolate particles such as graupel or aggregates will appear to be less common, and near-
spherical particles will be increased accordingly. Such an effect was identified by Jiang et
al. (2017) who noted that oblate aggregates have a preferential projected aspect ratio that 
artificially inflated their true aspect ratios. This had caused aggregates to be incorrectly dia-
gnosed as having erroneously large average aspects ratios. We pose that it may be possible 
to statistically re-balance the aspect ratio distribution with consideration of this bias, but 
analysis in this regard was not pursued during this study.
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(a) Rz = 2 (b) Rz = 8

Figure O.7. Height, width and aspect ratio variations of the two-dimensional projected area of a prolate 
ellipsoid during rotation. In panel (a) the prolate ellipsoid has z-parallel axis length equal to 2. In panel (b) 

the z-parallel axis length is equal to 8. In both cases the x and y-parallel axes have unit length.
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The Weather Research and Forecasting Model WRF is a mesoscale numerical model cap-
able of simulating weather phenomena for both research and forecasting. WRF is one of 
the most used weather models worldwide with users spanning 160 countries. The broad ap-
peal of WRF is three-fold: first, the model is centrally supported by its developers, primar-
ily the National Center for Atmospheric Research (NCAR). Second, the model is free and 
available to researchers worldwide regardless of nationality. And third, the model is highly 
customisable with little programming knowledge required. Consequently, WRF appeals 
to a wide audience and has lent itself to fair scientific scrutiny and evaluation, which have 
only spurred its development. For example, various parametrisation schemes have been de-
veloped by the community, published and then included with the WRF standard distribution 
so that other users may test and utilise them.

CSF3

The CSF3 is a high performance computing (HPC) cluster comprising 9700 cores and 68 
GPU units funded by the accumulated contributions of research groups across the Univer-
sity of Manchester. Additionally, a HPC pool comprising 4800 cores is available for select 
projects that require a large number of cores for parallel execution. The HPC pool is ideal 
for WRF simulations as WRF is computationally intensive and runs more quickly when 
many cores are used in parallel.

The CSF3 is a shared resource, and therefore has some rules and customs that enable fair 
usage for all. The resource is managed by IT services, who should be contacted in the first 
instance regarding questions of hardware.

Remote Access

Using an internet connection, commands can be sent from the local terminal to a remote 
server and executed there. In fact, we may log into a remote server and operate its hard-
ware in our terminal, as if we were accessing that hardware locally. This process is called 
remote access. By logging into the remote system, we can issue commands using the com-
putational power its hardware provides.

1 MyLocalPrompt:Documents$ ssh MyUsername@RemoteServer

2 > Password?

3 ************

4 > ------------------------------------------

5 > Welcome to the Remote Server!

6 > ------------------------------------------

7

8 MyRemotePrompt:$ ls
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9 > Remote_Folder1 Remote_Folder2

Listing P.1. Login to a Remote Server

In the above example, the user logs into a remote server using SSH. The server requests 
a passcode for entry and the user subsequently types this in, here illustrated as asterisks 
(*). However, please note that it is common for password input to show no visual cue. The 
server then greets the user with an entry message if succesful, and the prompt changes to 
reflect the new location in the remote system. Finally, the user issues the ls command. The 
remote server returns the directories and files in the remote location. This is the method 
you will use to login to the CSF.

Linux and Mac default terminal applications are usually capable of an immediate login. 
If you are running Windows the process is more complicated, see this link for help get-
ting set-up: http://ri.itservices.manchester.ac.uk/csf3/getting-started/
connecting/windows/. Open a line of communication between your local machine and 
the CSF with secure shell (SSH) login from your local computer using the login details 
given to you.

Login is performed using SSH and the user’s specific login details. The server asks for a 
password but the terminal does not indicate when a letter is being typed for security pur-
poses. After entering the password and pressing RETURN/ENTER the CSF shows a welcome 
message and the noticeboard. It is clear that the location is now within the CSF as the prompt 
contains [CSF3].

Using The CSF3

At log in users are resident on the Login Node. This is a small, shared resource that can 
be used only for small tasks such as writing code, moving files, and issuing BASH com-
mands. As this is a shared resource, you should be careful not to abuse the login node. For 
example, running WRF on the login node would consume significant resources, likely caus-
ing the CSF login to be slow, frozen or inoperable for other users. Therefore, do not run 
large jobs on the login node.

To ensure fair use, the majority of the CSF’s resources are not directly accessible but man-
aged by a batch system that chooses which jobs will run first according to several factors i.e 
total resources requested and recent usage history. If your job is not granted immediate ac-
cess it will be placed in a queue. A WRF job may be queued for up to two days during busy 
periods but more often it will begin within a day.

Batch submission is handled by the qsub command, which takes a plain-text file as argu-
ment. For ease the file can have the extension jobscript although this is not mandatory. The 
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jobscript file requests a set number of cores to run a process, loads modules, confirms the 
users identity and provides commands to run. When running WRF, we will specify the 
number of cores to run in parallel and a single command will execute the wrf.exe programme.

P.1 Building WRF & WPS

Git Clone the WRF Source Code

WRF consists of two components, the WRF pre-processing system (WPS) and the WRF 
model (WRF).

To retrieve the source code, follow this link: https://www2.mmm.ucar.edu/wrf/users/
download/get_sources_new.php to a download page where two methods are listed. We 
will use git to download a copy of the latest model which can be updated later. git is a 
useful version control software that effectively stores and updates code as you write it.

To use git the CSF requires some us to load some modules. Modules are pre-installed pro-
grammes that we can load to assist us.

1 MyRemotePrompt:$ module search git

2 > apps/git/2.19.0/gcc-4.8.5

3 > services/git

4 > tools/bintools/git-lfs/2.8.0

5 > tools/gcc/git/2.24.0

6 > More apps/versions may also be available by first doing: 'module load apps/bioinf'

7 > If module names are repeated, show detailed version info using:

8 > module --long search git

9

10 MyRemotePrompt:$ module load tools/env/proxy

11 MyRemotePrompt:$ module load apps/git/2.19.0

12 > apps/git/2.19.0/gcc-4.8.5

13 > | -- libs/gcc/system

14 > | * --> OK

15 > |

16 > OK

Listing P.2. Loading the git modules

First, I have searched the CSF for modules that include git and the CSF has returned several 
hits which it thinks may be relevant. The correct module to load begins with apps/git.... 
I load this module using the command load followed by the module path. Additionally, as 
git is communicating with an external server it requires a proxy. Further information can be 
found at http://ri.itservices.manchester.ac.uk/csf3/software/tools/git/.

Now we can clone into the git repositories. The location is given at the website above.
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1 MyRemotePrompt:$ ls

2 >

3 MyRemotePrompt:$ time git clone https://github.com/wrf-model/WPS

4 > Cloning into 'WPS'...

5 > remote: Enumerating objects: 6456, done.

6 ...

7 ...

8 > real 0m6.756s

9 ...

10

11 MyRemotePrompt:$ time git clone https://github.com/wrf-model/WRF

12 > Cloning into 'WRF'...

13 > remote: Enumerating objects: 60853, done.

14 ...

15 ...

16 > real 6m16.655s

17 ...

18 MyRemotePrompt:$ ls

19 > WPS WRF

Listing P.3. Loading the git module

Where I have used the command time to additionally output the time taken for each clone. 
To download WPS takes less than 10 seconds and WRF less than 10 minutes.

WPS and WRF contain all of the written code that defines the model. The majority of this 
code is written in Fortran, which unlike python, is not a pre-compiled language. This means 
that the code must be repackaged into a form that a computer can read, this stage is called 
compilation. The result of compilation will be new files called executables, which are es-
sentially an efficient and unmodifiable translation of the code to machine language. Execut-
ables have the benefit of being easy to run (self-contained) and extremely computationally 
efficient. The downsides are that they are unreadable in raw format, and any changes you 
wish to make to the source code will require a complete re-compilation of the model to pro-
duce new executables.

Download, Transfer, and Uncompress the Static Geography Data

Before we proceed to compilation, the WRF model requires additional files. The first are 
the mandatory static geography files, which contain the (generally) unchanging properties 
of our planet, namely topography and land use categories. These can be downloaded to 
your local computer by clicking ”Download Highest Resolution of each Mandatory Field” 
at this link: https://www2.mmm.ucar.edu/wrf/users/download/get_sources_wps_
geog.html. NOTE: The compressed file is 2.6 GB and 29 GB uncompressed. Do not un-
compress on your local machine.
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The downloaded tar file will be named geog.tar.gz or similar, the next step will be to 
send this file from our local machine to the CSF. To do this we will use the Secure Copy 
Protocol (SCP) that should be installed on your local terminal. SCP is capable of copying 
large files between a local and remote machine with a transfer rate largely limited by the 
speed of your internet connection. General use of the command is as follows:

1 MyLocalPrompt:$ ls

2 > send_me.txt

3 MyLocalPrompt:$ scp send_me.txt username@RemoteMachine:/remote/directory/of_choice/

4 MyLocalPrompt:$ ls

5 > send_me.txt

6 MyLocalPrompt:$ ssh MyUsername@RemoteServer

7 MyRemotePrompt:$ ls /remote/directory/of_choice/

8 > send_me.txt

Listing P.4. Using SCP

Using the above steps, transfer the tar file via scp to the Build_WRF directory. Ensure that 
you use your specific remote login for CSF3.

Once the file has been sent, you can uncompress it with gunzip and tar. This will produce 
all files within a directory called geog. You MUST rename this directory to WPS_GEOG for 
it to be found by geogrid.exe.

1 MyRemotePrompt:Build_WRF:$ ls

2 > geog.tar.gz

3 MyRemotePrompt:Build_WRF:$ gunzip geog.tar.gz

4 MyRemotePrompt:Build_WRF:$ tar -xf geog.tar

5 MyRemotePrompt:Build_WRF:$ ls

6 > geog/

7 MyRemotePrompt:Build_WRF:$ mv geog WPS_GEOG

8 MyRemotePrompt:Build_WRF:$ ls

9 > WPS_GEOG

Listing P.5. Decompress and rename the static geography files

Obtain Real-World Input Data

WRF requires some knowledge of the real-world conditions in order to compute the pro-
gression of the atmospheric variables. This is provided by input data that can span many 
meteorological variables, formats and time periods making this the least standardised and 
most tricky step when running WRF. In this example we will use ECMWF ERA5 reana-
lysis data as it is easy to download and is a high quality data resource for future simulations.

We must provide WRF with data for each time period we wish to simulate. Furthermore, 
WRF requires a set of specific variables to run that can be found by examining the contents 
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of a Vtable. Whilst we can download data directly from the ECMWF database, in this case 
it will be easier to use the ucar RDA.

The data sets can be found here https://rda.ucar.edu/datasets/ds633.0/ and will 
require you to register in order to access. The time taken for registration to be accepted is 
approximately 1-2 days. Once you have access, click Data Access this will show all pos-
sible products in several formats. We will require pressure level analysis in grib format so 
for this option choose Web File Format > Faceted Browse and narrow the data set to a time 
period of your choosing and tick the boxes matching those required by the Vtable. Once 
complete, click continue to be directed to file links. Tick all boxes, and generate a unix 
script that will download them.

Repeat this process for the relevant data of surface analysis. Both surface and pressure level 
data are required for WRF to run.

On the CSF we will store the data in a separate folder called DATA within Build_WRF/. 
Make this directory and enter it. Then, create a new text file and insert the unix script. You 
will need to modify the script with your password. Make the script executable with chmod 
and run in the current directory. NOTE: You are accessing external data to the CSF, so a 
proxy must be loaded.

Compile WRF

We will now begin to compile the model, beginning with WRF so change into the WRF/
folder. WRF requires several libraries to run, but many of these are already installed on 
the CSF3. Therefore, we simply need to load them and set some shell variables so that the 
WRF MAKEFILE can locate them:

First set the variables:
1 MyRemotePrompt: Build_WRF/WRF$ export CC=gcc

2 MyRemotePrompt: Build_WRF/WRF$ export CXX=g++

3 MyRemotePrompt: Build_WRF/WRF$ export FC=gfortran

4 MyRemotePrompt: Build_WRF/WRF$ export FCFLAGS=-m64

5 MyRemotePrompt: Build_WRF/WRF$ export F77=gfortran

6 MyRemotePrompt: Build_WRF/WRF$ export FFLAGS=-m64

7

8 MyRemotePrompt:$ echo $F77

9 > gfortran

10 \end{{lstlisting}

11

12 Next, load the modules

13

14 \begin{lstlisting}[language=BASH]
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15 MyRemotePrompt: Build_WRF/WRF$ module load compilers/gcc/system

16 MyRemotePrompt: Build_WRF/WRF$ module load libs/gcc/netcdf/4.6.2

17 MyRemotePrompt: Build_WRF/WRF$ module load mpi/gcc/openmpi/4.0.1

18 MyRemotePrompt: Build_WRF/WRF$ module load libs/gcc/jasper/2.0.14

19 MyRemotePrompt: Build_WRF/WRF$ module load libs/gcc/libpng/1.6.36

20 \end{{lstlisting}

21

22 And finally, export some additional variables as a consequence of loading these libraries

23

24 \begin{lstlisting}[language=BASH]

25 MyRemotePrompt: Build_WRF/WRF$ export NETCDF=$NETCDFDIR

26 MyRemotePrompt: Build_WRF/WRF$ export JASPERINC=$JASPERINCLUDE

27 MyRemotePrompt: Build_WRF/WRF$ export WRFIO_NCD_LARGE_FILE_SUPPORT=1

28 MyRemotePrompt: Build_WRF/WRF$ export MPI_LIB=

29 \end{{lstlisting}

30

31 Within WRF are three executables ready to be run. We will first run \texttt{clean} and \

texttt{configure} as follows:

32 \begin{lstlisting}[language=BASH]

33 MyRemotePrompt: Build_WRF/WRF$ ./clean

34 MyRemotePrompt: Build_WRF/WRF$ ./configure

35 > ...

36 > 32. (serial) 33. (smpar) 34. (dmpar) 35. (dm+sm) GNU (gfortran/gcc)

37 MyRemotePrompt: Build_WRF/WRF$ 34

38 >Compile for nesting? (1=basic, 2=preset moves, 3=vortex following) [default 1]:

39 MyRemotePrompt: Build_WRF/WRF$ 1

40 > ...

41 > Configuration complete!

Configure offers many options for compilation. In my experience the easiest to work with 
is GNU, with which would like to choose the dmpar option (34). Next, a nesting option is 
offered. Usually, basic is the correct choice. If after selecting these options Configuration 
complate is not returned, do not proceed with any further steps. You must correct the issue 
at this stage. Additionally, check for the presence of a configure.wrf file:

1 MyRemotePrompt: Build_WRF/WRF$ ls *.wrf

2 > configure.wrf

Finally we will issue the compile command. We wish to run a real case, i.e. a weather event 
that has happened in reality, not an idealised case. For this we will choose to compile with
em_real:

1 MyRemotePrompt: Build_WRF/WRF$./compile em_real >& log.compile

> tells the terminal to divert any output to a file, log.compile, whilst the ampersand & forces 
the process to run in the background, giving us control whilst the process runs. If you wish 
to see the text being written to the file, you might use the tail command with flag -f. Typ-
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ically compiling WRF can take around 10 minutes on the CSF. If the process finishes in 
less time than this, it is likely that it has encountered an error. To check for errors, examine 
the log.compile file after completion:

1 MyRemotePrompt: Build_WRF/WRF$ vi log.compile

2

3 /Error

4

5 > ... (Returns line matching keyword search) ...

6

7 [CTRL+C]

8

9 MyRemotePrompt: Build_WRF/WRF$ tail log.compile

10 > ...

11 > Executables successfully built

12 > ...

If at the bottom of the log.compile file a message states ”Executables successfully built” 
then you can proceed. To double check these executables you can examine the main/ folder:

1 MyRemotePrompt: Build_WRF/WRF$ ls main/*.exe

2 > run/ndown.exe run/real.exe run/tc.exe run/wrf.exe

Compile WPS

Once WRF is compiled we can repeat the process for WPS. NOTE: The order is significant, 
do not proceed if WRF is not properly compiled.

1 ./clean

2 ./configure

3 ./compile >& log.compile

Choose the matching serial option for the gfortran processor. Make sure it does not say
NO_GRIB2. This will produce three executables in the geogrid, ungrib and metgrid folders. 
You may also check the log.compile file for any Errors.

P.2 Running WRF and WPS

Now that WPS is compiled we can begin to process our data and build a grid. Controlling 
the function of WPS is done within the namelist.wps file. Information regarding these set-
tings can be found here: https://www2.mmm.ucar.edu/wrf/users/namelist_best_
prac_wps.html. The time interval for the data we downloaded, the dates of your simula-
tion and the domains should all be present here before running executeables.

457

https://www2.mmm.ucar.edu/wrf/users/namelist_best_prac_wps.html
https://www2.mmm.ucar.edu/wrf/users/namelist_best_prac_wps.html


P.2. RUNNING WRF AND WPS

Choosing a Domain

The domain is difficult to build from the namelist file, so there are several tools available 
to visualise this prior to running WPS. An installation of WRF to your local machine will 
provide ncview, a useful programme that quickly plots domains and variables. Additionally, 
GRIDVIEW can quickly produce an image from the domains. Unfortunately, the remote 
installation of WRF makes using these programs difficult due to the lack of graphical inter-
face.

To overcome this issue, a python program can be run in a remote jupyter notebook that will 
help us to visualise this domain. The code can be found by git cloning into https://github.
com/lucas-uw/WRF-tools.git and more information can be found from the Visualising 
WRF Domains link in Table P.1. You can find more information about starting a jupyter 
notebook from the CSF3 homepage.

Now that we can see our domains as we build them, we can consider their shape and num-
ber. It is good practice to keep your domains square, or as close to square as possible. You 
may also wish to simulate more than one domain at higher spatial or temporal resolution. 
This is called nesting. In the namelist, nested domains settings are placed in additional columns 
to the right of existing domains. You should be careful to ensure that one third of the parent 
domain is left between the nested domain edge and the parent domain edge.

When we eventually run WRF, the domain will be split into tiles that are divided amongst 
the processors. A poor choice of domain grid number at this stage will produce errors later, 
when the processes cannot be neatly divided amongst tiles. We must therefore consider the 
number of cores we will use later on. When running on the HPC pool we have access to a 
minimum of 128 cores up to a maximum of 1028, in 32 core groupings.

Suppose we specify 128 cores for a square parent domain: e_we = 150, e_sn = 150
then WRF will likely split the processes amongst the two closest divisors of the core count, 
i.e 8x16 patches. Thus our patches will be 18.75 x 9.375 or 9.375 x 19.75 multiples 
of the grid. It is generally a good idea, and more efficient for WRF to disperse even num-
bers of grids amongst the cores and for those patches to be close together in number. A bet-
ter optimisation of the grids would be to consider using 192 cores, which should produce 
12 x 16 patches, already much closer in size. Then consider grid numbers which are nicely 
divided by these: i.e. e_we = 156, e_sn = 160 this should allow WRF to divide each 
patch into 13 x 10 grid-sized tiles.

Additionally, suppose I produce a nested domain with grid ratio of 3, this means that each 
of my nested grids is a third the size of the parent. I might choose e_we = 240, e_sn = 
240 to produce 20 x 15 grid-sized patches. However, e_we must be one greater than an in-

458

https://github.com/lucas-uw/WRF-tools.git
https://github.com/lucas-uw/WRF-tools.git


APPENDIX P. INITIALISATION AND OPERATION OF THE WRF MODEL

teger multiple of the parent_grid_ratio of 3, and (240 − 1)/3 = 79.7. This rule su-
percedes the efficiency of the processors. Instead, I should choose e_we = 160, e_sn = 
160, producing patches: 13.3 x 10 meeting the criterion and giving WRF an easier job of 
dividing the processors.

In my example, I have set the WPS namelist as follows

1 &share

2 wrf_core = 'ARW',

3 max_dom = 2,

4 start_date = '2011-07-01_00:00:00','2011-07-01_00:00:00',

5 end_date = '2011-07-03_00:00:00','2011-07-03_00:00:00',

6 interval_seconds = 3600

7 /

8

9 &geogrid

10 parent_id = 1, 1,

11 parent_grid_ratio = 1, 3,

12 i_parent_start = 1, 45,

13 j_parent_start = 1, 50,

14 e_we = 156, 160,

15 e_sn = 160, 160,

16 geog_data_res = 'default','default',

17 dx = 15000,

18 dy = 15000,

19 map_proj = 'lambert',

20 ref_lat = 55.688,

21 ref_lon = 12.584,

22 truelat1 = 70.0,

23 truelat2 = 40.0,

24 stand_lon = 12.584,

25 geog_data_path = '/mnt/iusers01/fatpou01/sees01/t08073jc/Build_WRF/WPS_GEOG/'

26 /

27

28 &ungrib

29 out_format = 'WPS',

30 prefix = 'FILE',

31 /

32

33 &metgrid

34 fg_name = 'FILE'

35 /

Figure P.1 shows the domain checked with the python programme, I see that a nest has been 
set up over Copenhagen.
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Figure P.1. Spatial locations of two WRF domains set up as detailed in the test run example. Domain 1 (D01, 
parent) indicated by white bounding box. Domain 2 (D02, nested) indicated by yellow box. Plotted variable is 

elevation (m) of the terrain within the domains.

Running WPS

Once you have made changes to the namelist, run geogrid to produce the grid for our simu-
lation:

1 ./geogrid.exe >& log.geogrid

Check that a geo_em.d0 has been created for each domain. Next, we will link the input 
data that we downloaded.:

1 ./link_grib.csh path_where_you_placed_GFS_files

WRF requires a table that connects the variables in our input data to the variables WRF ex-
pects. This is different for each data set (and for non-standard data sets, you may have to 
create your own table). Fortunately, a GFS table is already available in the Vtable direct-
ory included with WPS. We will use a soft link to connect this table to a standard variable
Vtable:

1 ln -sf ungrib/Variable_Tables/Vtable.GFS Vtable

Now that we have linked our data and constructed our grid, we can begin to unpack that 
data. The ungrib programme takes a grib file and transfers it to an intermediate file format 
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that is easier to work with. Running the ungrib executable should take  10 minutes on the 
CSF.

1 ./ungrib.exe

Check that a FILE file has been created for each time period. Finally, we will interpolate to 
our geogrid using metgrid:

1 ./metgrid.exe >& log.metgrid

This should result in a met_em file for each time period and domain. Now that our data has 
been interpolated to the grid boundaries we can begin a simulation. First, enter the WRF dir-
ectory and navigate to the run/ directory. We will use this directory as a base to perform 
the simulation.

Running WRF

Edit the wrf namelist file to match the options of the previous WPS namelist. At this stage 
you can also choose to modify any parameterisation schemes. We will stick with a well 
tested set of parameterisations given by setting the physics_suite option as CONUS. Leave 
all parametrisation options as -1 unless you are aware of a particular parameterisation scheme 
you wish to simulate.

We then need to link our metgrid files so that WRF can find them. Use the following com-
mand from within the run/ directory to create soft links to each met_em file:

1 ln -sf ../../WPS/met_em* .

Check that the links have been generated. We can now begin to move our files over to scratch. 
Remember, we cannot run WRF on the login node, but must request resources from the 
HPC. All executables to be run on the HPC must be located in the scratch space, which 
provides high read/write speed memory and increased (short-term) memory capacity.

1 cd ~/scratch

2 mkdir TEST_RUN

3 cd TEST_RUN

Now copy the files over using the path to the run/ directory:
1 cp -rL /MY/PATH/TO/Build_WRF/WRF/run .

the L flag ensures that links within this directory (i.e. our metgrid files) are preserved cor-
rectly. You should find that the run directory has been copied to scratch.

While metgrid horizontally interpolated our data to the grid, real.exe vertically interpol-
ates this data to vertical levels. This is in effect the last stage before WRF can be considered 
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primed to go. We will submit the real.exe as a jobscript. Open a new file called real.jobscript
and insert the following code:

1 #!/bin/bash --login

2 #$ -cwd

3 #$ -pe smp.pe 4

4 module load libs/gcc/netcdf/4.6.2

5 module load mpi/gcc/openmpi/4.0.1

6 rm rsl.error.* rsl.out.*

7 mpirun -np 4 ./real.exe

The third line indicates that we will run this job in parallel on 4 cores. We must also resup-
ply the modules as the script will run in a new shell environment. Finally we tell MPI to 
run the real executeable on 4 cores.

Save the file, and submit it to the batch system. This should take a few minutes. Check that 
the process has run correctly by examining the contents of the run directory. You should 
see a wrf_bdy_d01 file and wrfinput_d0 files for each domain. Additionally, check the 
jobscript’s rsl.out files for a successful completion message.

Finally, WRF is ready to run. Create a jobscript to run WRF by opening a new text file called 
wrf.jobscript and inserting the following text:

1 #!/bin/bash --login

2 #$ -cwd

3 #$ -pe hpc.pe CORE_COUNT

4 #$ -P MY_HPC_CODE

5 module load mpi/gcc/openmpi/4.0.1

6 module load libs/gcc/netcdf/4.6.2

7 rm rsl.error.* rsl.out.*

8 mpirun -np CORE_COUNT ./wrf.exe

You will need to replace MY_HPC_CODE with your personal access code that should have 
been sent to you with your application. Additionally, you will need to replace CORE_COUNT
with the number of cores you wish to request. The HPC is for jobs using at least 128 cores 
and extending up to 1024 but remember your job will queue for less time when you request 
fewer cores. Generally, you should aim to make domains integer multiples of the number of 
cores if possible.

Submit your WRF job using qsub, you can keep an eye on it with qstat which will indic-
ate if your job is still in the queue (qw) or running (r). You can check the current computed 
time of the simulation by examining the rsl.out files.

When the job is finished, the RSL files will display a successful completion message. You 
should also have wrf_out NetCDF files for each domain and time period. 
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Appendix Q

Comparison of Loading Efficiency for 
WRF Analysis

Introduction

Loading WRF-out variables for analysis is often a problematic task for several reasons. To 
those with coding experience, the process initially requires a little research and then, once 
a method is obtained, regular refining of the method to ensure it is efficient and flexible. 
For those with less coding experience, the process can be dumbfounding and dishearten-
ing. Coming up to speed may take many weeks and that’s time that could certainly be spent 
more productively. This document will briefly explain some common issues when load-
ing WRF variables, describe some methods to overcome them, and draw some conclusions 
based on comparisons.

Common Issues

NetCDF

At first glance, the format of the WRF out files is not obvious but they are in NetCDF format; 
this is somewhat surprising given the complex dance required to avoid NetCDF at the pre-
processing stage, i.e. the Gribbing and un-Gribbing of files. NetCDF is an efficient file 
format for the storage and loading of large (1 GB to 100s GB) data sets.

The NetCDF format can be a confusing data format for newcomers to understand due to 
its all-in-one packaging of multiple variables and their meta-data, not to mention the 𝑛-
dimensional variable structure. To access a variable, first load the NetCDF file as a data 
frame, this allows the metadata to be accessed without physically loading all of the con-
tained variables into memory. The metadata may contain useful information such as the 
date and time period of the simulation, as well as the variables contained within the file. 
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Each variable will also have its own metadata, which may have important features or notes 
including physical units.

Once a variable has been determined by the user it can be extracted for all indices, or a sub-
section of its dimensions. This stage is important as loading into memory is time intensive 
for large files and loading multiple variables can quickly use all of the available memory. 
Memory constraints and loading time are discussed in in later sections.

Once extracted, the user may choose to convert to a more convenient format such as a numpy 
array or xarray. This will allow for some fast analysis and provide access to the modules ar-
ray tools. Experience with matrices may help the user to better understand the format of ar-
rays and the possibilities for analysis, as well as some techniques that are useful for loading, 
like concatenating and collapsing dimensions. The user should be aware that conversion to 
numpy arrays will strip the meta data, and while this is often not a problem, very occasion-
ally the meta data will be required for some functions, for example metpy functions require
unit meta data.

How to visualise NetCDF for WRF

For the specific case of WRF-out data the easiest way to understand the file structure is by 
imagining a Rubik’s Cube as in Figure Q.1, where the coloured cubes represent grid cells 
and the entire cube represents the domain at time step 𝑡. Thus, indexing the NetCDF file in 
one dimension is akin to choosing a line of coloured tiles and indexing in two dimensions 
is akin to selecting a cube face that can be rotated. Importantly, indexing in three dimen-
sions extracts a cube of data at a model time step, and thus the variable is a collection of 
these cubes for each time step of the history interval. Imagining the data in this way helps 
to relate the file-dimensions to a tangible physical example that is also an accurate repres-
entation of the simulated domain. It also serves to appropriately separate time steps from 
each other, which can help during the analysis stage.

For most WRF variables, 4 dimensions is all that will be required to understand the data. In 
some cases, such as orthogonal winds computed by getvar, the variables are bundled to-
gether into 5 dimensions. In these cases, a simple approach is to imagine the 5th dimension 
as a directory containing 𝑛 variables, and then return to the Rubik’s cubes example above.

Multiple WRF files

Most users will output WRF data into multiple WRF output files to disperse the memory in 
a more manageable way. Consequently, accessing the entire data requires rebuilding from 
multiple NetCDF files in post-processing. Rather than loading multiple entire datasets into 
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Figure Q.1. Graphical aid for the interpretation of NetCDF file structures adapted from Russell (2018). Single 
variables within a NetCDF data mirror the three-dimensional WRF domain structure which is compared to a 
Rubiks cube. Multiple Rubiks cubes represent the compartmentalisation of spatial data across the fourth time 

dimension at time step 𝑡𝑥.

memory, a more efficient method is to extract a variable from individual output files, per-
form the analysis to obtain the result for this subset, and then stitch together the result. For 
example, imagine that we wish to derive a mass-weighted timeseries of the mass-mixing ra-
tio variable that is split over 24 hourly WRF output files. Extracting the mass-mixing ratio 
from each file, loading into memory, and stitching these together into a single array before 
performing analysis is a memory-intensive methodology. Instead, by loading and analys-
ing the hourly periods individually, the user need only access enough memory for a single 
hours worth of data plus the stored result (which for a timeseries is negligible). This ex-
ample serves to illustrate the considerable time savings that can be achieved by planning a 
data-efficiency strategy into the analysis, rather than viewing loading and analysis as two 
very separate processes in the analysis workflow.

WRF restarts

WRF restarts are a great way to save time when your simulation crashes unexpectedly as 
they enable the user to pickup a new simulation from the output of the last wrf restart file. 
The frequency of WRF restart files can be specified in the namelist settings, though it is 
important not to produce restart files too frequently as the files have considerable size and 
write times, which may increase computation time. A technical caveat when using restart 
files is that the filename format will refer to the time of restart, which may diverge from the 
typical format of other output files. Users should ensure that they cater to this in their ana-
lysis, especially if automated loading functions form part of the workflow.
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numpy.where()

When manipulating numpy arrays, a fantastic tool is numpy’s where, which can quickly fil-
ter through an array based on a conditional statement. I have found that the output array can 
be larger in size than the input, this is due to the routine initialising an empty numpy array 
in memory with 64 bit precision. Therefore, regardless of the actual data, np.where will re-
quest the same amount of memory, if not more memory, than the array to be analysed. The 
problem is twofold, since the initialised array and the input array coexist, requiring avail-
able memory for both arrays. To overcome this issue, the user may either convert the preci-
sion of the array to be analysed, or convert the precision of the np.where output array after 
the fact. The choice of method pertains to whether the user can tolerate the loss of preci-
sion before or after the analysis.

Saving Arrays

Simple and fast methods exist to save numpy arrays to physical memory and re-load them 
at a later time. This is can form a useful part of the analysis methodology if, for example, 
part of the intermediary analysis requires arrays that take a long time to produce. By saving 
these arrays, the user may save time in future analyses that are repeated, or allow for time-
consuming analysis to be returned to at a later date. Note that, as previously mentoned, it is 
convenient to convert the array to a reduced precision form prior to saving, so as to reduce 
physical memory usage, as well as read and write times.

Overview of Methods

In this chapter we will illustrate some common problems when loading a WRF file by using 
an example load-case. Suppose that we wish to understand the relationship between 90th 
percentile reflectivity and rain mass mixing ratio throughout a simulation. We must execute 
the following steps:

1. Load the NetCDF data set for time period T

2. Extract the variable QRAIN

3. Compute the variable refl using wrf.getvar

4. perform some analysis using np.where

5. save the array for later use
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In addition to the steps outlined above, we should consider that the analysis is conducted for 
time period T only, and thus we must repeat the analysis for further time periods or extract 
the data for multiple time periods and then perform a single analysis run. This use case is 
relatively simple.

Loading NetCDF and Extracting a Variable

A WRF-OUT file can be loaded in python using the NetCDF4 module like so:

1 import netcdf4 as nc

2

3 #Define File Location

4 wd = "/mnt/eps01-rds/Schultz-WeatherSim/Schultz-Carter-WeatherSim/"

5 directory = "ISHMAEL/19_09_2021/run/"

6 Domain = 1

7

8 #Load as NetCDF

9 ncfile = dataset(wd+directory+"wrfout_d0"+str(Domain)+"_2013-02-08_00:00:00", "r")

10

The ncfile itself does not take up much memory, instead it provides a look into the file by 
providing headers and metadata. Loading a variable from the data frame takes much more 
time as the data is unpacked into system memory for easy access.

1 Rain = ncfile['QRAIN'][:]

One should be aware that variables can be very large and rapidly consume memory, espe-
cially if working on a local machine. For example:

1 #get the dimensions

2 print('Rain has dimensions:', thisrain.shape)

3 > Rain has dimensions: (48, 90, 255, 255)

4

5 #get bit size in memory

6 print(type(Rain[0,0,0,0]))

7 > <class 'numpy.float32'>

8

9 #total size in GB

10 print('{:.2f}'.format(np.product(Rain.shape)*32/(8*(1024**3))), 'GB')

11 > 1.05 GB

A relatively small variable with shape (48, 90, 255, 255) has 48×90×255×255 = 2.8×108
datapoints stored as 32 bit floats, this equates to approximately 1 GB of data. Thus, increas-
ing the resolution, loading multiple time periods, and multiple variables will rapidly add 
up.
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You should also consider that loading gigabytes of data can be time consuming. In this ex-
ample, the QRAIN variable took 7.4 seconds to load, but this provides only a quarter of the 
total simulation data so loading all the data will require approximately 30 seconds.

Imagine that we wish to load both mass and number concentrations for 6 hydrometeor cat-
egories in three microphysics schemes. That’s 2 × 6 × 3 = 48 variables, and accounting 
for the entire simulation, 48 × 4 = 192 variable arrays. For the array given in the example 
above, that’s 192 GB of storage, and almost 24 minutes of loading time. This also assumes 
the loading time is consistent, and the NetCDF WRFOUT files take negligible time and 
storage. We should also consider that the load time does not scale proportionally with ar-
ray size.

Let’s quickly examine the load time for NetCDF files and their variables for a range of sizes. 
Figure Q.2 shows the load times for 150 NetCDF files and the QRAIN variable in each. The 
domain approximately corresponds to file size as increasingly nested domains have greater 
resolution and thus more data points.

For NetCDF files, regardless of domain the total memory is of the order ∼KB and con-
sequently, the load time is extremely small, less than half a second in all cases. There is not 
necessarily correlation between domain and file size, which is expected behaviour as the 
loaded NetCDF file provides metadata that is largely consistent for all domains. For vari-
ables, there is a clear relationship between the size of the loaded variable and the time re-
quired to load it. With increasing size, the time taken to load a variable grows linearly at 
approximately 4 times the variable size in Gigabytes. From this we may conclude that vari-
ables in high resolution domains require the greatest times to load and therefore provide the 
greatest opportunity for speed up.

We should also consider that the loading time might change as memory is used up. Figure 
Q.3 shows the loading time of NetCDF files and the QRAIN array for a given amount of 
memory already in use prior to loading. To produce this figure, a random sample of 100 
WRFOUT files and QRAIN variables of varying domain were loaded and measured for the 
time taken to achieve load. The variables were stored in memory recursively. We find that 
the time taken to load is often longer when more variables are stored in memory for a given 
file size, this is indicated by generally lighter shades towards the right side of the figure than 
on the left for a given file size or row of data points. This relationship is inconsistent and 
marginal, for example the time difference spans a few seconds for the largest files and only 
a fraction of a second for the smallest. Nonetheless, this memory throttling is important to 
consider when loading multiple variables.

It is clear then, that the bottleneck in loading will arise when loading variables not NetCDF 
files. Additionally, we should aim to conserve as much memory as possible, load only the 

468



APPENDIX Q. COMPARISON OF LOADING EFFICIENCY FOR WRF ANALYSIS

Figure Q.2. Comparison of loading times (s) for left: NetCDF files and right: NetCDF variables, of multiple 
file size. Loaded files correspond to Part II case one simulated domains one (green, 20 km), two (blue, 4 km), 
and three (red, 800 m). An exponential function with form shown in Figure legend is fit to NetCDF variables 

(blue, right)

Figure Q.3. Load time (s, shaded) for a NetCDF file (left) and QRAIN variable (right) as a function of the 
loaded file or variable size (y-axis) and the system memory (Bytes) already in use during loading (x-axis).

variables that we require, and remove them as soon as they’re no longer needed.
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Using wrf.getvar

Let’s suppose that we wish to obtain the reflectivity. We can load a WRF-OUT file as above, 
but the reflectivity is not a standard output variable for our microphysics scheme. To over-
come this we can do some post processing to obtain the reflectivity from the variables that 
we do have available. Such functionality is provided by the WRF-python module via wrf.getvar. 
A variable name can be provided to this function and it will use internal libraries to calcu-
late it from an input NetCDF file. This function adds an additional layer of computation 
and is thus more time intensive than loading a variable from the NetCDF file directly. The 
time taken will depend on the complexity of the calculation required to compute the vari-
able in question:

1 start=time.time()

2 dbz = wrf.getvar(ncfile, "dbz", timeidx=wrf.ALL_TIMES)

3 end=time.time()

4 dbz_time = end-start

5

6 start=time.time()

7 p = wrf.getvar(ncfile, 'p', timeidx=wrf.ALL_TIMES)

8 end=time.time()

9 p_time = end-start

10

11 print(dbz_time, p_time)

12 > 109.43, 8.56

13

So in this case, the reflectivity takes almost 2 minutes to load, whilst the pressure takes only 
8 seconds. For variables that aren’t standard, getvar is the fastest method and so little can 
be done to reduce the time taken.

A second advantage of getvar is that it can be used to load NetCDF variables too. This 
flexible approach comes at a very small cost, for example:

1 start=time.time()

2 snow1 = wrf.getvar(ncfile, "QRAIN", timeidx=wrf.ALL_TIMES)

3 end=time.time()

4 getvar_time = end-start

5

6 start=time.time()

7 snow2 = ncfile['QRAIN'][:]

8 end=time.time()

9 standard_time = end-start

10

11 print(getvar_time, standard_time)

12 > 2.80 2.82

13
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So when building a generalised loading method, using getvar allows for much greater flex-
ibility without compromising on the loading time.

Performing Analysis with np.where

Let’s suppose we wish to determine the 90th percentile of the rain mass mixing ratio, this 
can be achieved easily with np.where, which can filter through array elements based on 
some criteria.

1 prcnt_90_rain = np.where(rain >= np.percentile(rain[rain>0], 90), rain, 0)

2

np.where is fast and efficient making it extremely useful for dealing with arrays. It can be 
used to confirm conditions, for example lets find where the 90th percentile mass mixing ra-
tios are and signify them with a 1, otherwise 0:

1 where_is_90 = np.where(prcnt_90_rain > 0, 1, 0)

However, when we check the array sizes:
1 Rain : 1.05 GB

2 prcnt_90_rain : 1.05 GB

3 where_is_90 : 2.09 GB

So, our array containing only ones and zeros is somehow twice as large as our original ar-
ray! The reason for this is that numpy stores the data in the same precision as the input cri-
teria:

1 print(*[str(type(x[0,0,0,0]))+'\n' for x in [prcnt_90_rain, rain, where_is_90]])

2

3 <class 'numpy.float32'>

4 <class 'numpy.float32'>

5 <class 'numpy.int64'>

6

WRFOUT variable data is saved as a 32bit float for maximum compatibility and efficiency 
in FORTRAN, whereas I am running python on a 64 bit system and so the integer 1 is saved 
in 64 bit precision. I have highlighted this feature as it can quickly cause memory to in-
crease if you’re not careful to specify a dtype to numpy. Figure Q.4 shows the memory us-
age for the rain array with conversion to a variety of dtypes. We see that the memory grows 
as 𝑦 = 𝐴08 𝑥 where x is the datatype in bits, 𝐴0 is the total number of datapoints in the input 
array and y is in bytes.

Manual conversion is possible and encouraged so long as you understand the dtype you are 
converting to and how it may affect the data. Suppose we convert the rain array to 64 bit 
and 16 bit for comparisons:
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Figure Q.4. Variation of NetCDF variable system memory usage (MB) versus a variety of common datatype 
formats. As standard, variables are loaded as int64 type (orange) but can be converted to less precise data 
types (blue) during analysis. The function 𝑦 = 𝐴08 𝑥 is given in black, where 𝑥 is the size of the datatype 

precision in bits (i.e. the suffix). 𝐴0 is the total number of data points in the input array.

1 test_array = rain.copy()

2

3 #convert the test array to 64 bit

4 test_64 = np.ndarray.astype(test_array, np.float64)

5 print(test_64.dtype, rain.dtype, (rain==test_64).all())

6

7 #convert the test array to 16 bit

8 test_16 = np.ndarray.astype(test_array, np.float16)

9 print(test_16.dtype, rain.dtype, (rain==test_16).all())

10

11 > float32 float32 True

12 > float64 float32 True

13 > float16 float32 False

14

Increasing the precision does not affect the accuracy of the stored variables, however, de-
creasing the precision does:

1 different = np.where(test_16 != rain, rain, 0)

2

3 #show the largest example difference

4 indices = np.where(different == np.amax(different[different!=0]))

5 inds = tuple([i[0] for i in indices])

6

7 print(rain[inds], test_16[inds])

8

9 > 0.000108071195, 0.00010806

Thus the decimal places have been adjusted and we have lost some potentially important 
precision. Its not all doom and gloom though, lets try the same with our filtered array:

1 test_array = where_is_90.copy()

2

3 #convert the test array to 8 bit
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4 test_8 = np.ndarray.astype(test_array, np.int8)

5 print(test_8.dtype, where_is_90.dtype, (where_is_90==test_8).all())

6

7 > int8 int64 True

8

9 print(int(test_8.nbytes/(1024**2)), 'MB', int(where_is_90.nbytes/(1024**2)),'MB')

10

11 > 267 MB 2143 MB

Because the stored values are integers we don’t lose accuracy by converting to 8 bit, but we 
make considerable memory savings of 1.82 GB, which is an 87% reduction on the original 
array. It is important to note that when conducting analysis with arrays spanning multiple 
datatypes, numpy will use the datatype with the greatest precision. However, we still gain 
the benefits of reduced loading time. Using the example above where the array 𝐴 (MB) has 
load time 𝑇 = 0.004 × 𝐴, we might expect to save almost 90% of the load time. In real 
terms this is around 7.5 seconds, but the benefit is greater for larger arrays. For example:

1 #make a massive 64 bit array

2 BIG = np.ones((192, 90, 600, 600))

3 print(gigs(BIG), BIG.dtype)

4

5 > 46.35 GB, float64

6

7 #convert to int8 format

8 test_8 = np.ndarray.astype(test_array, np.int8)

9 print(gigs(test_8 ), test_8 .dtype)

10

11 > 5.79 GB, int8

12

13 #show the time saving

14 test_8_mb, BIG_mb = int(test_8.nbytes/(1024**2)), int(BIG.nbytes/(1024**2))

15 print(int(0.004*(BIG_mb-test_8_mb)), 's')

16

17 > 166 s

Thus we could save 3 and half minutes in loading, and around 40 GB in memory by con-
verting the array before saving it.

Loading Multiple Variables

You might save considerable time by placing the above steps into a loading function that 
will load all NetCDF files, load the required variable from each file and concatenate at the 
end. We can use getvar to load variables in a flexible way, but a second method exists to 
load multiple variables from multiple ncfiles called wrf.extract_vars. Thus, the follow-
ing method:
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1 #Method 1

2 for var in varlist:

3

4 for ncfiles in ncfilelist:

5 dum = wrf.getvar(ncfile5, str(var), timeidx=wrf.ALL_TIMES)

6 if ncfiles == ncfiles[-1]:

7

8 #Must add a time dimension to the last file

9 dum = np.expand_dims(dum, axis = 0)

10

11 dumlist.append(dum)

12 DUM = wrf.to_np(np.concatenate(dumlist, axis=0))

13 outdict[var] = DUM

can be simplified using:

1 #Method 2

2 DUM = wrf.extract_vars(ncfilelist, timeidx=wrf.ALL_TIMES, varnames=varlist)

Not only is this more condensed and far simpler to understand, but there are tangible time 
savings to be made across multiple variables when using the wrf.extract_vars routine. 
Figure Q.5 shows the time saved by using method 2 for a list of N variables. The domain, 
indicated by differing colours shown in the figure legend, are related to the variable size 
in memory, with each domain 𝑑 approximately correlating to ∼ 1 × 10𝑑 MB. The aver-
age time savings increase with both the size of each variable and the total number of vari-
ables to be loaded. For example, loading one or two small files with method 2 can shave 
around 1 second but the same method used when loading 5 variables of gigabyte-scale size 
can save 10-15 seconds. Although not explicitly measured here, methods that load multiple 
(>6 ) very large (> 10 GB) variables could save tens of minutes in loading time using this 
method.

Figure Q.5. Time saved (s) when using a late-stage concatenation method on NetCDF variables. Domains 1–3 
(i.e. d01–do3) represent increasing array sizes in system memory. Left: variables loaded from Part II case 

study. Right: variables loaded from Part III case study one.
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APPENDIX Q. COMPARISON OF LOADING EFFICIENCY FOR WRF ANALYSIS

Chunking

The above method is the most convenient way to load a full variable for analysis, for ex-
ample, we load the ’QRAIN’ and ’QICE’ variables for all time points in the simulation, 
do some joint analysis with each array, and finally produce a plot. However, this method is 
generally problematic for loading many large variables due to the considerable overheads of 
the stored arrays in system memory. For example, examining Method 1 the memory in use 
at any one time is

𝑀 = dumlist+ dum +DUM+ outdict = N(dum)+ dum +N(dum)+ N(dum)= (3𝑁 + 1)dum
where we have expanded each variable and approximated the size of a container by its con-
tents ignoring overheads. 𝑁 is the number of ncfiles in the ncfilelist. This method is ineffi-
cient for loading a large number 𝑁𝑣 of variables, as the scaling goes as:

𝑀 ≈ 6𝑁𝐿DUM + 𝑁𝑣(3N+1)dum (Q.1)

where 𝑁𝐿 is the amount of variables loaded to that point. Suppose we load a 10 variables 
with total size 1 GB spread over 6 ncfiles, then we would accumulate 10 × 19 × 1/6 =190/6 = 31 GB of overhead per variable, when we reach the 10th variable, we have 9 
stored in memory already resulting in an additional 9 GB of memory, thus overall we re-
quire peak memory of 40 GB. Quite a considerable increase for a total variables combined 
size of only 10 GB.
To get around this, one might choose to clear system memory of old variables on the fly us-
ing del VAR and gc.collect(), but we remain limited by the total system memory if it is 
exceeded by the combined size of all variables to be loaded.
A solution to this is ’chunking’ the data. This is when the user loads only a small fraction 
of the data (such as a vertical column, time step or other array subset), conducts the analysis 
on it, stores the results of the analysis, and repeats. This method is much less memory in-
tensive, but can be slower due to the repetition of loading variables multiple times for each 
chunk.
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Appendix R

Determination of Mass Weighted 
Variables

R.1 Mass Weighting of a Single Variable in n Dimensions

The mass weighting of a variable V with N elements and corresponding masses M with an 
equal number of elements is: 𝑉 = {𝑣1, 𝑣2...𝑣𝑁} , 𝑀 = {𝑚1, 𝑚2...𝑚𝑁}𝑉𝑤 = 𝑣1 × 𝑚1𝑚𝑇 + 𝑣2 × 𝑚2𝑚𝑇 + ...𝑣𝑛 × 𝑚𝑁𝑚𝑇

Where,𝑚𝑇 = 𝑁∑𝑖=0 𝑚𝑖
This can be represented as a function: 𝑉𝑤 = 𝑁∑𝑖=0 𝑓(𝑣𝑖, 𝑚𝑖)
Where: 𝑓(𝑣, 𝑚) = 𝑣𝑖 × 𝑚𝑖∑𝑁𝑖=0 𝑚𝑖
Expanding this definition for n-dimensional variables of total number N: 𝑉𝑤 = 𝑁∑

i=0 𝑓(v𝑖, m𝑖)
Where,

v = 𝑣𝑎,𝑏…𝑛
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m = 𝑚𝑎,𝑏…𝑛
This fully defines the P3 scheme with one ice and one snow category. For the three dimen-
sional case of a square area across a set time period: 𝑉𝑤 = 𝑁∑

i=0 v𝑖 × m𝑖∑𝑁𝑖=0 m𝑖
Where,

v = 𝑣𝑥,𝑦,𝑡
m = 𝑚𝑥,𝑦,𝑡

R.2 Mass Weighting of Multiple Variables in n Dimensions

ISHMAEL simulates 3 ice categories that we wish to combine into one value. Here we 
consider K variables 𝑉𝑎 … 𝑉𝐾 with corresponding mass sets 𝑀𝑎 … 𝑀𝐾: 𝑉𝑎 = {𝑣𝑎,1, 𝑣𝑎,2, ...𝑣𝑎,𝑁} , 𝑀 = {𝑚𝑎,1, 𝑚𝑎,2, ...𝑚𝑎,𝑁, }𝑉𝑏 = {𝑣𝑏,1, 𝑣𝑏,2, ...𝑣𝑏,𝑁} , 𝑀 = {𝑚𝑏,1, 𝑚𝑏,2, ...𝑚𝑏,𝑁, }⋮𝑉𝐾 = {𝑣𝐾,1, 𝑣𝐾,2, ...𝑣𝐾,𝑁} , 𝑀 = {𝑚𝐾,1, 𝑚𝐾,2, ...𝑚𝐾,𝑁, }
The mass weighting of K variable sets with N elements is: 𝑉𝑤 = 𝑣𝑎,1 × 𝑚𝑎,1𝑚𝑇 + 𝑣𝑎,2 × 𝑚𝑎,1𝑚𝑇 + ...𝑣𝑎,𝑁 × 𝑚𝑎,𝑁𝑚𝑇 +⋮𝑣𝐾,1 × 𝑚𝐾,1𝑚𝑇 + 𝑣𝐾,2 × 𝑚𝐾,1𝑚𝑇 + ...𝑣𝐾,𝑁 × 𝑚𝐾,𝑁𝑚𝑇

Where,𝑚𝑇 = 𝑁∑𝑖=0 𝑚𝑎,𝑖 + … 𝑚𝐾,𝑁
This can be represented as a function of K n-dimensional variables over N elements: 𝑉𝑤 = 𝑁∑

i=0 𝑓(v𝑎,𝑖, m𝑎,𝑖, … v𝐾,𝑁, m𝐾,𝑁)
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R.2. MASS WEIGHTING OF MULTIPLE VARIABLES IN N DIMENSIONS

Where: 𝑓(𝑣0, 𝑚0, … 𝑣𝐾, 𝑚𝐾) = 𝐾∑𝑗=0 𝑣𝑗 × 𝑚𝑗∑𝑁𝑖=0 ∑𝐾𝑗=0 𝑚𝑖𝑗

478



Appendix S

Evaluation of IMPACTS Data Sets

Table S.1. Review of available measurement data products for an IMPACTS storm (see Table 2.1). 
Information pertains to storm case one (Part III). Data product indicates the equipment used to retrieve 
measurement data. Full data product names can be found in the abbreviations and acronyms section. 

Available indicates whether the data was available to download at the onset of Part III analysis. Type lists the 
variables obtained by the measurement equipment.

Product Avail. Size Location Type Notes

AMPR Y 27 MB In air Brightness temperature

AVAPSn N - -

ASOS Y 40 K ground Surface temperature, 

dew point, precipitation, 

wind direction, wind 

speed, wind gust, sea 

level pressure, and the 

observed weather code

APU Y 1-2 MB In air Precipitation amount, 

precipitation rate, re-

flectivity in Rayleigh 

regime, liquid water con-

tent, drop diameter, and 

drop concentration

ASCI 

see doc-

umenta-

tion for 

headers

CPL Y 800 MB In air Back-scatter coefficient, 

Lidar depolarisation ra-

tio, layer top/base height, 

layer type, particulate 

extinction coefficient, ice 

water content, and layer-

/cumulative optical depth 

data

HDF5 

format

CRS N

CosMIR Y 8 MB In air Brightness temperature

Continued on next page 
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Table S.1 – continued from previous page

Product Available Size Location Type Notes
ER-2 navigation Y 2 MB Typical navigation data 

(e.g., date, time, latit-

ude/longitude, and alti-

tude) it also contains 

outside meteorological 

parameters such as wind 

speed, wind direction, 

and temperature

ER-2 EXRAD N Radar reflectivity and 

Doppler velocity

GOES Y > 1MB Satellite Single reflective band 

radiance products

HIWRAP N

NEXRAD (i.e. KOKX) Y > 1MB Radar Radar reflectivity, radial 

velocity, spectrum width, 

differential reflectivity, 

differential phase, and 

cross correlation ratio

LIP Y Electrical field measure-

ments

ASCII 

.txt 

format

Mobile UIUC Soundings Y 24 K Vertical profiles of at-

mospheric temperature, 

relative humidity, pres-

sure, wind speed, and 

wind direction

Rawin-

sonde

NPOL Y 3 MB Radar reflectivity, differ-

ential reflectivity, specific 

differential phase, dif-

ferential phase, co-polar 

correlation, and Doppler 

velocity images

NCAR Particle Probes Y >10 MB Particle Size Distribu-

tions

Multiple 

probes

Continued on next page 
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Table S.1 – continued from previous page

Product Available Size Location Type Notes
NCSU soundings N Vertical profiles of at-

mospheric temperature, 

relative humidity, pres-

sure, wind speed, and 

wind direction

North 

Carolina 

state 

univer-

sity

New York State Mesonet Y Temperature, wind, wind 

direction, mean sea level 

pressure, precipitation, 

and snow depth measure-

ments, as well as profiler 

Doppler LiDAR and 

Microwave Radiometer 

(MWR) measurements

Browse 

only

NEXRAD Mosaic East Y 20 MB Radar reflectivity, radial 

velocity, spectrum width, 

differential reflectivity, 

differential phase, and 

cross correlation ratio

NEXRAD Mosaic Mid 

west

Y 22 MB Radar reflectivity, radial 

velocity, spectrum width, 

differential reflectivity, 

differential phase, and 

cross correlation ratio

NOAA Soundings Y 7 K M Wind direction, dew 

point temperature, geo-

potential height, mixing 

ratio, atmospheric pres-

sure, relative humidity, 

wind speed, temperature, 

potential temperature, 

equivalent potential tem-

perature, virtual potential 

temperature measure-

ments and Radiosonde

Continued on next page 
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Table S.1 – continued from previous page

Product Available Size Location Type Notes
P-3 Meteorological and 

Navigation Data

Y 4.7 MB GPS positioning and tra-

jectory data, aircraft ori-

entation, and atmospheric 

state measurements of 

temperature, pressure, 

water vapour, and hori-

zontal winds

PHIPS Y Particle shape, size, and 

habit

.PNG 

images

SBU Ceilometers Y M Cloud height / base

SBU Doppler LiDAR Y M Wind

KASPR Y 50MB M Reflectivity, mean velo-

city, spectrum width, lin-

ear depolarisation ratio, 

differential reflectivity, 

differential phase, spe-

cific differential phase, 

co-polarised correlation 

coefficient, and signal-to-

noise ratio

SBU Meteorological 

Station

Y 2.4 M Temperature, dew point, 

relative humidity, abso-

lute humidity, mixing 

ratio, air pressure, wind 

speed, and wind direction

SBU Micro Rain Radar 2 Y 122 Mb M Reflectivity, Doppler ve-

locity, signal-to-noise 

ratio, spectral width, 

droplet size, Liquid 

Water Content, melting 

layer, drop size distribu-

tion, rain attenuation, rain 

rate, and radial velocity

SBU Mobile Soundings Y 200 K Temperature, humidity, 

height, and horizontal 

wind direction and speed

Continued on next page 
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Table S.1 – continued from previous page

Product Available Size Location Type Notes
SBU Parsivel Y 5 MB M Particle size distribution, 

fall speed, radar reflectiv-

ity and precipitation rate

SBU Pluvio Precipitation 

Gauge

Y 163 K Precipitation intensity 

and precipitation accu-

mulation

.CSV

TAMMS Y 37 MB In air Wind speed, wind dir-

ection, and cross wind 

speed

2DVD Y 100 M Size, equivalent diameter, 

fall speed, oblateness, 

cross-sectional area of 

raindrops, particle con-

centration, total number 

of drops, total drop con-

centration, liquid water 

content, rain rate, re-

flectivity, and rain event 

characteristics

.txt

MRR2 N Reflectivity, Doppler ve-

locity, signal-to-noise 

ratio, spectral width, 

droplet size, Liquid 

Water Content, melting 

layer, drop size distribu-

tion, rain attenuation, rain 

rate, and radial velocity

UAlbany Parsivel N Particle size distribution, 

fall speed, radar reflectiv-

ity and precipitation rate

UND Cloud microphys-

ics

N Cloud particle measure-

ments
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