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Abstract

Statistics is the science dealing with the collecting, summarizing and interpreting of associations in research data, and has
a leading role in medical research. This article is an introductory publication in a series devoted to biomedical statistics. The
aim of this article is to acquaint the readers with the basic concepts of Venn diagrams, probability and set theory, which are
required to further understand descriptive and inferential statistics. First, we discuss the applications of Venn diagrams in cur-
rent clinical research. Then we discuss the definitions of sample space, events, basic set operations (union and intersection)
and their implementation in the classical approach to probability theory. All examples are introduced with Venn diagrams to
illustrate the cases.
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AHHoTauus

B HacTosALlee BpeMa CTaTUCTUKa UrpaeT KN4eByo poIib NMpu nposeaeHUn MeanUnHCKUX 1CCreaoBaHum, 00bekToM ee
N3y4eHNA ABNATCA HaKOMNNeHne n 0606U.I|GHVIG AaHHbIX, a Takke WUHTepnpetTauusa B3aMOCBS3EN MexXay 3KCnepumen-
TallbHbIMW O@HHbIMU. ﬂaHHaﬂ CTaTbda OTKpPbIBAET BBOAHbIN LnKn, I'IOCBFILLleHHbIﬁ npoGnemaM 6VIOM€,U,MLWIHCKOI7I CTaTucTn-
KW, W 3HAKOMUT uYuTaTenen ¢ anarpammamm BeHHa, a Takke ¢ 6a3oBbIMU KOHLenunamn Teopumn BepOFITHOCTeVI n Teopunn
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JIeHbl NPOCTPAHCTBO 3JIEMEHTAPHbIX cobbITUiA, 6a3oBble onepauumn ¢ MHOXecTBamMmu (o61>env|HeHme, nepecequVle) n nx
NPUMEHEHNE B KOHTEKCTE Kraccu4eckom Teopuun BepOFITHOCTeVI. Bce NPUMEPbI NPOUNNICTPUPOBaHbI AnarpaMmMmamn BeHHa.
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Statistics is the science of the collecting, summa-
rizing, presenting and interpreting of data; using them
to estimate the magnitude of associations and test
hypotheses [1]. Today statistics has a leading role in
medical and biological research. Therefore, it is cru-
cial for all doctors and researchers to understand and
be able to apply at least the basic concepts of data
analysis to their studies. However, most healthcare
providers in Russia have almost no training in math-
ematics and a very limited understanding of statistics
resulting in the misinterpretation and uncritical accep-
tance of published medical data, as well as an inability
to organize, perform and analyze their own research
properly. For this reason, we decided to publish this
introductory course on biomedical statistics in a series
of articles.

This course was originally designed for Master and
PhD students at University College London and was
later adapted for students and postgraduate trainees at
Sechenov University. The main idea of the course is to
take a practical approach, and this is why the current
and further articles will focus on the most important
concepts, techniques and statistical tests required for
the critical understanding of state-of-art clinical re-
search and the preparation of manuscripts for submis-
sion to high-ranking medical journals.

We encourage the readers to learn to present data
adequately, apply the basic statistical tests properly
and interpret their results without help from a profes-
sional statistician. Nevertheless, we have also includ-
ed in this course some advanced statistical methods
such as basic machine-learning algorithms in order to
acquaint the reader with their possible applications.
Another aim of the course is to achieve efficient co-
operation between doctors and statisticians in terms
of creating rational clinical research study designs,
formulating realistic inquiries, choosing optimal ap-
proaches and interpreting the results of the research.
All of the discussed methods can be universally ap-
plied in any statistical software, both commercial
(SPSS, Stata, SAS, MatLab, etc.) and freeware (R).

The material is designed to be understandable
by the readers who are not mathematical specialists.
However, some mathematical concepts and expres-
sions will be introduced throughout the course in a
simplified form since the authors believe it is the most
adequate and accurate way to present the underlying
ideas of statistical techniques. It was decided to pres-
ent the course both in English and Russian to familiar-
ize readers with the terms frequently used in scientific
publications.

The first article will discuss the concepts of the set
theory and probability theory with some examples il-
lustrated by Venn diagrams.

PYKOBOACTBO MO BMOMEANLMHCKOW CTATUCTUKE

VENN DIAGRAMS

Venn diagrams (also called Set diagrams) are
widely used in clinical and population health research
reports to represent the logical relationships between
two or more sets of data. A Venn Diagram involves
overlapping circles or other closed curves, which pre-
sent how things are organized, including their com-
mon and different sets. Venn diagrams were develo-
ped in 1880 by John Venn, lecturer in Moral Science
at Caius College, Cambridge University in a paper
entitled, “On the diagrammatic and mechanical re-
presentation of propositions and reasonings” [2]. It is
noteworthy that the use of diagrams in formal logic is
easily traced historically, and the diagrams normally
associated with Venn, probably originated much ear-
lier [3]. More information on the history of Venn dia-
grams can be found in other publications [4].

As our knowledge of the complexity of physio-
logical and molecular functions expands, the study of
multi-omics and Big Data become more and more im-
portant. There is an increasing need for novel methods
to study multiple datasets [5], for even such a classical
method of visualization as the Venn diagram has un-
dergone further development. Venn diagrams are cur-
rently widely used in clinical research, for example,
to study a core microbiome [6], or in obstructive lung
diseases [7], and even genetic studies often include
them. For example, one of the most effective ways of
examining the overlap of resulting gene lists is a Venn
diagram [8]. The graphic way to represent interactions
can be read easily because it shows all the logical rela-
tions and overlaps between the sets.

Numerous online Venn programs are currently
available to work with up to four independent datasets;
with examples being Panglos Venn diagram genera-
tor' or Venny?. These programs provide a convenient
resource but only generate images without the relevant
output information. BioVenn [9] is another available
program allowing the generation of area-proportional
Venn set analyses. Programs such as GeneVenn® and
VennMaster* have the additional feature of linking
genes within each group to related information in the
NCBI Entrez Nucleotide database or the Gene Ontology
database. However, these programs are still limited to
the analysis of two or three gene lists [8, 10].

For microarray datasets GeneSpring and SilicoCyte
can be used, both of which are specifically designed for
microarray data with several visualizations, including
Venn diagrams. For more than three data sets, the in-
tersections can start to become problematic in terms of
visualization as the representation of all overlapping

http://www.pangloss.com/seidel/Protocols/venn.cgi
https://bioinfogp.cnb.csic.es/tools/venny/
http://genevenn.sourceforge.net/
https://sysbio.uni-ulm.de/?Software: VennMaster
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regions and symmetry can be lost. Venn himself per-
formed visualization using additional ellipses that in-
tersect with the primary circles [2]. A.W.F. Edwards
also developed an elegant method of displaying the di-
agram composed of higher number of sets that feature
some interesting symmetries [11]. VENNTURES [5] is
anovel freely available Venn diagram-generating tool,
and is a good example of an Edwards—Venn diagram,
which can easily be performed with the program.
Using the VENNTURE program can allow us to
generate the Edward—Venn diagram for an abstract
example: Let us assume that there are 6 pharmacies in
the city that can sell 26 types of drugs and let us desig-
nate these drugs with the letters of the English alpha-
bet. However, each pharmacy can only accommodate
20 different types of drugs due to storage restrictions.
If the drugs were randomly distributed between phar-
macies, then one could use the Venn diagrams to ana-
lyse how the different drugs were distributed between
the pharmacies. This is seen in the Fig. 1 for 2 (A),

5 https://www.nia.nih.gov/research/resource/vennture

3 (B), 5 (C) and 6 (D) datasets representing current
list of letters-drugs in the corresponding pharmacies.
From Fig. 1A we can see that 15 drugs are offered in
both pharmacies because they are at the intersection of
the datasets corresponding to the first (red) and second
(blue) pharmacy. Five drugs can only be found in one
of the two pharmacies. Suggested visualization meth-
od enables representation for up to 6 datasets. For ex-
ample, Fig. 1B shows that drug “O” can only be found
in the first pharmacy, whereas 10 drugs are being sold
in all three pharmacies under analysis. One can also
see that only 6 drugs can be found in 5 pharmacies
(Fig. 1C) and 5 drugs are sold on all 6 pharmacies
(Fig. 1D) because only the letters “DFGSZ” are at the
intersection area of all 6 datasets.

TUTORIAL: SET THEORY AND VENN

DIAGRAMS

Venn diagrams can be best understood if we re-
view the concept of probability and the link between
the theory of sets and Venn diagrams. Probability is

A ~ “\ B ' "
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FIG. 1. Edwards—Venn diagram representing overlaps of 2 (A), 3 (B), 5 (C) and 6 (D) datasets in a symmetric way.
PUC. 1. Tuarpammer DaBapaca — Benna, cumMerpudaro usobpaxarorue nepecedetus 2 (A), 3 (B), 5 (C) u 6 (D) HabOpOB TaHHBIX.

Note. The symbols, which are common in the corresponding sets, are displayed at the intersections between these datasets.

[MpumeyaHme. CumBonbl, KOTOpble ABNAKTCA 06LL|MMI/I OnA COOTBETCTBYHOLNX Ha60p08 [aHHbIX, I/1306pa)KeHbI B 06nacTtu ux nepeceveHnsa.
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B

FIG. 2. Venn diagram are represented in blue: a union of events A and B, shown by two circles (A); an intersection of events A
and B (B); complement to event A denoted A (C); and a symmetric difference of A and B (D).

PUC. 2. Jlnarpammsl BenHa, Ha KOTOPBIX CHHHM LBETOM 0003Ha4eHO: 00bequHeHne A i B, peacTaBIeHHbIX IBYMs OKDPYKHO-
ctamu (A); nepecedenne A u B (B); coObITHE, IPOTHBONOIOXKHOE A, 0603HadaeMoe A (C); cumMeTpudHas pasHocts A 1 B (D).

a way of expressing knowledge or belief that some
event has occurred or will occur. Any process of ob-
serving the events in the real-world setting is referred
to as “experiment”. The results of experiments are
the outcomes. In general, probability is required to
formalize the mechanisms that generate the data we
get from the observations. Any model given in terms
of probability (“ideal world” of the model) can be
studied through the mathematical properties which
can help understand the patterns and predict some
events that are likely to happen in the future or under
different settings (e.g., in a clinical trial). In contrast,
statistics studies the frequency of past events that
have happened in real world settings (e.g., historical
data or a clinical trial) to assess the probability of
observed events and create or test a suitable prob-
ability model.

To define probability mathematically we need to
define set S consisting of all possible outcomes of the
experiment. An element “s” of S is called a sample
point. A sample space S is called:

* discrete if it consists of a finite number of sample
points;

* countable if the elements can be placed in one-
to-one correspondence with positive integers (1, 2, 3,
4,...);

* continuous if the sample points constitute a con-
tinuum;

» empty or null set if it contains no elements; in
that case this set is denoted by @.

Several operations can be performed with the sets
of outcomes and the results can be graphically repre-
sented with the Venn diagrams (Fig. 2):

Union of events (Fig. 2A)

Given events A and B in set S, we can build a new
larger event as their union. The union A U B occurs
when at least one of these two events occurs:

A U B = {all outcomes in either A or in B or in

both}

If we have a number of events E. equal to n (where
i is a number from 1 to n) their union is denoted as:

n
UEi:El UEZ UEn=
i=1

= {at least one of the E, occurred}

CEYEHOBCKMI BECTHUK T. 11, Ne 4, 2020 / SECHENOV MEDICAL JOURNAL VOL. 11, No. 4, 2020 9
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The union has the following properties:

1. The union of event A with an empty set is event
A (identity law):

AUO=A

2. The union of event A with itself is event A
(idempotent law):

AUA=A

3. The union of event A with the sample space is
the sample space, or in other words, the event is domi-
nated by the sample space (domination law):

AUS=S

4. The union of A and B is exactly the same as the

union of B and A (commutative law):
AUB=BUA

Examples:

1.1. If one tosses a coin the resulting events can be
denoted as A corresponding to heads (A= {H}) and B
corresponding to tails (B = {T}). The union of A and
B will include two elements — both heads and tails
(A UB={H, T}), corresponding to the whole sample
space.

1.2. If one rolls a die and denote the results 1, 3
and 4 as event E (E = {1,3,4}) and results 1, 2 and 3
as event F (F = {1,2,3}), then the union of these two
event E and F will be 1,2,3,4 (E U F= {1,2,3,4}). Note
that results 1 and 3 are presented in both sets but only
included once.

1.3. If one is playing roulette, the union of all un-
even results and zero is S = {0} U {1,3, ..., 33}

Intersection of events (Fig. 2B)

Given events A and B, we can build a new event as
their intersection A N B, which includes all the out-
comes in both A and B and occurs when both A and
B occur.

A N B = {all outcomes in both A and B}

Note that the intersection of multiple events E,
equal to n (where i is a number from 1 to n) is denoted
as:

n

i=1
= {all of the E, occurred}

Complement and symmetric difference

(Fig. 2C and 2D)

Complement of event A is the event “not A”
(A), which includes all outcomes not present in the
event A (Fig. 2C). An extension of the complement is
the symmetric difference, which represents for sets A
and B all outcomes in A without B and in B without
A (Fig. 2D):

FIG. 3. Events E —E_ form the partition of the sample
space.

PUC. 3. Cobrrrus E —E, 00pasyroT pasduenue npocTpan-
CTBa 2JIEMEHTApHBIX COOBITUH.

AAB=(A\B) U (B\A)

TUTORIAL: PARTITION OF THE SAMPLE

SPACE

Using two basic operations, union and intersection,
the partition of the sample space can be defined. If the
intersection of two events A and B is zero (AN B =
), then these events are called mutually exclusive.
Mutually exclusive events cannot happen together, or
in other words, have no common elements. Events are
called exhaustive if they include all possible outcomes
(like the union of events A and B in example 1.1 with
coins). If events E, E_, ..., E are mutually exclusive
and exhaustive and are said to form a partition of sam-
ple space (Fig. 3).

We can use the set theory to describe the aspects
of the real world in a manipulable notation. Some op-
erations can help to reveal relations between set and
probability terminology (Table 1).

TUTORIAL: PROBABILITY THEORY

Probability is a measure of quantifying the likeli-
hood that events will occur. There are several possible
interpretations of probability. The first one is frequen-
tist, which is based on long-run sequences in repeated
trials or, in other words, on counting the proportion of
occasions some event occurred. However, the classi-
cal interpretation, given by a Russian mathematician
A.N. Kolmogorov, defines probability as a measure
shared equally among all the possible outcomes. So
the classical probability of an event is the fraction of
the total number of possibilities in which the event
occurs. For example, if one tosses a coin which can
only result in two possible outcomes, heads or tails,
the probability of each event will be 0.5.

10 CEYEHOBCKMI BECTHUK T. 11, Ne 4, 2020 / SECHENOV MEDICAL JOURNAL VOL. 11, No. 4, 2020
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Table 1. Summary of set operations and probability equivalents
Ta6nuua 1. AKBMBaNEHTI onepaumﬁ Haa MHOXeCTBaMU B TEOPUN BepOFITHOCTeVI

Notation Set terminology Probability terminology
S All outcomes Sample space
S Pointin S Elementary event, outcome
A Subset of S Event where some outcome in A occurs
A A Complement of A Event where no outcome in A occurs
ANB Intersection Both Aand B
AUB Union Either A or B, or both
A\B Difference A, but not B
AAB Symmetric difference Either A or B, but not both
AeB Inclusion IfA, then B
%} Empty set Impossible event
S Whole space Certain event

The frequentist approach can be illustrated with a
following example:

We repeat an experiment N number of times un-
der exactly the same conditions. Event A may occur or
may not occur on each repetition. If N(A) is a number
of times A occurs in these N observations, then we
would expect that the ratio of N(A)/N would tend to
probability (p) as N tends to infinity:

In that case p is the constant showing the prob-
ability of event A occurrence in any particular experi-
ment — P(A). In that case this notion has the follow-
ing properties.

1. If A'is equal to zero, than the event never occurs
and its probability is equal to 0:

: N(®)
if A =0, then N(@) = 0, and N - 0

2. If A includes all sample space, then the event
occurs in every experiment and its probability is equal
to 1:

. N(S)
ifA=S,then N(S)=1,and —= =

1

3. If A and B are disjoint events, then number of
occasions we see their union will be equal to the sum
of N(A) and N(B), so their total probability will be
equal to the sum of probabilities:

N(AUB) N(A) + N(B)
N N
To describe this experiment, we can also use the
classical approach, where the experiment is considered
as sample space S. For event A, which belongs to the
sample space S, we assume there is a set probability

function P(A) that assigns a weight to A. Probability
function P(A) satisfies the following properties:

1. It should be between zero and 1:

0<PA)<I.

2. Probability of the whole sample space should
be equal to 1:

P(S)=1.

3. If two events A and B do not overlap (their in-
tersection is equal to 0), then the probability of their
union will be equal to the sum of probabilities of each
event:

if AN B=0, then P(A UB)=P(A) +P(B)

Using these axioms, we can produce the prob-
ability function. And for each sequence of events A ,
A, ... that are mutually exclusive, the probability of

25
the union will be equal to the sum of their individual

probabilities:
P Jao =) P
i=1 i=1

One should keep in mind that probability is count-
ably additive. It means that to measure a set we can
decompose it into finitely many disjoint parts (events),
measure each part separately and then add up the re-
sults. If some event A is certain (happens in all obser-
vations), then its probability is equal to 1 (100%):

P(A) =1, if A is certain

If event A is impossible (never happens), then its
probability is equal to zero:

P(A) =0, if A is impossible

Using this approach, we can consider several ex-
amples.

Probability of the complement

Consider event A, represented by a white circle
on the Venn diagram (Fig. 2C). Let us assess the
probability of the complement of this event — A,
which denotes that no outcome in A occurs — it is

CEYEHOBCKMI BECTHUK T. 11, Ne 4, 2020 / SECHENOV MEDICAL JOURNAL VOL. 11, No. 4, 2020 11



BIOMEDICAL STATISTICS TUTORIAL

given in blue on the Venn diagram. By using the
previously discussed postulates we can conclude
the following:
The probability of the total sample space is equal
to 1:
P(S)=1P(S) = 1. @D
Event A and its complement are mutually exclusive
so their total probability is equal to the sum of prob-
abilities of each event:
ANA=0uP(AUA)=PA)+PA) (In
Events A and A are mutually exclusive and exhaus-
tive so their union is equal to the total sample space S:
(AUA)=S(AUA)=S (11I)
Considering steps I-11I we can conclude that since
the probability of S is equal to the probability of the
union of events A and A, which in itself is equal to the
sum of their probabilities, then the sum of probabili-
ties of these events is equal to 1:
1=P(S)=P(AUA)=P(A) +P(A)
Therefore, in this setting, the probability of an
event can be derived by the probability of its comple-
ment:
P(A)=1-P(A)

Probability of the union

Consider two possible events A and B in the set
S (shown in blue on the Venn diagram, Fig. 2A). Let
us assess the probability of outcome in either A or B,
which obviously is the probability of their union. The
problem is that an intersection between A and B ex-
ists. That is why if we just add up the probabilities of
A and B we would count this section twice, which is
wrong. To measure the probability of a union properly
we should take into account the following:

The union of A and B is equal to the union of A
and the intersection between the area outside A (its
complement, A) and event B:

AUA=AU(ANB)

And the probability of the union of A and B is equal
to the sum of these probabilities:

P(AUA)=P(A) UP(ANB) Q)

On the other hand, the event B is equal to the union
of intersection of A and B and intersection of area out-
side A (A) and B:

B=(ANB)U(ANB)
P(B) =P(A N B) + P(A N B) (10)

Using statements I and II, we can rearrange the
equations and substitute their parts to reach the ex-
pression for the probability of the union between
events, which is equal to the sum of probabilities of A
and B minus probability of their intersection:

P(AUB)=P(A)+ P(B)-—P(ANB)

Repeated coin tossing
A fair coin (probability of getting head or tail is equal
to 0.5 each) is tossed repeatedly. Using the probability
theory, we may show that with total certainty, i.e. with
probability equal to 1, head turns up sooner or later.
First, we need to assess the probability of the com-
plement — that no head will ever appear. It is equal to
the limit of n (n tends to infinity) the probability that
no head occurs in the first n tosses. The probability
that we get only tails is equal to '2" times. As n tends
to infinity, this equation tends to 0:
P(no head ever) —
lim P(no head for the first n tosses) = lim (2™) =0
The probability that head turns up is equal to one
minus its complement (no head appears), which tends
to zero. Therefore, the required probability is equal to:
P(head turns up) =1 — P(no head ever)=1-0=1
Probability equal to 1 means that head will turn up
with total certainty sooner or later.

Lifetime of cells

The last example demonstrates a simple implemen-
tation of probability theory in biomedical research.

The experiment consisted of measuring the lifetime
of 200 cells (table 2). The results are shown in table 2.

Our task is to compute the probability that a cell
lifetime is less than or equal to 1500 hours. First, we
need to define the events: Sh — short, for event lasting
less than 1000 hours; M — medium, for event lasting
between 1000 and 1500 hours; L — long, for events
lasting more than 1500 hours.

To assess the probability of lifetime to be <1500
hours we need to assess the probability of the union
of events Sh and M, which is equal to the sum of their
probabilities, as their intersection is equal to zero (dis-
joint events):

P(h <£1500) = P(Sh U M) = P(Sh) + P(M) =
=(0.225+0.4=0.625

Note that since events Sh, M and L are not only
disjoint, but also exhaustive, they form a partition of
sample space.

CONCLUSION
In this first introductory article, we have briefly re-
viewed the current applications of Venn diagrams in

Table 2. Lifetime of cells analysis example
Tabnuua 2. Mpumep aHanu3a NPOJOIKUTENBHOCTU XKU3HM

KNeToK
Lifetime, h Number of cells Proportion
<1000 45 0.225
1000-1500 80 0.400
>1500 75 0.375
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clinical research and shown that even such a classical
way of visualization is still under development. We have
then given several tutorials discussing the basic concepts
of probability as well as its relation to the set theory
and the application of the Venn diagrams for graphical
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