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& \text { Finally, a comparison between the new population and the current } \\
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& \text { and reseeded into the population. . . . . . . . . . . . . . . }
\end{aligned}
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#### Abstract

Quantum enhanced metrology potentially offers a great advantage to the estimation of magnetic fields. One of the greatest hurdles to overcome in unlocking this advantage is overcoming the detrimental effects of noise. The forms the main motivation of this thesis. What are the optimal states for quantum enhanced estimation of magnetic fields? A natural secondary motivation that follows from thinking practically about the impacts of noise is, how do we generate these states?

One of the subtleties involved in the analysis of using quantum systems for magnetic field estimation is the different figures of merit available and how informative each may be. To begin we show that the intuitively optimal 3D-Greenberger-Horne-Zeilinger state is indeed optimal for large numbers of qubits. We develop a novel genetic inspired algorithm to find optimal states for low numbers of qubits.

Following this, we are dedicated to the study of the Holevo Cramér-Rao bound. This being the ultimate bound to a multiparameter quantum estimation problem. We compute the first analytic three parameter example of the Holevo Cramér-Rao bound and demonstrate that is it attainable with a projective measurement.

Moving beyond the case that can be analytically solved, we study the quantum limits of magnetometry in the presence of noise. Once we have examined the attainability of magnetometry with increasing copies of the input state, we develop another genetic inspired algorithm for the optimisation of quantum circuits to attain these limits.

To conclude, we present some preliminary investigations into using spin chains with local control and measurement on only one extremal edge for the estimation of a magnetic field with a simplified control set-up. In particular we look to utilise a sub-universal model that is simulable with linear space in the number of qubits.


## Chapter 1

## Introduction

A great deal of my work is just playing with equations and seeing what they give.

Paul Dirac

All scientific theories require experimental confirmation. Without the possibility falsification a theory can be said to be "not even wrong". As the frontiers of science push on, the demands on the precision required from such experiments is ever increasing. This is the subject matter of this thesis, how much information about a set of unknown parameters is contained within a physical system and how do we optimally extract that information.

Physics does not look at the same on all energy/length scales. We have three well established scales, the very largest where the physics of Einstein's relativity dominates, the world that we experience of Newtonian classical physics and the smallest scale, quantum physics. With quantum mechanics being the smallest scale physical model we have to date it is inevitable that we would need to perform experiments on quantum systems. What is not immediately obvious is that quantum systems are able to improve sensing performance above that of a classical probe. The reason this is perhaps unintuitive on first blush is the "fuzzy" and uncertain nature of quantum mechanics.

The non-commuting nature of observables is a fundamental difference between quantum and classical mechanics. That is to say, the order in which one measures properties of a system matters on a quantum mechanical scale. The most famous
example of this is the Heisenberg uncertainty principle,

$$
\begin{equation*}
\delta x \delta p \geq \frac{\hbar}{2} \tag{1.1}
\end{equation*}
$$

where the uncertainty of measuring both position and momentum is lower bound by a quantity greater than zero. In words, the better we know the position of a particle, the worse we know its momentum and vice versa. For an intuition as to where this relationship comes from, we can imagine probing a small particle with a laser. In order to know the position of the particle accurately we would require a very high frequency laser pulse, as this increases the spacial resolution available. However, very high frequency light carries more energy and would scatter the particle, disrupting the momentum measurement. Conversely, in order to not add any more energy into the system in order to obtain a good momentum measurement we would need to use a very low frequency pulse. As a result, we would have very low resolution on the position

On initial inspection it may appear that quantum mechanical systems only offer limitations when it comes to the estimation of observables. However, this is not the case! In fact, quantum mechanical systems offer us resources which are not available classically which when properly utilised offer advantages to estimation of observables with quantum probes. The two canonical examples of such resources are entanglement and squeezing. These uniquely quantum mechanical phenomena allow for correlations between subsystems greater than that which is possible with any classical system. It is within these correlations that we find the extra power afforded to us by quantum mechanical systems.

We should be careful to not be naive in thinking that quantum mechanical systems are immediately applicable to improving all of our sensing needs. Whilst it is true that such systems offer many advantages, there are also drawbacks. Namely, noise sensitivity. As we will later see, the states which have the best performance for sensing are also often the most sensitive to environmental noise. Useful quantum states are often difficult to experimentally prepare and even harder to maintain against the bombardment of external noise. This leads to a trade-off between tuning a state's robustness to noise and its sensitivity to the parameters of interest.

If we are to rigorously examine the performance of some proposed sensing procedures then we need a well defined figure of merit in order to effectively compare one procedure from another. Ultimately an experimentalist produces as estimate of the unknown set of parameters we are interested in. This estimate will have an associated
variance which acts as the figure of merit for the quality of estimate. Whilst some experimentalists do indeed focus on other figures of merit in this work we will focus on variance. It is common that sensitivity is also used as the figure of merit-this is a good choice when you are trying to quantify the general performance of some sensing apparatus as opposed to estimating some particular experimental parameter.

The variance of an estimate depends on the input state, parameter encoding, environmental noise (can be encapsulated into parameter encoding as system dynamics), choice of measurement, measurement outcomes and estimator. This is quite the mess of variables, especially the measurement outcomes and estimator. In this work we will assume that maximum likelihood estimation is sufficient for the problems at hand [144]. With this assumption made we can use the classical Cramér-Rao bound (CCRB) as an estimator independent figure of merit (details to be found later in chapter 2.4). This gives us the relation,

$$
\begin{equation*}
\delta \varphi^{2} \geq C^{c}\left(\rho_{\varphi}, \Pi\right) \tag{1.2}
\end{equation*}
$$

where the left side, $\delta \varphi^{2}$ is the estimator variance and the right hand side is the CCRB. The CCRB depends on a state $\rho_{\varphi}$, with the parameters $\varphi$ encoded onto it and a measurement $\Pi$ used to extract information about the parameters from the state. We make the assumption that this inequality can be made tight (equal) with enough measurements and the maximum likelihood estimator (with the additional assumptions of local asymptotic normality, more on this in chapter 2.4). Practically, this gives us a pathway to analysing the performance of a state and measurement, without concerning ourselves with the technicalities of estimator analysis. With the above $\Pi$ represents the measurement used in the experiment. In practice this will depend on the input state and the true value of the parameters $\varphi$.

The fundamental measurement-independent bound that we will study in this thesis is the Holevo-Cramér-Rao bound (HCRB). We call this the fundamental bound as it fully captures the fundamental non-commutativity of quantum mechanics. As a result of this, it also gives a tighter bound. By this, we mean that the HCRB is closer to equality when compared to classical Fisher Infromation (CFI) than other Cramér-Rao bounds. Importantly the HCRB is always attainable in an asymptotic sense, that is, you may require an infinite number of copies of the input state in order to attain the bound. We will examine this behavior later. We now have the essential chain of inequalities for this thesis

$$
\begin{equation*}
\delta \varphi^{2} \geq C^{c}\left(\rho_{\varphi}, \Pi\right) \geq C^{H}\left(\rho_{\varphi}\right) \tag{1.3}
\end{equation*}
$$

There is one other main bound that we will study and that is the quantum CramérRao bound (QCRB). It is given by the inverse of the quantum Fisher infromation (QFI). This bound is easier to calculate both analytically and numerically, however, there is no guarantee of attainability. The QCRB is always attainable for the single parameter problem [89]. The extension to multiple parameters, relying on the quantum Fisher infromation matrix (QFIM) however, is not always attainable. Given the attainability of the HCRB, we have that it is an upper bound on the QCRB. It was shown that the HCRB and QCRB differ by no more than a factor of two [193, 36].

### 1.1 Summary of results

In spirit this thesis has two main driving forces. These are, what are the optimal states and how do we go about attaining their Cramér-Rao bounds. Once the mathematical foundations have been laid (in Chapter 2), we begin by examining optimal states for 3D magnetometry using the quantum Fisher information as the Cramér-Rao bound of choice. In Chapter 3 we explore the structure of optimal states for 3D magnetometry in the limit of high numbers of qubits and the low numbers of qubits $(N<8)$. Indeed, for $N \geq 8$ we show that an optimal initial state (but by no means the only) is that of the 3D-GHZ state, as one might intuit. Further, for $\mathrm{N}<8$ we develop a new genetic inspired optimisation algorithm which is capable of finding structure in the optimal states over increasing qubits. This is beneficial for further analytic work that can be done with optimal states that does not rely on numerical results.

We then move away from the QFI and look towards the HCRB, a bound that is always attainable (although, it may require many copies of the input state). Always being attainable makes this bound more informative than the QFI. However, this comes at the cost of being more difficult to calculate. The increased difficulty is both numerical and analytic. In this thesis we look at tools new and old which partially break down the barriers of difficulty, allowing new insights to be obtained.

In our first exploration, in chapter 4 , of the HCRB we derive a new analytic solution to the bound for 2-qubit 3D magnetometry. We accomplish this by exploiting the particular geometric properties of 2-qubit 3D magnetometry. We then go on to show that this bound is attainable with the simplest class of measurements, projective on a single copy. There is more than one way to skin the HCRB, a fact that we use
to our advantage when proving projective attainability. Once we have exploited the geometry of the problem to simplify obtaining an analytic result we can then go back to a full-space with the solution in mind.

The next section of work, chapter 5.1.2, can be seen as a natural extension of the previous work. That is to consider the effect of an environment on sensing. In particular we will focus on the effects of dephasing along Pauli-Z axis. We motivate this as being the primary noise model from experimental works that are carried out with with the Nitrogren Vacancy (NV) center. This is natural that physical systems will have a preferential axis that noise acts along and for the NV center this is the Pauli-Z direction. After we introduce a semidefinite program (SDP) formulation of the HCRB. We use this new numerical tool to explore the information geometry of 3D magnetometry that was previously hidden from us by numerical and analytic boundaries. In this we see that the weak-commutativity condition is not a useful one when it comes to assessing the attainability of a statistical model. Continuing explorations of attainability, we examine the impact of adding multiple copies over increasing noise strength. This goes towards unpacking the asymptotic nature of the HCRB with respect to the number of copies. In this we find that at low noise values one copy is effectively the best one can do, which contrasts to high noise scenario where 2 copies attains the HCRB. Finally, we use a similarly genetic inspired algorithm as in the previous chapter to design quantum circuits with a minimal number of gates. This is with noisy-intermediate-scale-quantum devices in mind where noise is still a dominant force, but we still have access to robust quantum controls. This is achieved by parameterising the single and two-qubit gates with a binary string, as a subroutine of calculating a given circuit's quantum Fisher information we optimise the continuous single qubit gates.

Finally, in chapter 6, we change the paradigm that we consider. Instead of the typical, state preparation, parameter encoding, noise channel, measurement, we consider a scenario where we are not able to decouple the input state during preparation from the parameter encoding unitary. We move into a more typical quantum control set up, utilising a spin chain as the physical model. The key analytic tool we use is to model the time evolution of creation and annihilation operators with a linear Hessian matrix. This works for Hamiltonians quadratic in creation and annihilation operators. We show that robust and scalable controls are possible to calculate for large system sizes in this linear space. This allows us to optimise control pulses for optimal magnetic field estimation with a much greater number of qubits than would normally
be possible. This is an important step towards developing practical sensing protocols with large spin-chains.

### 1.2 Code availability

The code used to generate numerical results within this thesis is all available via github [64]. The Quantum Estimation Toolbox main branch will continue to be developed as an open source tool for those exploring quantum estimation theory. The branch named thesis will remain fixed as an accurate reflection of the code used within this thesis, for reproducibility.

## Chapter 2

## Mathematical background

That is not only not right; it is not even wrong.

Wolfgang Pauli

Before we delve into the mathematical details of quantum information theory and metrology we must first build up from the foundations. These foundations are namely, linear algebra and statistical estimation theory. We will first introduce linear algebra, as it can be argued to be the foundation to everything we examine in this thesis. Then, once we have examined the core concepts in classical estimation theory we will be able to move onto quantum estimation theory. We will pay particular attention to the effect of external magnetic fields on qubits and quantum control theory.

### 2.1 Linear Algebra

It is sometimes joked in the corridors of mathematics departments that there are two branches of mathematics, linear algebra and non-linear systems that are approximated until they are linear.

Linear algebra, in a broad sense is the study of vector spaces and linear functions. Slightly more formally it concerns linear equations,

$$
\begin{aligned}
\alpha_{1} x_{1}+\alpha_{2} x_{2}+\ldots+\alpha_{n} x_{n} & =a, \\
\beta_{1} x_{1}+\beta_{2} x_{2}+\ldots+\beta_{n} x_{n} & =b,
\end{aligned}
$$

and linear mappings,

$$
x_{1}+x_{2}+\ldots+x_{n} \rightarrow \alpha_{1} x_{1}+\alpha_{2} x_{2}+\ldots+\alpha_{n} x_{n}
$$

Systems of linear equations are indeed fundamental to linear algebra, however, the study of vector spaces is far more essential to the study of quantum information theory.

In order to study vector spaces, we need only two operations, some form of vector addition (denoted + ) and some form of scalar multiplication (denoted *).

Definition 2.1.1 (Vector space). A vector space over a field $(\mathcal{F})$, is a set $(\mathcal{V})$ along with two operations vector addition $(+)$ and scalar multiplication $\left({ }^{*}\right)$ subject to the conditions for $\boldsymbol{x}, \boldsymbol{y}, \boldsymbol{z} \in \mathcal{V}$ and $\alpha, \beta \in \mathcal{F}$ :

1. Associative addition: $\boldsymbol{x}+(\boldsymbol{y}+\boldsymbol{z})=(\boldsymbol{x}+\boldsymbol{y})+\boldsymbol{z}$
2. Commutative addition: $\boldsymbol{x}+\boldsymbol{y}=\boldsymbol{y}+\boldsymbol{x}$
3. Additive identity: $\exists$ an element $\mathbf{0} \in \mathcal{V}$ (the additive identity) such that $x+\mathbf{0}=\boldsymbol{x}, \forall x \in \mathcal{V}$
4. Distributive scalar multiplication over vector addition: $\alpha *(\boldsymbol{x}+\boldsymbol{y})=$ $\alpha \boldsymbol{x}+\alpha \boldsymbol{y}$
5. Distributive scalar multiplication over field addition: $(\alpha+\beta) * \boldsymbol{x}=\alpha \boldsymbol{x}+\beta \boldsymbol{x}$
6. Compatibility with scalar multiplication: $\alpha *(\beta \boldsymbol{x})=(\alpha \beta) \boldsymbol{x}$
7. Identity element of scalar multiplication: $1 * \boldsymbol{x}=\boldsymbol{x}, \forall \boldsymbol{x} \in \mathcal{V}$.

### 2.1.1 Vectors

In order to add some context to these conditions and gain some intuition we will look at the example of $\mathbb{R}^{2}$. This we can think of as an infinite flat plane spanning forward, behind, left and right from us, as a point of reference. Without getting too carried away with analogies, we can imagine the center as being the point that we are stood on. This point is our zero vector, $\mathbf{0}$. The two directions left to right and forwards and backwards are typically labeled $x$ and $y$. A vector represents movement right or left


Figure 2.1: Example of vectors in $\mathbb{R}^{2}$
and then forward or backward by some amount. We then label an arbitrary vector,

$$
\boldsymbol{v}=\left[\begin{array}{l}
x  \tag{2.1}\\
y
\end{array}\right]
$$

where $x, y \in \mathbb{R}$. Now, if we were to add two vectors together, we would be adding two $x$-component and y-components respectively. For arbitrary vector addition we would then have,

$$
\left[\begin{array}{l}
x_{1}  \tag{2.2}\\
y_{1}
\end{array}\right]+\left[\begin{array}{l}
x_{2} \\
y_{2}
\end{array}\right]=\left[\begin{array}{l}
x_{1}+x_{2} \\
y_{1}+y_{2}
\end{array}\right] .
$$

Similarly, for scalar multiplication, for any $\alpha \in \mathbb{R}$,

$$
\alpha *\left[\begin{array}{l}
x_{1}  \tag{2.3}\\
y_{1}
\end{array}\right]=\left[\begin{array}{l}
\alpha x_{1} \\
\alpha y_{1}
\end{array}\right]
$$

In Figure 2.1 we can see an example of vector addition and scalar multiplication. Whilst we should not get too fixated on 2-dimensional vectors, we can see that we can think of vectors as lines in space. As such it is natural for us to ask questions like, how long is a line and what is the angle between two lines?

## Complex Numbers

In the next section, we will also need to move beyond the real numbers to the complex numbers. A general complex number is of the form $(a+b i)$, where $i=\sqrt{-1}$ and $(a, b) \in \mathbb{R}$.

We denote the complex conjugate of a complex number $z=(a+b i)$, as $z^{*}=$ $(a-b i)$. The conjugate is one of the most useful and powerful operations in linear algebra! The first application of the conjugate is to find the size, or modulus of a complex number. For an arbitrary complex number $z=(a+i b)$, we denote the modulus $|z|$ and define it as, $|z|=\sqrt{z z^{*}}$. But how do we define multiplication over complex numbers?

$$
\begin{align*}
(a+b i)(c+d i) & =a c+a d i+b c i+b d i i,  \tag{2.4}\\
& =a c+(a d+b c) i-b d . \tag{2.5}
\end{align*}
$$

We can now expand out the modulus, by substituting $c \rightarrow a$ and $d \rightarrow-b$. Giving us $|z|=\sqrt{a^{2}+b^{2}}$. Addition looks quite similar to vector addition on $\mathbb{R}$ that we have already seen above! Adding two complex numbers,

$$
\begin{align*}
(a+b i)+(c+d i) & =a+c+b i+d i,  \tag{2.6}\\
& =(a+c)+(a+d) i . \tag{2.7}
\end{align*}
$$

This makes it clear the difference between the real and imaginary components of a complex number. Some notation,

$$
\begin{align*}
& \operatorname{Re} z=\left(z+z^{*}\right) / 2=a,  \tag{2.8}\\
& \operatorname{Im} z=\left(z-z^{*}\right) / 2=b . \tag{2.9}
\end{align*}
$$

The above definitions suggest that we can represent a complex number in the same way that we represent a 2 -dimensional real vector. Indeed, this is the case. Examining complex numbers plotted in $\mathbb{R}$ also allows us to gain some intuition about the operations of multiplication and addition. When it comes to complex number addition, by looking at Figure 2.2, we can see how it would be equivalent to vector addition in $\mathbb{R}^{2}$. In order to gain some intuition into complex numbers we look to a slightly different parameterisation. Let us first note that we can generate any unit (by


Figure 2.2: Example of complex number plotted in $\mathbb{R}^{2}$. For arbitrary complex number $z=a+b i$ with equivalent parameterisation $z=r e^{-i \theta}$.
unit, we mean magnitude 1) complex number by,

$$
\begin{equation*}
z=e^{-i \theta}=\cos (\theta)+i \sin (\theta) \tag{2.10}
\end{equation*}
$$

where, $e=\sum_{n} 1 / n!\approx 2.718$, known as Euler's number. Then, all we need is to have an arbitrary modulus for the complex number and we can generate any complex number we want. In this way we have,

$$
\begin{equation*}
z=r e^{-i \theta} \tag{2.11}
\end{equation*}
$$

for any $r \in \mathbb{R}$. We can see how these two parameterisations are equivalent in Figure 2.2. Now for complex multiplication,

$$
\begin{align*}
r_{1} e^{-i \theta} \cdot r_{2} e^{-i \theta_{2}} & =r_{1} r_{2} e^{-i \theta_{1}} e^{-i \theta_{2}}  \tag{2.12}\\
& =r_{1} r_{2} e^{-i\left(\theta_{1}+\theta_{2}\right)} \tag{2.13}
\end{align*}
$$

In this way we can see that we are able to interpret complex multiplication as multiplying the moduli together and adding the angles. This intuition is much harder to gain in the previous (Cartesian) parameterisation. Finding the correct parameterisation is a useful skill to have in general, when it comes to solving problems more efficiently.

### 2.1.2 Lengths and inner products

If we want to find the length of a line on a 2 D graph, then we need only invoke the old classic, Pythagoras's Theorem. For a general 2D vector,

$$
\operatorname{len}\left(\left[\begin{array}{l}
x_{1}  \tag{2.14}\\
y_{1}
\end{array}\right]\right)=\sqrt{x_{1}^{2}+y_{1}^{2}}
$$

More formally, we refer to this as the Euclidean norm of a vector and generalizes Pythagoras' theorem.

When we say a vector space is over a field, that means the elements of the vectors are elements of that given field. For a complex vector of dimension $n$, we have,

$$
\begin{gather*}
\nu=\left[\begin{array}{c}
\nu_{1} \\
\nu_{2} \\
\vdots \\
\nu_{n}
\end{array}\right],  \tag{2.15}\\
\|\nu\|=\sqrt{\nu \cdot \nu}=\sqrt{\left|\nu_{1}\right|^{2}+\left|\nu_{2}\right|^{2}, \ldots,\left|\nu_{n}\right|^{2}} . \tag{2.16}
\end{gather*}
$$

We also refer to this as the dot product, hence $a \cdot a$. A natural question to as at this stage is what does the dot product look like between two different vectors? Roughly speaking we can think about the dot product between two different vectors as giving us, the length of one vector on another one. Or, the projection of one vector onto another. We define the dot product between two vectors to be,

Definition 2.1.2 (Dot product). For $x, y \in \mathbb{C}^{n}$ (an n-dimensional complex vector space),

$$
x=\left[\begin{array}{c}
x_{1}  \tag{2.17}\\
x_{2} \\
\vdots \\
x_{n}
\end{array}\right], \quad y=\left[\begin{array}{c}
y_{1} \\
y_{2} \\
\vdots \\
y_{n}
\end{array}\right] .
$$

We define the dot product between $x$ and $y$ as,

$$
\begin{equation*}
x \cdot y=\sum_{i=1}^{n} x_{i}^{*} y_{i} . \tag{2.18}
\end{equation*}
$$

We will explore the intuition behind what this means for complex spaces more so when we get to the quantum portion of this chapter, section 2.2. There is not a trivial interpretation for complex vectors of magnitude other than 1 . However, for real vector spaces we have a clean geometric way to view the dot product,

$$
\begin{equation*}
x \cdot y=\|x\| \cdot\|y\| \cos (\theta) \tag{2.19}
\end{equation*}
$$

where $\theta$ is the angle between the two vectors. In order to explain where this equality comes from, let us define a third vector $z=x-y$, which will connect the end of $y$ to the end of $x$. We then have a triangle with the angle $\theta$ between $x$ and $y$. By the law of cosines,

$$
\begin{align*}
\|z\|^{2} & =\|x\|^{2}+\|y\|^{2}-2\|x\| *\|y\| \cos (\theta),  \tag{2.20}\\
(\|x\|-\|y\|)(\|x \mid-\| y \|) & =\|x\|^{2}+\|y\|^{2}-2\|x\| *\|y\| \cos (\theta),  \tag{2.21}\\
\|x\|^{2}+\|y\|^{2}-2 x \cdot y & =\|x\|^{2}+\|y\|^{2}-2\|x\| *\|y\| \cos (\theta),  \tag{2.22}\\
x \cdot y & =\|x\| *\|y\| \cos (\theta) . \tag{2.23}
\end{align*}
$$

### 2.1.3 Span, independence and basis vectors.

Now we combine the concepts of scalar multiplication and vector addition together. We do this in order to examine what it means to combine vectors in this way and how we are able to build vector spaces out of a few base vectors.

We have already seen what a linear combination is in essence, but now we more formally define it,

Definition 2.1.3 (Linear combination). For a set of vectors $\nu_{1}, \ldots, \nu_{n} \in \mathcal{V}$ and a corresponding set of field elements $\alpha_{1}, \ldots, \alpha_{n} \in \mathcal{F}$, the linear combination of those vectors is given by,

$$
\begin{equation*}
\alpha_{1} \nu_{1}+\ldots+\alpha_{n} \nu_{n} . \tag{2.24}
\end{equation*}
$$

The natural next step is to generalise the notion of a linear combination. By this, we mean allowing the field elements, or coefficients, as we will now call them, to be arbitrary. From this, we get the notion of a span, that is the space induced by a set of vectors and arbitrary coefficients. More formally,

Definition 2.1.4 (Span). For a set of vectors $\nu=\left(\nu_{1}, \ldots, \nu_{n}\right) \in \mathcal{V}$, then then span of $\nu$, denoted $\operatorname{span}(\nu)$ is,

$$
\begin{equation*}
\operatorname{span}(\nu)=\left\{\alpha_{1} \nu_{1}+\ldots+\alpha_{n} \nu_{n} \mid \alpha_{i} \in \mathcal{F}\right\} . \tag{2.25}
\end{equation*}
$$

The span is, by definition also a vector space, not only a set of vectors. If the span of a set of vectors $\nu$ is equal to a vector space $\mathcal{V}$ we say that $\nu$ spans $\mathcal{V}$. When working with spans it is useful to know if the set of vectors is as minimal as possible. This is the notion of linear dependence, is it possible to write one of the vectors in a set in terms of other vectors in the set? If it is not possible then we call that set of vectors linearly independent,

Definition 2.1.5 (Linearly independent). For a set of vectors $\nu=\nu_{1}, \ldots, \nu_{n} \in \mathcal{V}$ and a corresponding set of field elements $\alpha_{1}, \ldots, \alpha_{n} \in \mathcal{F}$. The set of vectors is said to be linearly independent when,

$$
\begin{equation*}
\alpha_{1} \nu_{1}+\ldots+\alpha_{n} \nu_{n}=0 \text { iff } \alpha_{i}=0 \forall i . \tag{2.26}
\end{equation*}
$$

In words, if the only way we are able to make a linear combination of out set of vectors is by making all their coefficients 0 , then we have a linearly independent set of vectors. A linearly dependent set is one such that there is a non-zero set of coefficients such that the linear span is zero. In essence, a linear dependent set of vectors contains redundancy. This is what we mean when we say we want a minimal set of vectors, a set with no redundancy. The combination of the previous concepts brings us to the notion of a basis,

Definition 2.1.6 (Basis). The basis of a vector space $\mathcal{V}$ is a set of vectors $\nu$ that is linearly independent and spans $\mathcal{V}$.

For example, the canonical basis of $\mathbb{R}^{n}$ is given by,

$$
\nu_{1}=\left[\begin{array}{c}
1  \tag{2.27}\\
0 \\
\vdots \\
0
\end{array}\right], \quad \nu_{2}=\left[\begin{array}{c}
0 \\
1 \\
\vdots \\
0
\end{array}\right], \quad \nu_{n}=\left[\begin{array}{c}
0 \\
0 \\
\vdots \\
1
\end{array}\right]
$$

### 2.1.4 Linear maps and matrices

In this section we will see how we transform vectors through linear transformation. We will also see how these linear transformations can be represented by matrices. Linear transformations are of fundamental importance to linear algebra. They define how we may transform vectors, from one vector space into another vector space. As such, we define them promptly,

Definition 2.1.7 (Linear transformation). $T: V \rightarrow W$ (a transformation from vector space $V$ to $W$ ), is any transformation that satisfies,

$$
\begin{equation*}
T\left(\alpha_{1} \nu_{1}+\alpha_{2} \nu_{2}\right)=\alpha_{1} T\left(\nu_{1}\right)+\alpha_{2} T\left(\nu_{2}\right), \alpha_{i} \in \mathcal{F}, \nu_{i} \in V \tag{2.28}
\end{equation*}
$$

That is to say, a transformation which distributes over a linear combination of vectors. An important note to make is that if $V=W$, then we call the transformation a Linear Operator. We denote this vector space as $\mathcal{L}(V, W)$, or $\mathcal{L}(V)$ for linear operators. We can again define a transformation that takes a linear transformation and returns another. We call such transformations superoperators.

It is not always meaningful to define a product of linear transformations. However, for this case we do. In words, we can think of the product of linear transformations applied to a vector as performing one transformation and then the second. Formally,

Definition 2.1.8 (Product of Linear Transformations). For $T \in \mathcal{L}(V, W)$ and $S \in \mathcal{L}(W, U)$, then the product $S T \in \mathcal{V}, \mathcal{U}$ is given by,

$$
\begin{equation*}
(S T) \nu=S(T \nu) \tag{2.29}
\end{equation*}
$$

for $\nu \in V$.

An important concept, especially for our quantum information interests, is the notion of invertibility. That is, a linear transformation that will undo the effect of another transformation. Formally,

Definition 2.1.9 (Invertible linear transformation). We say a linear transformation $T \in \mathcal{L}(V, W)$ is invertible if $\exists$ a linear transformation $S \in \mathcal{L}(W, V)$ such that,

$$
\begin{equation*}
S T \nu=\nu \tag{2.30}
\end{equation*}
$$

for $\nu \in \mathcal{V}$. We call $S$ the multiplicative inverse, (or just inverse) of $T$ and denote it as $T^{-1}$.

In order to get a sense of how we might represent a linear transformation as a matrix, we advance with an example transformation.

Example 2.1.1. Let $\nu \in \mathbb{R}^{2}$ be an arbitrary 2 dimensional real vector and $T_{1} \in \mathcal{L}\left(\mathbb{R}^{2}\right)$ that acts like,

$$
T_{1} \nu=T_{1}\left[\begin{array}{l}
x  \tag{2.31}\\
y
\end{array}\right]=\left[\begin{array}{l}
x+y \\
x-y
\end{array}\right] .
$$

We can again see a visual representation of this, in Figure 2.3.
If we think about how Example 2.1.1 acts on the basis elements on $\mathbb{R}^{2}$, which we label,

$$
\nu_{1}=\left[\begin{array}{l}
1  \tag{2.32}\\
0
\end{array}\right], \quad \nu_{2}=\left[\begin{array}{l}
0 \\
1
\end{array}\right] .
$$

Then we are able to example how the $T_{1}$ acts on these elements,

$$
\begin{align*}
& T_{1} \alpha \nu_{1}=T_{1}\left[\begin{array}{l}
\alpha \\
0
\end{array}\right]=\left[\begin{array}{l}
\alpha \\
\alpha
\end{array}\right]  \tag{2.33}\\
& T_{1} \beta \nu_{1}=T_{1}\left[\begin{array}{l}
0 \\
\beta
\end{array}\right]=\left[\begin{array}{c}
\beta \\
-\beta
\end{array}\right] . \tag{2.34}
\end{align*}
$$



Figure 2.3: Example of the linear transformation $T_{1}$, shown in Example 2.1.1 for $\nu=(3,2)$.

We can then define some basis elements for $T_{1}$. We define these elements as the transformation from one basis element of the vector space, to another,

$$
\begin{align*}
& T_{\alpha \rightarrow \alpha}=1  \tag{2.35}\\
& T_{\alpha \rightarrow \beta}=1  \tag{2.36}\\
& T_{\beta \rightarrow \beta}=1,  \tag{2.37}\\
& T_{\beta \rightarrow \alpha}=-1 . \tag{2.38}
\end{align*}
$$

As we can see, this is quite a cumbersome representation of $T_{1}$. A powerful notion in mathematics is the concept of abstraction. We take one object and "abstract" it, by finding a more useful representation with all the same properties, except for being easier to work with. In order to improve the efficiency of our representation, we introduce the concept of a matrix,

Definition 2.1.10 (Matrix). $M_{i, j}$, let $m, n \in \mathbb{N}$ define an $m$ by $n$ rectangular matrix. This is an array of elements from some field $\mathcal{F}$ that contains $m$ rows and $n$ columns,
$M=\left[\begin{array}{cccc}M_{1,1} & M_{1,2} & \ldots & M_{1, n} \\ M_{2,1} & M_{2,2} & \ldots & M_{2, n} \\ \vdots & & \ddots & \vdots \\ M_{m, 1} & M_{m, 2} & \ldots & M_{m, n}\end{array}\right]$.

Where the notation $M_{i, j}$ refers to the $i^{\text {th }}$ row and $j^{\text {th }}$ column element.

The way that we have written the action of a linear transformation, visually at least, seems a lot like how we write a multiplication. This is indeed the case and we can define matrix multiplication by,

Definition 2.1.11 (Matrix multiplication). For matrices $A$ of size $m \times$ $n, B$ of size $n \times p \in \mathcal{F}$, for $m, n, p \in \mathbb{N}$, we define the multiplication of these matrices as,

$$
\begin{align*}
C & =A B  \tag{2.40}\\
C_{i . j} & =\sum_{k=1}^{n} A_{i, k} B_{k, j} \tag{2.41}
\end{align*}
$$

where $A_{i, k} B_{k, j}$, is the typical scalar multiplication on the field $\mathcal{F}$.

Here we can also see that vectors can be considered as a special case of a matrix where one dimension is set to 1 . Bringing all the elements above together we can now build up a matrix representation of the linear operator $T_{1}$,

$$
T_{1}=\left[\begin{array}{cc}
T_{\alpha \rightarrow \alpha} & T_{\alpha \rightarrow \beta}  \tag{2.42}\\
T_{\beta \rightarrow \beta} & T_{\beta \rightarrow \alpha}
\end{array}\right]=\left[\begin{array}{cc}
1 & 1 \\
1 & -1
\end{array}\right]
$$

We will see this matrix again later, it is quite important in quantum information theory and is commonly known as the Hadamard matrix. More generally we can build up the matrix representation of a linear operator by setting $M_{i, j}$ as the linear transformation's basis element between the $i^{t h}$ vector basis element and the $j^{t h}$ one.

### 2.1.5 Eigen decomposition and rank

For the remainder of this chapter (and indeed thesis), we will restrict ourselves to linear operators. Typically, a linear operator (referred to as just operator) will transform a given vector to something completely different to the original one. Indeed, we will later come across the notion of a universal set of operators, that is a set of operators
that allows us to transform one vector into any other vector in a given vector space. However, we now study vectors that are invariant (up to a scalar factor) under the operation of linear transform. More formally,

Definition 2.1.12 (Eigenvalue). Let $\nu \in \mathcal{V}$ and some operator $T \in \mathcal{L}(\mathcal{V})$. We define the eigenvalues of an operator $T$ as the set of field elements $\lambda \in \mathcal{F}$, which for some vector $\nu \neq 0$ satisfies,

$$
\begin{equation*}
T \nu=\lambda \nu \tag{2.43}
\end{equation*}
$$

We define the identity operator $\mathbb{1} \in \mathcal{L}(V)$, such that $\mathbb{1} \nu=\nu$ for $\nu \in V$. This 'do nothing‘ operator is actually far more useful than it first appears. We are able to use this in order to find our eigenvalues. We re-write the eigenvalue equation as,

$$
\begin{align*}
T \nu & =\lambda \nu  \tag{2.44}\\
T \nu & =\lambda \mathbb{1} \nu,  \tag{2.45}\\
T \nu-\lambda \mathbb{1} \nu & =0  \tag{2.46}\\
(T-\lambda \mathbb{1}) \nu & =0 . \tag{2.47}
\end{align*}
$$

The matrix $(T-\lambda \mathbb{1})$ is key to the eigenvalue problem. What is the first thing we can say? If we relabel it $\Lambda=(T-\lambda \mathbb{1})$, then it is easy for us to see immediately that this matrix is not invertible. If it was that would imply that there exists an inverse such that $\Lambda^{-1} \Lambda \nu=\nu$. However, remember that $\Lambda \nu=0$. This would imply that $\Lambda^{-1} 0=\nu$. There are many reasons that this is impossible. The simplest being that the linear nature of operators will not allow it. For some operator $T$,

$$
\begin{align*}
T(0) & =T(0+0)=T(0)+T(0)  \tag{2.49}\\
T(0) & =T(0)+T(0)  \tag{2.50}\\
T(0)-T(0) & =T(0)+T(0)-T(0)  \tag{2.51}\\
0 & =T(0) \tag{2.52}
\end{align*}
$$

Simply put, once we reach the zero vector, there is no getting out via means of operator. In the next chapter we will see in more detail what the determinant is (given their tight
relationship there is much debate in the pedagogy of linear algebra as to the order the concepts should be introduced), but for now accepting the fact that the determinant of a non-invertible matrix is 0 . This gives us a convenient way to find the eigenvalues,

$$
\begin{equation*}
\operatorname{det}(T-\lambda \mathbb{1})=0 . \tag{2.53}
\end{equation*}
$$

The eigenvector is the complementary concept to the eigenvalue. That is,

Definition 2.1.13 (Eigenvector). Let $\nu \in \mathcal{V}$ and some operator $T \in \mathcal{L}(\mathcal{V})$. We define the eigenvectors of an operator $T$ the set of vectors $\nu \neq 0$ satisfying,

$$
\begin{equation*}
T \nu=\lambda \nu, \tag{2.54}
\end{equation*}
$$

for some $\lambda \in \mathcal{F}$.

The sets $\left\{\lambda_{i}\right\}$ along with the paired set $\{\nu\}$ form the spectrum of an operator. The eigenvectors and eigenvalues give us a sense of characteristics of an operator. Especially when the operator of interest is complete. By which, we mean,

Definition 2.1.14 (Complete matrix). Is a square matrix of dimension $n \times n$ belonging to some field $\mathcal{F}$ such that the eigenvectors of the matrix form a basis of $\mathcal{F}^{n}$.

In other words, a matrix that has $n$-independent eigenvectors is complete. This is quite a powerful notion, because it means that we are able to write the action of a matrix that is complete on some vector by its effect on the span of its eigenvectors. This stems from the linearity of the operator. Let $\nu_{1}$ and $\nu_{2}$ be eigenvectors of some complex $n \times n$ matrix with corresponding eigenvalue $\lambda_{1}$ and $\lambda_{2}$, then we see that,

$$
\begin{align*}
A\left(\alpha_{1} \nu_{1}+\alpha_{2} \nu_{2}\right) & =A\left(\alpha_{1} \nu_{1}\right)+A\left(\alpha_{2} \nu_{2}\right),  \tag{2.55}\\
& =\alpha_{1} A\left(\nu_{1}\right)+\alpha_{2} A\left(\nu_{2}\right),  \tag{2.56}\\
& =\alpha_{1} \lambda_{1} \nu_{1}+\alpha_{2} \lambda_{1} \nu_{2} . \tag{2.57}
\end{align*}
$$

From this we can see that in essence eigenvalues give a sense of scale of transformation
and eigenvectors, a sense of direction. Further, eigenvalues can be 0 and the number of 0 eigenvalues is of great significance! The number of 0 valued eigenvalues is known as the nullity. Conversely, the rank of matrix is equal to the maximal number of linearly independent columns. If a matrix of dimension $n \times n$ has $n$ linearly independent columns, then we call it full-rank. If a matrix has one or more zero valued eigenvalues then we call it singular or rank-deficient. As an insight into the everyday workings of a linear algebra practitioner there are many more results for rank 1 matrices and full-rank matrices than those that fall somewhere in the middle. Rank 1 matrices have the advantage of effectively being a vector, whilst full-rank matrices have many guaranteed results that become murky and unclear at lower ranks. This brings us nicely onto a topic closely tied to completeness of a matrix and that is diagonalisability. Formally,

Definition 2.1.15 (Diagonalisable matrix). Let $A$ be an $n \times n$ complex matrix. If there exists an invertible matrix $P$ and a diagonal matrix $D$ (that is a matrix whose only non-zero elements are on the diagonal), such that,

$$
\begin{equation*}
A=P D P^{-1} . \tag{2.58}
\end{equation*}
$$

If the matrix $P$ is formed by stacking the eigenvectors of $A$ and the diagonal elements of $D$ are the eigenvalues of $A$, then $A$ is also a complete matrix, because an invertible matrix has linearly independent rows [14] (implying all the eigenvectors are linearly independent too). The class of matrices that is most important for quantum information theory is the Hermitian matrices. Most importantly, these matrices are always diagonalisable [14]. These are complex matrices such that

$$
\begin{equation*}
A=A^{\dagger}, \tag{2.59}
\end{equation*}
$$

where $A^{\dagger}$ is the conjugate transpose of the matrix $A$. The conjugate transpose of a matrix is the complex conjugate of all the elements and flipped across the main diagonal. That is $A_{i, j} \rightarrow A_{j, i}^{*}$. This imparts a lot of structure onto the matrix and we see this structure reflected in the spectrum of the matrix. Firstly, we are able to restrict the eigenvalues of a Hermitian matrix to be real. To see this, let $A$ be some Hermitian
matrix along with an eigenvalue-vector pair $\nu, \lambda$,

$$
\begin{align*}
A \nu & =\lambda \nu,  \tag{2.60}\\
(A \nu)^{\dagger} & =(\lambda \nu)^{\dagger},  \tag{2.61}\\
\nu^{\dagger} A^{\dagger} & =\lambda^{\star} \nu^{\dagger},  \tag{2.62}\\
\nu^{\dagger} A & =\lambda^{\star} \nu^{\dagger},  \tag{2.63}\\
\nu^{\dagger} A \nu & =\lambda^{\star} \nu^{\dagger} \nu,  \tag{2.64}\\
\lambda \nu^{\dagger} \nu & =\lambda^{\star} \nu^{\dagger} \nu,  \tag{2.65}\\
\lambda & =\lambda^{\star} . \tag{2.66}
\end{align*}
$$

In order for $\lambda=\lambda^{\star}$ to be true $\operatorname{Im} \lambda=0$ must also be true or we would allow $-a=a$. That gives us an invaluable structure over the eigenvalues. Is there further structure to be extracted from the eigenvectors? Let $\nu_{1}, \nu_{2}$ be eigenvectors for distinct eigenvectors for eigenvalues $\lambda_{1}, \lambda_{2}$ of matrix $A$. Then we can see that,

$$
\begin{align*}
\lambda_{1} \nu_{1}^{\dagger} \nu_{2} & =\left(A \nu_{1}\right)^{\dagger} \nu_{2},  \tag{2.67}\\
& =\nu_{1}^{\dagger} A^{\dagger} \nu_{2}=\nu_{1}^{\dagger} \nu_{2},  \tag{2.68}\\
& =\lambda_{2} \nu_{1}^{\dagger} \nu_{2},  \tag{2.69}\\
\Longrightarrow\left(\lambda_{1}-\lambda_{2}\right) \nu_{1}^{\dagger} \nu_{2} & =0 . \tag{2.70}
\end{align*}
$$

Note that because $\lambda_{1} \neq \lambda_{2}$ the only way the final equality is true, is for $\nu_{1}^{\dagger} \nu_{2}=0$. Here, we have also used the fact that $(A B)^{\dagger}=B^{\dagger} A^{\dagger}[14]$. From all this above, we can see that Hermitian matrices' spectrum induces a complete-orthonormal basis, by this we mean a complete basis, where the elements are orthogonal (we can perform Gram-Schmidt on the cases when the eigenvalues are the same) and normalised. By normalised, we mean $\nu^{\dagger} \nu=1$, this is just a scaling factor that we are free to set.

### 2.1.6 Determinant, trace and norms

In this and the following section we focus on studying the properties of matrices and these properties can tell us about the linear transformations they induce. One thing we lose when we move from scalars to matrices is the notion of a unique magnitude, or less clearly put, only scalars have a unique scalar value. However, the multiple scalar values that can be derived from a matrix can indeed be useful. They can give us information about many different properties and effects on vectors. Why all the
focus on scalar values? Only scalar values have a complete ordering as far as we are concerned. If we want to properly compare by order two non-scalar valued properties then we need to define some scalar.

We begin with the determinant, this is the scalar value that can be seen as giving us the volume scaling factor for the linear transform. The sign of the determinant indicates whether or not it flips the orientation of the vector space it acts on. It is worth noting that the determinant is commonly interpreted as the volume of the $n$ dimensional parallelepiped spanned by the columns of the matrix, gives us less of a sense on its impact on a vector transformation but will be useful as a mental image later.

The definition of determinant is a little involved so we start with a small example. The determinant of a matrix $A$ is denoted $\operatorname{det}(A)$ or $|A|$. So for a general $2 \times 2$ matrix A,

$$
\begin{align*}
\operatorname{det}(A) & =\operatorname{det}\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right)  \tag{2.71}\\
& =a * d-c * d \tag{2.72}
\end{align*}
$$

The determinant is a very useful metric that comes up often in linear algebra. Firstly we point out that a matrix is invertible iff its determinant is non-zero. For an intuition, if we see the determinant as the volume of the transformation, if there is no volume change, then we cannot 'undo' it, hence no inverse. We have already previously seen the utility of the determinant when it comes to calculating eigenvalues, but now we know how to solve for the eigenvalues too!

The general definition for an $n \times n$ matrix $A$,

Definition 2.1.16 (Determinant). The determinant of $n \times n$ matrix A is given by,

$$
\begin{equation*}
\operatorname{det}(A)=\sum_{\sigma \in S_{n}}\left(\operatorname{sgn}(\sigma) \Pi_{i=1}^{n} A_{i, \sigma_{i}}\right) \tag{2.73}
\end{equation*}
$$

The sum over $\sigma \in S_{n}$ is the set of all permutations of the set $\{1,2, \ldots, n\}$. The function $\operatorname{sgn}($.$) takes value +1$ when the reordering of $\sigma$ can be generated by an even number of swaps from the original set and -1 when it can be generated by an odd number of swaps.

The determinant has useful properties, which we will list and not prove here. For proofs see [5].

1. $\operatorname{det}(\mathbb{1})=1$
2. $\operatorname{det}\left(A^{T}\right)=\operatorname{det}(A)$
3. $\operatorname{det}\left(A^{-1}\right)=\operatorname{det}(A)^{-1}$
4. $\operatorname{det}(A B)=\operatorname{det}(A) \operatorname{det}(B)$
5. $\operatorname{det}(\alpha A)=\alpha^{n} A$
6. $\operatorname{det}\left(e^{A}\right)=e^{\operatorname{trace}(A)}$.

Before we continue with one more useful result we must first note that we are able to generate a unitary matrix by the exponential of a hermitian matrix. We will see much more of Hermitian matrices in section 2.2, as they are one of the fundamental structures for unitary matrices, which drive dynamics in quantum systems. That is to say, for some unitary matrix $U$ such that $U^{-1}=U^{\dagger}$, there exists a matrix $H$ such that,

$$
\begin{equation*}
U=e^{-i H} \tag{2.74}
\end{equation*}
$$

for $H, H^{\dagger}=H$. We will see the trace in more detail soon, but we define the trace to be the sum of the diagonal elements. If we recall the diagonal decomposition of some matrix $A$, by a unitary matrix of eigenvectors $P$ and a diagonal matrix of eigenvalues $D_{i, i}=\lambda_{i}$, then we have,

$$
\begin{align*}
\operatorname{det}(A) & =\operatorname{det}\left(P D P^{\dagger}\right)  \tag{2.75}\\
& =\operatorname{det}(P) \operatorname{det}(D) \operatorname{det}\left(P^{\dagger}\right)  \tag{2.76}\\
& =\operatorname{det}\left(e^{-i H_{1}}\right) \operatorname{det}(D) \operatorname{det}\left(e^{-i H_{2}}\right)  \tag{2.77}\\
& =\left(e^{\operatorname{trace}\left(-i H_{1}\right)}\right) \operatorname{det}(D) e^{\operatorname{trace}\left(-i H_{2}\right)}  \tag{2.78}\\
& =\left(e^{0}\right) \operatorname{det}(D)\left(e^{0}\right)  \tag{2.79}\\
& =(1) \operatorname{det}(D)(1)  \tag{2.80}\\
& =\prod_{i} \lambda_{i} . \tag{2.81}
\end{align*}
$$

From this we can see that for a square complex matrix, the determinant is equal to the product of the eigenvalues. Recall that in section 2.1 we mentioned that a matrix
is only invertible if its determinant is not 0 . Combining these two facts we conclude that only full-rank matrices are invertible. We have mentioned the trace a few times in this discussion on determinant, this makes a natural transition into a more detailed look at the trace.

We begin immediately with the definition,

Definition 2.1.17 (Trace). The trace of an $n \times n$ matrix $A$ is given by,

$$
\begin{equation*}
\operatorname{Tr}(A)=\sum_{i=1}^{n} A_{i, i} \tag{2.82}
\end{equation*}
$$

In words, the trace is the sum of the main diagonal elements. The useful properties of trace,

1. $\operatorname{Tr}(A+B)=\operatorname{Tr}(A)+\operatorname{Tr}(B)$
2. $\operatorname{Tr}(\alpha A)=\alpha \operatorname{Tr}(A)$
3. $\operatorname{Tr}(A B)=\operatorname{Tr}(B A)$
4. $\operatorname{Tr}(A B C)=\operatorname{Tr}(B C A)$
5. $\operatorname{Tr}(A \otimes B)=\operatorname{Tr}(A) \operatorname{Tr}(B)$,
where $\otimes$ is the Kronecker product, defined,

Definition 2.1.18 (Kronecker product). For an $n \times m$ matrix A and $o \times p$ matrix B , the Kronecker product gives an $o n \times m p$ block matrix given by,

$$
A \otimes B=\left[\begin{array}{ccc}
A_{1,1} B & \ldots & A_{1, m} B  \tag{2.83}\\
\vdots & \ddots & \vdots \\
A_{n, 1} B & \ldots & A_{n, m} B .
\end{array}\right]
$$

We will see more of the Kronecker product in the section 2.2 as it is the matrix operation that 'brings together' multiple quantum systems. As we have done before,
let us return to the diagonalisation of a diagonalisable complex $n \times n$ matrix $A$ with unitary makes of eigenvectors $P$ and diagonal matrix of eigenvalues $D_{i, i}=\lambda_{i}$ and take its trace,

$$
\begin{align*}
\operatorname{Tr}(A) & =\operatorname{Tr}\left(P D P^{-1}\right)  \tag{2.84}\\
& =\operatorname{Tr}\left(D P^{-1} P\right)  \tag{2.85}\\
& =\operatorname{Tr}(D)  \tag{2.86}\\
& =\sum_{i} \lambda_{i} \tag{2.87}
\end{align*}
$$

We can therefore see that the trace is the sum of the eigenvalues. From this single value that scales with some property of the matrix we can get a sense of how large a given matrix is.

In fact, this notion of a scalar value giving a sense of the size of a matrix can be generalised. If we instead think about how far from some notion of 0 a given matrix is, then we can build more general frameworks. We call this a norm,

Definition 2.1.19 (Matrix norm). Any function acting on arbitrary matrix $A$ onto the reals, $\|\|:. A \rightarrow \mathbb{R}$ satisfying the following,

1. $\|\alpha A|\|=|\alpha|||A| \mid$
2. $\|A+B\| \leq\|A\|+\|B\|$
3. $\|A\| \geq 0$
4. $\|A\|=0$ iff $A=0$.

Not only does this give us a sense of how far an individual matrix is from 0 , but also the distance between two matrices. The norm induces this idea of distance by taking the difference of two matrices, i.e., $\|A-B\|$. There is no unique sene of a norm, but one particularly important family of norms over Hilbert spaces is known as a Schatten norm.

Definition 2.1.20 (Schatten Norm). Let $\mathcal{H}_{1}, \mathcal{H}_{2}$ be Hilbert spaces, and $A$ a linear bounded operator from $\mathcal{H}_{1}$ to $\mathcal{H}_{2}$. For $p \in[1, \infty)$, we define the Schatten $p$-norm

```
of \(A\) as,
```

$$
\begin{equation*}
\|A\|_{p}=\left(\operatorname{Tr}\left[|A|^{p}\right]\right)^{\frac{1}{p}} . \tag{2.88}
\end{equation*}
$$

A particularly important norm is known as the Frobenius-norm,

$$
\begin{equation*}
\|A\|_{F}=\sqrt{\operatorname{Tr}\left[A A^{\dagger}\right]} . \tag{2.89}
\end{equation*}
$$

The Frobenius norm is an upper bound to the $p=2$ Schatten norm and gives us an intuition into the total distortion induced by a linear transform. In general these above norms are known in general as an operator norm and give a measure of the size of an operator.

This notion becomes particularly powerful when combined with a vector space. Although not necessarily always being induced by a norm, but commonly so, a vector space with an associated inner-product is known as an inner-product space. This equips a vector space with a rigorous geometric meaning, as we have seen previously with vector inner products it gives us a sense of angle and distance with a vector space.

This section has now equipped us with the fundamental linear algebra requirements needed to proceed with our understanding of quantum information theory.

### 2.2 Quantum Information Theory

Information theory concerns itself with the quantification, processing and communication of digital information. Quantum information theory is the study of information as it relates to the state of a quantum system. As with classical information, quantum information can be transmitted, processed and utilised for our advantage.

### 2.2.1 Quantum bits

We relabel a complex unit vector by a "ket",

$$
|\psi\rangle=\left[\begin{array}{c}
\psi_{1}  \tag{2.90}\\
\psi_{2} \\
\vdots \\
\psi_{n}
\end{array}\right]
$$

and a "bra" but its hermitian conjugate,

$$
\begin{equation*}
\langle\psi|=|\psi\rangle^{\dagger} . \tag{2.91}
\end{equation*}
$$

This notation can simply be seen as "syntax sugar" in as much as it does not fundamentally change anything that we do, it simple abstracts a vector in quite a useful way. By unit vector, we mean that it has inner product of 1 . We introduce a new definition of the inner product,

$$
\begin{equation*}
\langle\psi \mid \psi\rangle=1 . \tag{2.92}
\end{equation*}
$$

Which induces a norm,

$$
\begin{equation*}
\||\psi\rangle \|=\sqrt{\langle\psi \mid \psi\rangle} . \tag{2.93}
\end{equation*}
$$

We will now build up the machinery required to define a Hilbert space, that will be complete with respect to this norm. We call this vector, $|\psi\rangle$ a 'state'. Before defining the vector space for quantum states we must also define the notion of a complex metric space. Loosely, a complete metric space, is a vector space with the notion of a distance whereby every sequence that has a diminishing distance in the vector space, converges within the vector space. More formally, we start with a metric space,

Definition 2.2.1 (Metric space). A metric space consists of an ordered pair $(X, d)$, where $X$ is a set and $d$ is a metric on $X$. A metric is a function mapping $d: X \times X \rightarrow \mathbb{R}$ which satisfies the following, for $x, y, z \in X$ :

1. Non-negativity: $d(x, y) \geq 0$
2. Non degeneracy: $d(x, y)=0 \Longleftrightarrow x=y$
3. Symmetry: $d(x, y)=d(y, x)$
4. Triangle inequality: $d(x, z) \leq d(x, y)+d(y, z)$.

Roughly speaking, this gives us the notion of a vector space with a sense of
distance. Next we define a Cauchy sequence,

Definition 2.2.2 (Cauchy sequence). Let $\varepsilon>0$ be given. For a metric space $(X, d)$, we say that a sequence $\left\{x_{n}\right\}_{n \in \mathbb{N}} \subseteq X$ is Cauchy if $\forall \varepsilon \exists N_{\varepsilon} \in$ $\mathbb{N}$ such that $\forall n, m \geq N_{\varepsilon}, d\left(x_{n}, x_{m}\right)<\varepsilon$.

In words, a Cauchy sequence is one such that the further down the sequence we go, the closer the points in the sequence get, where the distance is given by the metric of our space. From these definitions we can now define a complete metric space,

Definition 2.2.3 (Complete metric space). Let ( $X, d$ ) be a metric space and $\left\{x_{n}\right\}_{n \in \mathbb{N}} \subseteq X$ be a Cauchy sequence. We say a metric space is complete if for every Cauchy sequence $\left\{x_{n}\right\}_{n \in \mathbb{N}}, \exists x \in X$ such that $\lim _{n \rightarrow \infty} d\left(x_{n}, x\right)=0$.

Having a complete metric space imbues a vector space with many important properties [209]. It gives us the uniqueness of the adjoint, which further gives us complete set of eigenstates as well as guaranteeing an orthonormal basis, essential elements required for our description of quantum information theory [209]. When we later look at time evolution of quantum states, we will see that completeness also assures the convergence of time evolution operators within the Hilbert space, preserving the probabilistic interpretation of quantum states. The vector space for quantum states is known as a Hilbert space, defined by,

Definition 2.2.4 (Hilbert Space, $\mathcal{H}$ ). A complete complex vector space, along with the dot product that is also a complete metric space with respect to the distance induced by the given inner product. For vectors $|x\rangle,|y\rangle,|z\rangle \in \mathcal{H}$, they must satisfy the following conditions:

1. Symmetric inner product wrt conjugation: $\langle x \mid y\rangle=\overline{\langle y \mid x\rangle}$
2. Linear in the first argument: $\forall \alpha, \beta \in \mathbb{C},\langle\alpha x+\beta y \mid z\rangle=\alpha\langle x \mid z\rangle+\beta\langle y \mid z\rangle$
3. Postitive semi-definite inner product: $\langle x \mid x\rangle \geq 0$ and $\langle x \mid x\rangle=0$ iff $x=0$.

For infinite dimensional quantum systems there are more technical requirements, but for the purposes of this thesis we will stick with finite dimensional systems. Further, for most of this thesis we will be focused on spin- $1 / 2$ particles. Without delving into the details of physics, for our purposes that is a system that can be accurately described as being equivalent to an electron with an $u p$ and down spin. As we saw previously in section 2.1 vector spaces can be decomposed into basis vectors. Here, our basis vectors have physical meaning, one being the $u p$ basis vector and the other being the down. A more physical interpretation of up and down is to think of down as being the ground state of our system and up being the first excited state. Mathematically,

$$
\begin{align*}
\mid \text { up }\rangle=|1\rangle & =\left[\begin{array}{l}
0 \\
1
\end{array}\right],  \tag{2.94}\\
\mid \text { down }\rangle=|0\rangle & =\left[\begin{array}{l}
1 \\
0
\end{array}\right] . \tag{2.95}
\end{align*}
$$

We can now build up a general spin- $1 / 2$ quantum state from a linear combination of these two basis states,

$$
\begin{equation*}
|\psi\rangle=\alpha|0\rangle+\beta|1\rangle, \tag{2.96}
\end{equation*}
$$

subject to $|\alpha|^{2}+|\beta|^{2}=1$ and $\alpha, \beta \in \mathbb{C}$.
The term $|\alpha|^{2}$ corresponds to the probability that the quantum state is in $|0\rangle$ visa versa with $|\beta|^{2}$ and $|1\rangle$. We therefore refer to $\alpha$ and $\beta$ as the probability amplitudes for $|0\rangle$ and $|1\rangle$ respectively. The complex nature of the probability amplitudes is essential, as it not only encodes the probability of a given state, but also the relative phase of our two basis states. It is this relative phase that gives rise some uniquely quantum effects like the double slit experiment [210] and Rabi oscillations [159]. Another important note is that the overall global phase of a quantum state has no physical meaning, as it cannot be measured experimentally and so has no observable impact. A result of this fact is that a common parameterisation is $\alpha=\cos (\theta / 2), \beta=e^{i \phi} \sin (\theta / 2)$. This factors out any imaginary component of $\alpha$ into the global phase. Reducing one degree of freedom should never be underestimated!

This forms the fundamental unit of quantum information, a quantum-bit if you will, much in the same way that the bit, which takes values either 0 or 1 is the classical unit of information. This is why we call this a qubit (quantum-bit). Formally,

Definition 2.2.5 (Pure State Qubit). Are defined to be $\left|\psi_{q}\right\rangle \in \mathbb{C}^{2}$, vector $\langle\psi \mid \psi\rangle=$ 1.

### 2.2.2 Multi-qubit systems

Whilst it is true that one qubit (or one bit for its defence) is in itself a very interesting object to study, we must also look at multi-qubit systems. We looked at the coefficients, that we refer to as probability amplitudes of a single qubit as deriving the probabilities of finding the state in a given state. Then, if we take two states,

$$
\begin{align*}
& \left|\varphi_{1}\right\rangle=\left[\begin{array}{l}
a \\
b
\end{array}\right]  \tag{2.97}\\
& \left|\varphi_{2}\right\rangle=\left[\begin{array}{l}
c \\
d
\end{array}\right], \tag{2.98}
\end{align*}
$$

where $a, c$ and $b, d$ are the probability amplitudes of finding the respective state in $|0\rangle$ or $|1\rangle$ respectively. When we take a joint system of the two qubits we need to represent the probability of finding $(0$ and 0$)$ or $(1$ and 1$)$ or $(1$ and 0$)$ or $(0$ and 1$)$, we can write these probability amplitudes as a vector,

$$
\left|\varphi_{1}\right\rangle \text { and }\left|\varphi_{2}\right\rangle=\left[\begin{array}{l}
a c  \tag{2.99}\\
a d \\
b c \\
b d
\end{array}\right]
$$

This is a definition we have seen previously, the Kronecker product,

$$
\begin{equation*}
\left|\varphi_{1}\right\rangle \text { and }\left|\varphi_{2}\right\rangle=\left|\varphi_{1}\right\rangle \otimes\left|\varphi_{2}\right\rangle . \tag{2.100}
\end{equation*}
$$

It is important that we are careful here, there is no general inner product on a product tensor space. There is however an extension over a Hilbert space. If we let $\left|\varphi_{1}\right\rangle,\left|\varphi_{2}\right\rangle$ belong to a hilbert space $\mathcal{H}_{1}$ and $\left|\psi_{1}\right\rangle,\left|\psi_{2}\right\rangle$ belong to a hilbert space $\mathcal{H}_{2}$, with respective inner products $\langle. \mid .\rangle_{1}$ and $\langle. \mid .\rangle_{2}$. Then we are able to define the inner product


Figure 2.4: Representation of the Bloch sphere.
between the state $\left|\varphi_{1}\right\rangle \otimes\left|\psi_{1}\right\rangle$ and $\left|\varphi_{2}\right\rangle \otimes\left|\psi_{2}\right\rangle$,

$$
\begin{equation*}
\left\langle\varphi_{1} \otimes \psi_{1} \mid \varphi_{2} \otimes \psi_{2}\right\rangle=\left\langle\varphi_{1} \mid \varphi_{2}\right\rangle_{1}\left\langle\psi_{1} \mid \psi_{2}\right\rangle_{2} \tag{2.101}
\end{equation*}
$$

In terms dimensions, for a system of $n$ qubits, we will have a $2^{n}$ dimensional vector state.

### 2.2.3 Unitary transformations and Pauli matrices

Preserving the norm of these vectors is vital if we want to maintain a consistent interpretation of what our vectors represent. How might we represent this? We have a 3-dimensional vector with a fixed norm one. That sounds like moving around surface of a sphere! To see this, we begin by introducing a new representation of a single qubit state,

$$
\begin{equation*}
|\psi\rangle=\cos \left(\frac{\theta}{2}\right)|0\rangle+e^{-i \phi} \sin \left(\frac{\theta}{2}\right) \tag{2.102}
\end{equation*}
$$

where $0 \leq \theta \leq \pi$ and $0 \leq \phi \leq 2 \pi$. We can now reinterpret these two parameters $\theta$ and $\phi$ as spherical coordinates,

$$
\begin{equation*}
\boldsymbol{\alpha}=(\sin (\theta) \cos (\phi), \sin (\theta) \sin (\phi), \cos (\theta)) \tag{2.103}
\end{equation*}
$$

on a sphere of radius 1 over $\mathbb{R}^{3}$. We call $\boldsymbol{\alpha}$ the Bloch vector. A visual representation of this can be found in Figure 2.4 and we call this the Bloch sphere.

We define a matrix $U$ to be a unitary matrix if, $U^{\dagger} U=\mathbb{1}$. From this definition we can demonstrate that a unitary matrix is norm preserving. Explicitly, for some unitary
matrix $U$,

$$
\begin{align*}
\| U|\varphi\rangle \|^{2} & =\langle\varphi| U^{\dagger} U|\varphi\rangle  \tag{2.104}\\
& =\langle\varphi| \mathbb{1}|\varphi\rangle  \tag{2.105}\\
& =\langle\varphi \mid \varphi\rangle=\||\varphi\rangle \|^{2} . \tag{2.106}
\end{align*}
$$

As we have already seen in equation 5.17 this is the definition of a unitary operator. We have also previously seen how we can define an arbitrary unitary operation,

$$
\begin{equation*}
U=e^{-i t H} \tag{2.107}
\end{equation*}
$$

where $t$ is the time we allow our transformation to operate on the state vector and $H$ is the Hermitian transformation matrix, known as a Hamiltonian. The Hamiltonian is the driver of a quantum state's dynamics.

Definition 2.2.6 (Schrödinger equation). For a time evolving quantum state $|\varphi(t)\rangle$, the Hamiltonian drives the state's dynamics described by the Schrödinger equation (we already work in units such that physical constants are set to one, i.e., $\hbar=1$.),

$$
\begin{equation*}
H|\varphi(t)\rangle=i \frac{\partial}{\partial t}|\varphi(t)\rangle \tag{2.108}
\end{equation*}
$$

for a time-independent Hamiltonian, for some initial state $|\varphi(0)\rangle$ and time $t=0$,

$$
\begin{equation*}
|\varphi(t)\rangle=e^{-i H t}|\varphi(0)\rangle \tag{2.109}
\end{equation*}
$$

The canonical basis of Hermitian matrices that will be used extensively throughout this thesis are the Pauli matrices.

Definition 2.2.7 (Pauli matrices). The three Pauli matrices, denoted $\sigma_{x}, \sigma_{y}$ and
$\sigma_{z}$ are defined by,

$$
\begin{align*}
& \sigma_{x}=\left[\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right],  \tag{2.110}\\
& \sigma_{y}=\left[\begin{array}{cc}
0 & -i \\
i & 0
\end{array}\right],  \tag{2.111}\\
& \sigma_{z}=\left[\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right] . \tag{2.112}
\end{align*}
$$

These matrices from a basis of the traceless Hermitian Hamiltonians over the field of real values. In the same way that we did for qubits in section 2.2.1, we will first briefly examine the structure of single-body systems before moving onto multiple-body systems where we will spend most of our time. As previously shown in equation 2.107, we find a unitary operator by taking the exponential of a Hamiltonian. In this way we can generate dynamics for quantum states from the Pauli matrices. We start with a real valued vector $\boldsymbol{\alpha}$, of dimension 3 and norm 1, i.e., $|\boldsymbol{\alpha}|=1$, along with a vector of the Pauli matrices $\boldsymbol{\sigma}=\left(\sigma_{x}, \sigma_{y}, \sigma_{z}\right)$. The dot product of which defines some Hamiltonian,

$$
\begin{equation*}
\hat{H}=(\boldsymbol{\alpha} \cdot \boldsymbol{\sigma}) \tag{2.113}
\end{equation*}
$$

There are two distinct cases for powers of this Hamiltonian, an odd power $2 n+1$ and an even power $2 n$ for $n \in \mathbb{N}$. For an even power we have,

$$
\begin{equation*}
(\boldsymbol{\alpha} \cdot \boldsymbol{\sigma})^{2 n}=\mathbb{1} . \tag{2.114}
\end{equation*}
$$

To show this we begin with $n=1$,

$$
\begin{align*}
(\boldsymbol{\alpha} \cdot \boldsymbol{\sigma})^{2} & =(\boldsymbol{\alpha} \cdot \boldsymbol{\sigma}) \cdot(\boldsymbol{\alpha} \cdot \boldsymbol{\sigma})  \tag{2.115}\\
& =\alpha_{1}^{2} \sigma_{x} \sigma_{x}+\alpha_{1} \alpha_{2} \sigma_{x} \sigma_{y}+\alpha_{2} \alpha_{1} \sigma_{y} \sigma_{x}+\ldots  \tag{2.116}\\
& =\alpha_{1}^{2} \sigma_{x} \sigma_{x}+\alpha_{1} \alpha_{2} \sigma_{x} \sigma_{y}-\alpha_{1} \alpha_{2} \sigma_{x} \sigma_{y}+\ldots  \tag{2.117}\\
& =\alpha_{1}^{2} \sigma_{x} \sigma_{x}+\alpha_{2}^{2} \sigma_{y} \sigma_{y}+\alpha_{3}^{2} \sigma_{z} \sigma_{z}  \tag{2.118}\\
& =\left(\alpha_{1}^{2}+\alpha_{2}^{2}+\alpha_{3}^{2}\right) \mathbb{1}  \tag{2.119}\\
& =\mathbb{1}, \tag{2.120}
\end{align*}
$$

where we have used the fact that we have a norm 1 vector $|\boldsymbol{\alpha}|=1$, a Pauli matrix is its own inverse $\sigma_{i} \sigma_{i}=\mathbb{1}$ and the Pauli matrices anti-commute, $\sigma_{i} \sigma_{j}=-\sigma_{j} \sigma_{i}$. We now take $n>2$ to be given. We can can take $(\boldsymbol{\alpha} \cdot \boldsymbol{\sigma})^{2 n}$, to be $\left((\boldsymbol{\alpha} \cdot \boldsymbol{\sigma})^{2}\right)^{n}$, giving us $\mathbb{1}^{n}=\mathbb{1}$. Given this result we can now compute the odd power case,

$$
\begin{align*}
(\boldsymbol{\alpha} \cdot \boldsymbol{\sigma})^{2 n+1} & =(\boldsymbol{\alpha} \cdot \boldsymbol{\sigma})^{2 n}(\boldsymbol{\alpha} \cdot \boldsymbol{\sigma})  \tag{2.121}\\
& =\mathbb{1}(\boldsymbol{\alpha} \cdot \boldsymbol{\sigma})  \tag{2.122}\\
& =(\boldsymbol{\alpha} \cdot \boldsymbol{\sigma}) . \tag{2.123}
\end{align*}
$$

We can now compute a general unitary evolution for a single qubit Hamiltonian,

$$
\begin{align*}
e^{-i t \hat{H}} & =\sum_{n=0}^{\infty} \frac{i^{n} t^{n}(\boldsymbol{\alpha} \cdot \boldsymbol{\sigma})^{n}}{n!}  \tag{2.124}\\
& =\sum_{n=0}^{\infty} \frac{\left.i^{2 n} t^{2 n}(\boldsymbol{\alpha} \cdot \boldsymbol{\sigma})^{( } 2 n\right)}{(2 n)!}+\sum_{n=0}^{\infty} \frac{i^{2 n+1} t^{2 n+1}(\boldsymbol{\alpha} \cdot \boldsymbol{\sigma})(2 n+1)}{(2 n+1)!}  \tag{2.125}\\
& =\sum_{n=0}^{\infty} \frac{-1^{n} t^{2 n}}{(2 n)!} \mathbb{1}+i(2 n+1) \sum_{n=0}^{\infty} \frac{-1^{n} t^{2 n+1}}{(2 n+1)!}(\boldsymbol{\alpha} \cdot \boldsymbol{\sigma})  \tag{2.126}\\
& =\cos (t) \mathbb{1}+i \sin (t)(\boldsymbol{\alpha} \cdot \boldsymbol{\sigma}) . \tag{2.127}
\end{align*}
$$

This is without loss of generality in the case that $\boldsymbol{\alpha}$ is not of norm 1 , as the norm of the vector can be absorbed into $t$.

We saw previously in section 2.2.2 how to build up a many qubit system through the Kronecker product of qubits. For Hamiltonians this structure remains, that is to say if we want our Hamiltonian to act with the Pauli X rotation on the first qubit and do nothing to the second qubit our Hamiltonian is simply $\sigma_{x} \otimes \mathbb{1}$.

Here we examined the foundation of manipulating quantum state. The hidden assumption has been that we are under ideal conditions, with no external environment negativity impacting our quantum state. We now move onto building the mathematical framework to model such environmental impacts.

### 2.2.4 Quantum noise

Unfortunately, unwanted interaction with the environment is part and parcel of real world quantum systems. It would be a grave mistake to omit this fact entirely in our analysis.

The dynamics of a closed quantum system are given by a unitary evolution. In
a closed system, information is preserved and evolution reversible. As we have seen, we can consider a quantum system as being composed of various smaller subsystems. When two such systems are entangled, they are correlated such that complete knowledge of one sub-system requires complete knowledge of the other as well. In this sense, if we only observe one of the sub-systems then it would appear that we have lost information regarding its state. The sub-system will now be in a state of classical uncertainty, being dependent on the state of its entangled partner.

In this way we can build up a picture of how quantum states interact with their surrounding environment. We have the main system $\left(\rho_{s}\right)$ that we are interesting in, as well as some environment $\left(\rho_{e}\right)$. Here, we assume that these two states begin in a product state. Noting, quantum systems are continuously interacting with their environment, but this assumption holds for key noise models and simple environments. This assumption is particularly justified by our emphasis on experimental work. At the beginning of each experiment, the experimentalist is able to remove almost all correlations with the initial state and environment. As seen in Figure 2.5, in general once a quantum system has undergone a joint evolution with some environment it will no longer be unitarily related to its initial state.


Figure 2.5: Model of environmental interaction and its effect on an input state. The unitary dynamics is parameterised by some value on the system $\varphi$ and a noise strength $\gamma$ (this is the typical parameterisation we will work with). The final state of the system $\mathcal{E}\left(\rho_{s}\right)$ represents the non-unitary quantum channel the system state undergoes.

An analytic form to the channel $\mathcal{E}\left(\rho_{s}\right)$ is still required for meaningful calculations. For this, we turn to the partial trace. When tracing over a sub-system, you eliminate all aspects of the state which pertain to that particular sub-system, leaving only the other. In this way, we can examine only the main system's state whilst taking into account the impact an environment has on it. Formally,

Definition 2.2.8 (Partial trace $\mathrm{Tr}_{b}$ ). A mapping from a global state composed of two sub-systems $a$ and $b, \rho_{a b}$ over a composite Hilbert space $\mathcal{H}_{a} \otimes \mathcal{H}_{b}$ onto the

Hilbert space $\mathcal{H}_{a}$ along with its corresponding density matrix $\rho_{a}$.
Let the set $\left\{\alpha_{i}\right\}$ and $\left\{\beta_{i}\right\}$ be some orthonormal basis states for the Hilbert space $\mathcal{H}_{a}$ and $\mathcal{H}_{b}$ respectively. Note that any state on the joint Hilbert space $\mathcal{H}_{a} \otimes \mathcal{H}_{b}$ can be expressed,

$$
\begin{equation*}
\rho_{a b}=\Sigma_{i j k l} \eta_{i j k l}\left|\alpha_{i}\right\rangle\left\langle\alpha_{j}\right|\left|\beta_{k}\right\rangle\left\langle\beta_{l}\right| \tag{2.128}
\end{equation*}
$$

Then the partial trace is given by,

$$
\begin{equation*}
\operatorname{Tr}_{b} \rho_{a b}=\Sigma_{i j k l} \eta_{i j k l}\left|\alpha_{i}\right\rangle\left\langle\alpha_{j}\right|\left\langle\beta_{l} \mid \beta_{k}\right\rangle \tag{2.129}
\end{equation*}
$$

Note that this is referred to as tracing out as $\operatorname{Tr}\left|\beta_{k}\right\rangle\left\langle\beta_{l}\right|=\left\langle\beta_{l} \mid \beta_{k}\right\rangle$. It is not obvious from the above definition, but the partial trace is in fact invariant with respect to the basis. Let $L(\mathcal{H})$ denote the space of linear operators on $\mathcal{H}$. Then we can define the partial trace to be the unique function $\operatorname{Tr}_{b}: L\left(\mathcal{H}_{a} \otimes \mathcal{H}_{b}\right) \rightarrow L\left(\mathcal{H}_{\dashv}\right)$, further satisfying, $\operatorname{Tr}_{b}(A \otimes B)=\operatorname{Tr}(B) A \forall A \in \mathcal{H}_{a}$ and $\forall B \in \mathcal{H}_{b}$. We can now apply the partial trace to our quantum channel outlined in Figure 2.5. To do this, we take the partial trace over the environment of the final state, to leave only the main system we are concerned with. Let $\rho_{e}=\left|\beta_{0}\right\rangle\left\langle\beta_{0}\right|$ be the initial pure state and the set $\left\{\beta_{i}\right\}$ be some orthonormal basis for the environment's (finite) dimensional Hilbert space. Then,

$$
\begin{align*}
\mathcal{E}\left(\rho_{s}\right) & =\operatorname{Tr}_{e} U_{\varphi, \gamma} \rho_{s} \otimes \rho_{e} U_{\varphi, \gamma}^{\dagger}  \tag{2.130}\\
& =\Sigma_{i}\left\langle\beta_{i}\right| U_{\varphi, \gamma} \rho_{s} \otimes\left|\beta_{0}\right\rangle\left\langle\beta_{0}\right| U_{\varphi, \gamma}^{\dagger}\left|\beta_{i}\right\rangle  \tag{2.131}\\
& =\Sigma_{i} E_{i} \rho_{s} E_{i}^{\dagger} \tag{2.132}
\end{align*}
$$

Where we define $E_{i}$,

$$
\begin{align*}
E_{i} & =\left(\mathbb{1}_{s} \otimes\left\langle e_{i}\right|\right) U_{\varphi, \gamma}\left(\mathbb{1}_{s} \otimes\left|e_{0}\right\rangle\right)  \tag{2.133}\\
& =\left\langle e_{i}\right| U_{\varphi, \gamma}\left|E_{0}\right\rangle \tag{2.134}
\end{align*}
$$

further defining $\mathbb{1}_{s}$ to be the identity operator on the system Hilbert space and $\left\{\left|e_{i}\right\rangle\right\}$ to be the set of basis states for the environment. The operator $E_{i}$ is known as a Kraus operator acting on the space of the main system. In order to maintain the trace of the final state as 1 (closure condition), we have that $\Sigma_{i} E_{i}^{\dagger} E_{i}=\mathbb{1}$.

There are two main noise channels that we consider in this work. The depolarizing channel and dephasing channel. We parameterise the noise strength by $\gamma$, which takes values between 0 and 1 , inclusive. For the depolarizing channel, there is probability $1-\gamma$ that nothing happens to the state and $\gamma$ probability that it is completely depolarized, that is, reduced to a complete mixed state $\mathbb{1}$,

$$
\begin{equation*}
\mathcal{E}_{\gamma}(\rho)=\frac{\gamma}{2} \mathbb{1}+(1-\gamma) \rho . \tag{2.135}
\end{equation*}
$$

Where depolarizing noise can be seen as shrinking the Bloch sphere in all directions, dephasing noise can be seen as shrinking the Bloch sphere only along the Pauli-Z direction,

$$
\begin{equation*}
\mathcal{E}_{\gamma}(\rho)=\gamma \sigma_{z} \rho \sigma_{z}+(1-\gamma) \rho . \tag{2.136}
\end{equation*}
$$

### 2.2.5 Measurement

One of the key differences between quantum information and classical information is the fact that we have non-commuting observables. This is something very key to this thesis. In short, the order in which we measure things does matter. The canonical example of position and momentum. With effects like non-commuting observables that impose some limit on how well we can estimate two parameters, one could be forgiven for thinking that using quantum systems for sensing is detrimental. There is however, more that distinguishes quantum information from classical. Another key uniquely quantum effect is that of entanglement. Quantum entanglement allows two or more quantum systems to become more highly correlated than would ever be possible classically. This, as will see, is a potent resource that grants us the ability to achieve tasks not possible in a purely classical setting. There is no one clear aspect that grants us a quantum advantages. This advantage does however come at a cost, sensitivity to noise. Quantum systems are far more sensitive to environmental noise than classical systems. This makes the faithful and fast manipulation and read out of quantum information a key element to full utilization of quantum systems.

The final aspect of quantum information theory (in the general) that we cover here is information extraction. Without the ability to extract the information we have gained in our quantum system, the additional power is wasted. Information is extracted from quantum systems via measurements on said system.

In the previous section where we discussed quantum noise channels, we noted that an interaction with an environment can be seen as some joint unitary dynamics. In a
similar way, quantum measurements can be seen as an additional external coupling. A measurement of a quantum system is described by a set of operators, $M_{i}$, that we shall call measurements operators. This is a set of operators that act on the space of the system that we are measuring. The measurements are indexed by the possible outcomes of the measurements, $i$. If we take some final pure state $|\psi\rangle$, then the probability of any given outcome, $i$, is given by,

$$
\begin{equation*}
p(i)=\left\langle\psi M_{i}^{\dagger} M_{i} \psi\right\rangle . \tag{2.137}
\end{equation*}
$$

Further, the state of the system after said outcome,

$$
\begin{equation*}
\frac{M_{i}|\psi\rangle}{\sqrt{\left\langle\psi M_{i}^{\dagger} M_{i} \psi\right\rangle}} . \tag{2.138}
\end{equation*}
$$

Further, the set of measurements must satisfy the completeness condition,

$$
\begin{equation*}
\sum_{i} M_{i}^{\dagger} M_{i}=\mathbb{1} . \tag{2.139}
\end{equation*}
$$

There are two main classes of measurement we consider, projective and general positive operator valued measure (POVM). A rank-1 projective measurement (hereby refered to as projective) is one where the measurement operator is given by a pure projective state. The resulting state after such a measurement will either be in the state queried or its orthogonal counterpart. A POVM is a generalisation of a projective measurement. In the same way that we can take general non-untiary dynamics and purify then into a larger space of unitary dynamics, we can see a POVM as being a projective measurement over a larger space. It is Naimark's dilation theorem [74] (sometimes spelt Neumark) that shows precisely how a POVM can be obtained from a projective measurement acting on a larger space. Naimark's theorem states, that for any set of POVMs $\left\{M_{i}\right\}$ acting over a Hilbert space $\mathcal{H}_{1}$, then there existing a set of projective measurements $\left\{\Pi_{i}\right\}$ acting on a larger Hilbert space $\mathcal{H}_{2}$ and a mapping $T$, such that $\forall i$,

$$
\begin{equation*}
M_{i}=T^{\dagger} \Pi_{i} T . \tag{2.140}
\end{equation*}
$$

We are able to outline a rough proof of this statement with the direct construction of $T$. Let $\mathcal{H}_{s}$ be the Hilbert space of the system we are interested in measuring with a POVM $\left\{M_{i}\right\}_{i=1}^{n}$, further $\mathcal{H}_{a}$ be an ancillary Hilbert space with basis states $\{|i\rangle\}_{i=1}^{n}$, along with the total Hilbert space $\mathcal{H}_{t}=\mathcal{H}_{s} \otimes \mathcal{H}_{a}$. We now define the projective



Figure 2.6: Representation of a projective measurement and a general POVM.
measurement and transformation as such,

$$
\begin{align*}
\Pi_{i} & =\mathbb{1}_{s} \otimes|i\rangle\left\langle\left. i\right|_{a}\right.  \tag{2.141}\\
T & =\sum_{i=1}^{n} \sqrt{M_{i}} \otimes|i\rangle_{a} . \tag{2.142}
\end{align*}
$$

We can now explicitly show that the probability of outcome $i$ on state $|\psi\rangle\left\langle\left.\psi\right|_{s}\right.$ when measured with POVM $M_{i}$, is the same as when using the transformed projective measurement $\Pi_{i}$,

$$
\begin{align*}
p(i) & =\operatorname{Tr}\left[|\psi\rangle\left\langle\left.\psi\right|_{s} T^{\dagger} \Pi_{i} T\right]\right.  \tag{2.143}\\
& =\operatorname{Tr}\left[|\psi\rangle\left\langle\left.\psi\right|_{s} T^{\dagger} \mathbb{1}_{s} \otimes \mid i\right\rangle\left\langle\left. i\right|_{a} T\right]\right.  \tag{2.144}\\
& =\operatorname{Tr}\left[| \psi \rangle \left\langle\psi | _ { s } \left(\sum_{j=1}^{n}=\sqrt{M_{j}}{ }^{\dagger} \otimes\left\langle\left. j\right|_{a}\right) \mathbb{1}_{s} \otimes|i\rangle\left\langle\left. i\right|_{a}\left(\sum_{k=1}^{n}=\sqrt{M_{k}} \otimes|k\rangle_{a}\right)\right]\right.\right.\right. \tag{2.145}
\end{align*}
$$

$$
\begin{equation*}
=\operatorname{Tr}\left[|\psi\rangle\left\langle\left.\psi\right|_{s} M_{i}\right]\right. \tag{2.146}
\end{equation*}
$$

Indeed, this is how we are able to physically implement a POVM on a physical system, by extending the mapping $T$, into a unitary operator $U$ such that $T=U\left(\mathbb{1}_{s} \otimes|0\rangle_{a}\right)$, which can always be done [74]. The introduction of an arbitrary ancilla (or helper) system (of maximum dimension the same as the main system) and then taking a measurement over the joint system is sufficient to model a general measurement on the main system. A representation can be seen in Figure 2.6.

### 2.3 Magnetometry

The physical set up of interest in this thesis is that of an external magnetic field acting on a spin- $1 / 2$ system. As such we outline precisely what we mean by magnetometry for the purposes of this thesis. For some system of $N$ qubits, a magnetic field acts independently on each qubit. Mathematically this is described by a single-body

Hamiltonian. Which for some one qubit Hamiltonian $h$ and $N$ qubit is given by,

$$
\begin{equation*}
\hat{H}(\hat{h}, N)=\sum_{i=1}^{N} \mathbb{1}^{\otimes(i-1)} \otimes \hat{h} \otimes \mathbb{1}^{\otimes(N-i)} . \tag{2.147}
\end{equation*}
$$

Within this work we assume that the magnetic field is uniform over the qubit system. Other works have examined the case where a magnetic field varies over the qubits and gradients of a magnetic field can be estimated [10, 12]. A magnetic field can be described by three vector components and we will denote this vector $\varphi=\left(\varphi_{x}, \varphi_{y}, \varphi_{z}\right)$. We will examine two cases of a magnetic field, the full three parameter case and a single parameter instance where the magnetic field only acts in the $Z$-direction. Giving us two central Hamiltonians of interest,

$$
\begin{align*}
& \hat{H}_{1}=\varphi_{z} \hat{H}\left(\sigma_{z}, N\right),  \tag{2.148}\\
& \hat{H}_{3}=\varphi_{x} \hat{H}\left(\sigma_{x}, N\right)+\varphi_{y} \hat{H}\left(\sigma_{y}, N\right)+\varphi_{z} \hat{H}\left(\sigma_{z}, N\right) . \tag{2.149}
\end{align*}
$$

Note that standard notation for $\hat{H}_{1}$ is $L_{z}^{N}$, we use this notation to distinguish between the one and three parameter Hamiltonian cleanly and only ever study the Pauli- $Z$ one parameter Hamiltonian. For clarity we enumerate a set of definitions that fully describe the possible elements required for the theoretical study of a magnetometry problem.

The NV center [157, 202, 42] is a defect in diamond comprised of a nitrogen atom where a carbon would usually sit, along with an adjacent vacancy, or lack of atom in the lattice. An electron pair protrudes from the nitrogen atom and forms a spin-1 system, that can also be treated as a spin- $1 / 2$ system. For example, at zero magnetic field there is a degeneracy in the spin- 1 system that makes two of the energy level indistinguishable, hence effectively a spin- $1 / 2$ system.

The NV center has been demonstrated as an excellent magnetometry architecture, possessing high sensitivity to magnetic fields along with long coherence times [199, $148,180,18,37,50,63]$. Microwave control, optical readout and high sensitivity even at room temperature are just a handful of further properties that make the NV center an excellent experimental set-up.

### 2.4 Metrology

Here we will examine the relevant topics in quantum metrology that will aid our task. Quantum metrology is a field that looks to exploit quantum resources that are not available in classical metrology. We will see that entanglement is the strongest resource at our disposal, it should be noted here though that very large entangled systems are practically very difficult to maintain and protect from noise. However, that is a problem for another time as we restrict ourselves to the much nicer noiseless setting.

It is only recently that we have reached the point that experimental measurements are quantum limited, that is to say that an experiment can gain no more sensitivity classically, but quantum metrology allows us to get more sensitivity. The most exciting examples include the LIGO search for gravitational waves [113], which actually utilities squeezing more than entanglement as well as atomic clocks. The use of squeezed light as a resource in the LIGO search has been a relatively recent upgrade to the experiment as theory and technology has improved radically in recent years. Of course magnetometry is another exciting application of quantum metrology that we are delving into here. The main advantage here is the ability to measure a magnetic field without using another one, this goes some way to eliminate the observer effect and give a truer value for the field strength. That is, using a probe to measure a magnetic field that doesn't itself generate one eliminates a potential source of systematic error. There are many very promising and exciting applications for magnetometry including the medical monitoring of heart and brain activity [200,50] as well as GPS without the need for satellites [76]. It should here be stressed that there is no shortage of uses for magnetometry due to the ubiquity of magnetic fields [167].

It is only in the multi-parameter setting that we invoke all of the axioms of quantum mechanics, most importantly the incompatibility of observables is bought into the picture. The foundations of quantum multiparameter estimation was outlined by Helstrom [93] and Holevo [97]. Magnetometry is one of the archetypal examples in quantum enhanced estimation.

The goal of quantum enhanced multi-parameter estimation is to optimally estimate more than one parameter that is encoded into some initial state by an external process. Our optimality condition is the minimisation of the sum of variances of all parameters we are interested in estimating. This is represented by the blue segment in Figure 2.7.

Quantum enhanced metrology, is the exploration of extracting maximal information from a given physicsal system about a vector of unknown parameters. It is of great


Figure 2.7: A cartoon representation of the standard quantum estimation process along with the hierarchy of bounds it introduces. The blue dotted segment represents the sum variance of your estimates, the performance figure for any actual experiment. The purple segment represent the classical Fisher information, the first Cramér-Rao bound in our hierarchy. It does not depend on the estimator or data collected, only the parameter encoded state, and a set of POVMS. Finally the orange section represents the solely parameter encoded state dependant Cramér-Rao bounds.
importance to many existing and emerging quantum technologies. In a typical linear scheme there are three stages to any metrology experiment we consider; preparation, encoding, measurement. This work will examine the relationship between the quantum bounds on the preparation stage and the classical bounds at the measurement stage. In particular, we look at how the classical bounds can asymptotically or indeed in a finite number of copies approach the quantum bounds.
Multi-parameter metrology is distinct from single-parameter metrology in several aspects. Firstly the single-parameter HCRB (reduces down to the Quantum Fisher Information (QCRB) [130]) is always saturable [31]. Whereas there is no guarantee of attainability in the multi-parameter setting. This comes from the second important distinction, incompatible observables. The inability to simultaneously diagonalise observables limits the precision of simultaneous estimation. In this way multi-parameter estimation invokes all axioms of quantum mechanics. This is what gives rise to the differing behavior in attainability for multi-parameter problems.
As well as the fundamental questions of attainability there are also interesting practical questions that can be answered at the same time. As in all emerging quantum technolo-
gies it is important to look at the question of classical/quantum state/measurement. In this way, we look to investigate where quantum advantage is most useful over noise. On the single copy level it is sufficient to determine whether or not the state/measurement are product states or not and is known for single-parameter estimation [31, 11]. The possibility of requiring multiple copies in the multi-dimensional setting adds another question to this, e.g. is it possible to gain an advantage by using an entangling measurement over multiple copies when the input state and measurement on the single copy level are product, as is the case for high noise.

### 2.4.1 Classical estimation theory

Estimation theory builds a framework around the problem of estimating the value of a vector of parameters $\varphi=\left[\varphi_{1}, \ldots, \varphi_{p}\right]^{T}$. This vector of parameters describe some physical system, from which we are able to take measurements. These measurement outcomes contain some random component and our task is to use an estimator to attempt to approximate the true value of $\varphi$.

There are four key components of an estimation problem. Firstly, the $p$ parameters we wish to estimate, $\boldsymbol{\varphi}=\left[\varphi_{1}, \ldots, \varphi_{p}\right]^{T}$. Secondly, a statistical sample of observed outcomes, this being a vector of $k$ outcomes $\boldsymbol{x}=\left[x_{1}, \ldots, x_{k}\right]$. Thirdly, a probability density function $p(\boldsymbol{x} \mid \boldsymbol{\varphi})$, that we use to describe the underlying distribution our measurements are described by. This probability density function is conditional on the values of the parameters. Finally, an estimator $\tilde{\varphi}$, a function from the space of observed outcomes to the parameter space.

Estimation theory is also concerned with asking, how good is an estimator? In particular, we want to know how precise an estimator is. This section will dedicate significant time to Cramér-Rao bounds, lower bounds on the variance of an estimator. This allows for more detailed study of the individual components of an estimation problem. For example, how sensitive is a quantum state to an unknown parameter, independent of an estimator or measurement?

We now reframe classical estimation into a quantum setting. More formally, given a finite-dimensional Hilbert space $\mathcal{H}$, we consider a family of quantum states $\rho_{\varphi}$ that depends on a vector $\varphi$ of $p$ real parameters. The set $\left\{\varphi, \rho_{\varphi}, \mathcal{H}\right\}$ is also known as a quantum statistical model. Estimation is then performed from the measurement outcomes $x$, with probability given by the Born rule $p(x \mid \boldsymbol{\varphi})=\operatorname{Tr}\left[\rho_{\varphi} \Pi_{x}\right]$, where $\Pi_{x}$ is an element of a positive, operator-valued measure (POVM) $\Pi=\left\{\Pi_{x} \geq 0 \mid \sum_{x} \Pi_{x}=\mathbb{1}\right\}$ that describes the statistics of the measurement apparatus. In particular, we often
focus on rank-1 projective measurements $\Pi_{x}=|x\rangle\langle x|$, where $|x\rangle$ is an orthonormal basis; for brevity we will refer to them as projective measurements. The function of the outcomes $x$ that gives an estimate $\tilde{\varphi}(x)$ is the estimator and its precision can be quantified by the mean square error matrix (MSEM)

Definition 2.4.1 (mean square error matrix (MSEM)).

$$
\begin{equation*}
V_{\varphi}(\Pi, \tilde{\varphi})_{i, j}=\sum_{x} p(x \mid \varphi)\left[\tilde{\varphi}(x)_{i}-\varphi_{i}\right]\left[\tilde{\varphi}(x)_{j}-\varphi_{j}\right] \tag{2.150}
\end{equation*}
$$

To compare estimation errors in a strictly ordered way we define the scalar figure of merit ${ }^{1}$,

$$
\begin{equation*}
\Delta^{2} \tilde{\boldsymbol{\varphi}}=\operatorname{Tr}\left[V_{\boldsymbol{\varphi}}(\Pi, \tilde{\boldsymbol{\varphi}})\right] \tag{2.151}
\end{equation*}
$$

Furthermore, we restrict ourselves to locally unbiased estimators that satisfy for all $i, j$ [97]

$$
\begin{align*}
\sum_{x} p(x \mid \boldsymbol{\varphi})\left(\tilde{\varphi}(x)_{i}-\varphi_{i}\right) & =0  \tag{2.152}\\
\sum_{x} \tilde{\varphi}(x)_{i} \frac{\partial p(x \mid \boldsymbol{\varphi})}{\partial \varphi_{j}} & =\delta_{i j} \tag{2.153}
\end{align*}
$$

Noting that this relation holds for fixed value of $\varphi$. Here and henceforth, all quantities are evaluated at the true value of the parameter. The MSEM in Eq. (2.150) for such estimators is just the covariance matrix, which satisfies the lower bound $V_{\varphi}(\Pi, \tilde{\varphi}) \geq$ $F\left(\rho_{\varphi}, \Pi\right)^{-1}$, in terms of the classical Fisher information (CFI) matrix [122]

Definition 2.4.2 (classical Fisher information matrix). ,

$$
\begin{equation*}
F\left(\rho_{\boldsymbol{\varphi}}, \Pi\right)_{i j}=\sum_{x} p(x \mid \boldsymbol{\varphi})\left(\frac{\partial \log p(x \mid \boldsymbol{\varphi})}{\partial \varphi_{i}}\right)\left(\frac{\partial \log p(x \mid \boldsymbol{\varphi})}{\partial \varphi_{j}}\right) \tag{2.154}
\end{equation*}
$$

[^0]We will mainly focus on the corresponding scalar bound $C^{\mathrm{C}}\left(\rho_{\varphi}, \Pi\right)$ such that classical Cramér-Rao bound

$$
\begin{equation*}
\Delta^{2} \tilde{\varphi} \geq \operatorname{Tr}\left[F\left(\rho_{\varphi}, \Pi\right)^{-1}\right]=C^{\mathrm{C}}\left(\rho_{\varphi}, \Pi\right) \tag{2.155}
\end{equation*}
$$

where the superscript stands for classical, in contrast to quantum bounds which will depend only on the family $\rho_{\varphi}$ and not on the measurement. The Cramér-Rao bound was orignally demonstrated and proven by Harald Cramér [49] and Calyampudi Radhakrishna Rao [164]

### 2.4.2 Quantum Cramér-Rao bounds

The CCRB, lower bounds the variance of an estimation problem independent of the estimator function. We now look at QCRBs, which look to lower bound the CCRB, independent of the measurement. This grants the ability to only study the input state to our estimation problem and can help reveal the deeper physical and information theoretic intuition behind quantum estimation theory.

The CFI matrix is upper bounded as $F\left(\rho_{\varphi}, \Pi\right) \leq J\left(\rho_{\varphi}\right)$ by the QFI matrix

Definition 2.4.3 (Quantum Fisher information matrix).

$$
\begin{equation*}
J\left(\rho_{\varphi}\right)_{i j}=\operatorname{Tr}\left[\frac{L_{i} L_{j}+L_{j} L_{i}}{2} \rho_{\varphi}\right] \tag{2.156}
\end{equation*}
$$

defined in terms of the symmetric logarithmic derivative (SLD) $\left\{L_{i}\right\}$ satisfying $\partial \rho_{\varphi} / \partial \varphi_{i}=\left(L_{i} \rho_{\varphi}+\rho_{\varphi} L_{i}\right) / 2$ and $L_{i}^{\dagger}=L_{i}$. The corresponding scalar bound $C^{S}\left(\rho_{\varphi}\right)$ is ${ }^{2}$

Quantum Cramér-Rao bound

$$
\begin{equation*}
\Delta^{2} \tilde{\varphi} \geq C^{\mathrm{C}}\left(\rho_{\varphi}, \Pi\right) \geq C^{S}\left(\rho_{\varphi}\right)=\operatorname{Tr}\left[J\left(\rho_{\varphi}\right)^{-1}\right] \tag{2.157}
\end{equation*}
$$

[^1]We outline of a proof for the single parameter QCRB, following [146], to give an intuitive as to where this form comes from. See Appendix H. of [121] to see a complete proof in the multiparameter picture. We begin with the following substitution,

$$
\begin{align*}
\partial_{\varphi} p(x \mid \varphi) & =\operatorname{Tr}\left[\partial \varphi \rho_{\varphi} \Pi_{x}\right]  \tag{2.158}\\
& =\operatorname{Re}\left(\operatorname{Tr}\left[\rho_{\varphi} \Pi_{x} L_{\varphi}\right]\right) \tag{2.159}
\end{align*}
$$

Which we use with eq. 2.4.2 to maximise over measurements,

$$
\begin{align*}
F\left(\rho_{\varphi}, \Pi\right) & =\sum_{x} \frac{\operatorname{Re}\left(\operatorname{Tr}\left[\rho_{\varphi} \Pi_{x} L_{\varphi}\right]\right)^{2}}{\operatorname{Tr}\left[\rho_{\varphi} \Pi_{x}\right]}  \tag{2.160}\\
& \leq \sum_{x}\left|\frac{\operatorname{Tr}\left[\rho_{\varphi} \Pi_{x} L_{\varphi}\right]}{\sqrt{\operatorname{Tr}\left[\rho_{\varphi} \Pi_{x}\right]}}\right|^{2}  \tag{2.161}\\
& =\sum_{x}\left|\operatorname{Tr}\left[\frac{\sqrt{\rho_{\varphi}} \sqrt{\Pi_{x}}}{\sqrt{\operatorname{Tr}\left[\rho_{\varphi} \Pi_{x}\right]}} \sqrt{\Pi_{x}} L_{\varphi} \sqrt{\rho_{\varphi}}\right]\right|^{2}  \tag{2.162}\\
& \leq \sum_{x} \operatorname{Tr}\left[\Pi_{x} L_{\varphi} \rho_{\varphi} L_{\varphi}\right]  \tag{2.163}\\
& =\operatorname{Tr}\left[\rho_{\varphi} L_{\varphi}^{2}\right] . \tag{2.164}
\end{align*}
$$

Which gives us, $F\left(\rho_{\varphi}, \Pi\right) \leq J\left(\rho_{\varphi}\right)$. The HCRB introduced by Holevo [97], in the equivalent formulation given by Nagaoka [136], is defined as

Holevo-Cramér-Rao bound,

$$
\begin{gather*}
C^{\mathrm{H}}\left(\rho_{\varphi}\right)=\min _{X} \operatorname{Tr} \operatorname{Re} Z[X]+\|\operatorname{Im} Z[X]\|_{1}  \tag{2.165a}\\
\text { s.t. } \quad \operatorname{Tr} X_{i} \frac{\partial \rho_{\varphi}}{\partial \varphi_{j}}=\delta_{i j}  \tag{2.165b}\\
Z[X]_{i j}=\operatorname{Tr}\left[\rho_{\varphi} X_{i} X_{j}\right] \tag{2.165c}
\end{gather*}
$$

where $X=\left\{X_{1}, \ldots X_{p}\right\}$ is a collection of $p$ Hermitian matrices, Re and Im denote the elementwise real and imaginary part of a matrix and $\|\cdot\|_{1}$ denotes the trace norm (sum of the singular values). The explicit computation form of the HCRB, as
presented by Nagaoka [136], gives us a useful form for explicit computation. In order to gain more intuition from the proof of the HCRB we return to its orignal form from Holevo [97],

$$
\begin{equation*}
C^{\mathrm{H}}=\min _{X, V}\left(\operatorname{Tr}[V] V \geq Z[X], \operatorname{Tr}\left[\nabla \rho_{\varphi} X^{T}\right]\right) \tag{2.166}
\end{equation*}
$$

where $X=\left[X_{1}, \ldots X_{p}\right]$, is a vector $p$ (being the number of paramters we wish to estimate) of Hermitian matrices, acting on the Hilbert space of $\rho_{v} \operatorname{arphi}, V$ is a real square matrix of dimension $p$ and $Z[X]$ takes the same definition as eq. 4.3. We follow the proof of [53], which in turn follows the proof of [136], with an increased emphasis on extracting a physical intuition from the proof. We begin with any measurement, $\left\{M_{i}\right\}$, a locally unbiased estimator $\tilde{\varphi}(i)$ of some fixed vector of parameters $\varphi$, of length $p$. From this, we define a vector of length $p$, of Hermitian matricies, $X=$ $\left[X_{1}, \ldots, X_{p}\right]^{T}$,

$$
\begin{equation*}
X=\sum_{i}(\tilde{\varphi}(i)-\varphi) M_{i} \tag{2.167}
\end{equation*}
$$

We can gain some immediate intuition if we first look at the case where $\left\{M_{i}\right\}$ is projective. As we can compute the following equality,

$$
\begin{equation*}
V_{\varphi}(\Pi, \tilde{\varphi})=\operatorname{Tr}\left[\rho_{\varphi} X X^{T}\right] \tag{2.168}
\end{equation*}
$$

In the setting where $\left\{M_{i}\right\}$ is not projective, this equality does not generally hold. We will now define a new extended space, that will allow us to find an inequality that will hold in general.

Let $\mathbb{C}^{p}$, be a complex extension to the Hilbert space $\mathcal{H}$ of $\rho_{\varphi}, \mathbb{C}^{p} \otimes \mathcal{H}$. We now construct a positive (implying partial traces are also positive), linear operator $T$ on $\mathbb{C}^{p} \otimes \mathcal{H}$,

$$
\begin{equation*}
T=\sum_{i}[(\tilde{\boldsymbol{\varphi}}(i)-\boldsymbol{\varphi}) \mathbb{1}-X] M_{i}[(\tilde{\boldsymbol{\varphi}}(i)-\boldsymbol{\varphi}) \mathbb{1}-X]^{T} \tag{2.169}
\end{equation*}
$$

Taking the trace of this operator on the new total state space,

$$
\begin{align*}
\operatorname{Tr}_{\mathcal{H}}\left[\left(\mathbb{1} \otimes \rho_{\varphi}\right)\right] & =\sum_{i}(\tilde{\boldsymbol{\varphi}}(i)-\boldsymbol{\varphi}) \operatorname{Tr}\left[M_{i} \rho_{\varphi}\right](\tilde{\boldsymbol{\varphi}}(i)-\boldsymbol{\varphi})^{T}-\operatorname{Tr}\left[\rho_{\varphi} X X^{T}\right]  \tag{2.170}\\
& =V_{\boldsymbol{\varphi}}(\Pi, \tilde{\boldsymbol{\varphi}})-\operatorname{Tr}\left[\rho_{\varphi}\right]  \tag{2.171}\\
& =V_{\boldsymbol{\varphi}}(\Pi, \tilde{\boldsymbol{\varphi}})-Z[X] \geq 0 . \tag{2.172}
\end{align*}
$$

From which we can derive the following matrix and scalar bounds,

$$
\begin{equation*}
V_{\varphi}(\Pi, \tilde{\varphi}) \geq Z[X] \tag{2.173}
\end{equation*}
$$

and

$$
\begin{equation*}
\operatorname{Tr}\left[V_{\varphi}(\Pi, \tilde{\varphi})\right] \geq \operatorname{Tr}[Z[X]] \tag{2.174}
\end{equation*}
$$

The intuition we see here is similar to that of Naimark's theorem. We take a POVM, extend the Hilbert space such that we have the behavior of a projective measurement and optimise over the new free parameters. Here we found a bound that depends only on the measurement and estimator through $X$. As such, if we are to minimise over valid vectors $X$, then we will obtain a universal bound. Whilst eq. 2.174 , is a valid Cramér-Rao bound, it isn't as tight as it could be. The trace of a complex, symmetric matrix disregards any contribution that could stem from the complex entries of $Z[X]$. In order to mitigate this oversight, we introduce a $p \times p$ real matrix $V$, such that $V \geq Z[X]$, in order to obtain the form found in eq.2.166. We now have a stronger Cramér-Rao bound than before, satisfying all the same conditions.

Crucially, the HCRB is always tighter than the QCRB. Mathematically,

$$
\begin{equation*}
\Delta^{2} \tilde{\varphi} \geq C^{\mathrm{C}}\left(\rho_{\varphi}, \Pi\right) \geq C^{\mathrm{H}}\left(\rho_{\varphi}\right) \geq C^{S}\left(\rho_{\varphi}\right) \tag{2.175}
\end{equation*}
$$

meaning that it takes better account of the possible incompatibility of the optimal observables while estimating multiple parameters simultaneously. It is important to note that the HCRB often collapses to other scalar quantum CRBs [7, 184]. The constrained optimisation (5.1) has recently been shown to be a convex problem [6] and can be rewritten as an SDP, which drastically reduces the cost of numerical evaluation.

The minimisation (5.1) does not guarantee the existence of a POVM acting on $\mathcal{H}$ such that $C^{\mathrm{C}}\left(\rho_{\varphi}, \Pi\right)=C^{\mathrm{H}}\left(\rho_{\varphi}\right)$, apart from particular cases such as pure states [130]. For mixed states, the HCRB is also attainable [92, 105, 204, 207, 53], although requiring, in general, a collective measurement on an asymptotically large number of identical copies of $\rho_{\varphi}$.

This gives another definition of the HCRB as

$$
\begin{equation*}
C^{\mathrm{H}}\left(\rho_{\varphi}\right)=\lim _{k \rightarrow \infty} \min _{\Pi^{(k)}} k C^{\mathrm{C}}\left(\rho_{\varphi}^{\otimes k}, \Pi^{(k)}\right) \tag{2.176}
\end{equation*}
$$

where $\Pi^{(n)}$ is a POVM acting on the Hilbert space $\mathcal{H}^{\otimes n}$. We further introduce a class
of $k$-copies attainable bounds ${ }^{3}$

$$
\begin{equation*}
C^{(k)}\left(\rho_{\varphi}\right)=\min _{\Pi^{(k)}} k C^{\mathrm{C}}\left(\rho_{\varphi}^{\otimes k}, \Pi^{(k)}\right), \tag{2.177}
\end{equation*}
$$

so that formally we have $C^{(\infty)}\left(\rho_{\varphi}\right)=C^{\mathrm{H}}\left(\rho_{\varphi}\right)$.
An important final note, we call a quantum statistical model asymptotically classical when the condition of weak commutativity is met,

$$
\begin{equation*}
\operatorname{Tr}\left[\left(L_{i} L_{j}-L_{j} L_{i}\right) \rho_{\varphi}\right] \forall i, j . \tag{2.178}
\end{equation*}
$$

When a quantum statisical model satisfies the above condition, the HCRB and QCRB are equal,

$$
\begin{equation*}
C^{\mathrm{H}}\left(\rho_{\varphi}\right)=C^{S}\left(\rho_{\varphi}\right) . \tag{2.179}
\end{equation*}
$$

### 2.5 Control theory

In control theory, we are interested in determining what unitary evolutions and subsequently what states can be generated in a given (closed) quantum system. We assumed the Hamiltonian is of form,

$$
\begin{equation*}
H(t)=H_{0}+\sum_{k} f_{k}(t) H_{k}, \tag{2.180}
\end{equation*}
$$

where $H_{0}$ is the drift Hamiltonian that we have no control over and $H_{k}$ is the set of control Hamiltonians that we do have control over. The task in any quantum control problem is to determine $f_{k}(t)$, this represents the set of controls an experimentalist will be able to implement. The time evolution of a system is given by the Schrödinger equation,

$$
\begin{equation*}
\frac{\partial}{\partial t}\left|\psi_{0}\right\rangle=\hat{H}(t)\left|\psi_{0}\right\rangle \tag{2.181}
\end{equation*}
$$

where $\left|\psi_{0}\right\rangle$ is our initial state. Unlike the case of a time independent Hamiltonian, no close form expression exists for the evolution of a time dependant Hamiltonian [25]. Instead, the time ordered exponential, $\exp _{\mathcal{T}}$ is used to represent the evolution of the

[^2]system, given by,
\[

$$
\begin{align*}
\exp _{\mathcal{T}}\left(-i \int_{0}^{t^{\prime}} \hat{H}(t) \mathrm{d} t\right) & =\sum_{n=0}^{\infty} \frac{1}{n!} \int_{0}^{t^{\prime}} \ldots \int_{0}^{t^{\prime}} \mathcal{T}\left(\hat{H}\left(t_{1}\right) \ldots \hat{H}\left(t_{n}\right)\right)  \tag{2.182}\\
& =\sum_{n=0}^{\infty} \int_{0}^{t^{\prime}} \int_{0}^{t_{n}} \ldots \int_{0}^{t_{2}} \hat{H}\left(t_{n}\right) \ldots \hat{H}\left(t_{1}\right) d t_{1} \ldots d t_{n} \tag{2.183}
\end{align*}
$$
\]

where $\mathcal{T}$ is the time ordering operator that ensures its arguments remain in decreasing time order going left to right when the product of its arguments is taken, e.g.

$$
\begin{equation*}
\mathcal{T}(\hat{H}(1) \hat{H}(3) \hat{H}(2))=\hat{H}(3) \hat{H}(2) \hat{H}(1) \tag{2.184}
\end{equation*}
$$

In the cases when no analytic form is attainable, we are able to splice the evolution into infinitesimal steps. Within each of these infinitesimal time steps, we assume that the Hamiltonian is approximately time independent and return to a closed form expression.

From this we define the idea of a reachable unitary. This is a unitary operator $U(t)$, for which there exists some $f_{k}(t)$ that achieves $U(t)$. More formally we define the set of reachable unitaries $\mathcal{R}$ as[59],

$$
\begin{equation*}
\mathcal{R}=\left\{U \in \mathcal{U}(d)\left|\exists T, f_{k}\right| U\left(f_{k}(T)\right)=U\right\} \tag{2.185}
\end{equation*}
$$

where $\mathcal{U}(d)$ is the Lie group of all unitary evolutions of dimension $d$ and $U\left(f_{k}(t)\right)=$ $e^{i H(t) t}$ is the time operator from the Schrödinger equation. Trialing every possible function $f_{k}(t)$ would not be an efficient method of calculating the reachable set. If we restrict ourselves to finite dimensions, then physically we will not be able to exactly achieve the desired unitary evolution. Instead we therefore examine the case of reaching a desired unitary arbitrarily well. Topologically, what we are talking about here is the closure of the set $\mathcal{R}$, denoted $\overline{\mathcal{R}}$ and defined to be [59],

$$
\begin{equation*}
\overline{\mathcal{R}}=\{U \in \mathcal{U}(d)|\forall \epsilon>0 \exists V \in \mathcal{R}|\|U-V\| \leq \epsilon\} \tag{2.186}
\end{equation*}
$$

This gives us the notion of simulable Hamiltonians. We define a simulable Hamiltonian $A=-i H$, if $e^{A t}$ is reachable arbitrarily well for any $t \geq 0$. Now we are able to examine the operations that we are allowed and will keep us inside the same Hilbert space. Let us denote $\mathcal{S}$ to be the set of simulable Hamiltonians [158].

1. For $A, B \in \mathcal{S}$ then we have that $A+B \in \mathcal{S}$.
2. For $A \in \mathcal{S}$ and $\alpha>0$, then $\alpha A \in \mathcal{S}$.
3. For $A \in \mathcal{S}$ then we have $-A \in \mathcal{S}$.
4. For $A, B \in \mathcal{S}$ then we have that $[A, B] \in \mathcal{S}$. Where denotes the commutator $[A, B]=A B-B A$.

In terms of a brief justification, 1. follows from the Trotter formula [181],

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left(e^{A t / n} e^{B t / n}\right)^{n}=e^{(A+B) t} \tag{2.187}
\end{equation*}
$$

Physically speaking the justification of 2 . follows from different strengths of pulses being simulated by increasing and decreasing the time period of the pulse. We take the justification of 3 . from the quantum recurrence theorem [26]. The quantum recurrence theorem states [215],

Theorem 1 (Quantum recurrence theorem). For a finite dimensional Hilbert space, with eigenstates $\{|m\rangle\}$ and eigenvalues $\left\{E_{m}\right\}$, then for any initial state,

$$
\begin{equation*}
\left|\psi_{0}\right\rangle=\sum_{m=1}^{N} a_{m}|m\rangle \tag{2.188}
\end{equation*}
$$

with time evolution given by,

$$
\begin{equation*}
|\psi(t)\rangle \sum_{m=1}^{N} a_{m} e^{-i E_{m} t}|m\rangle \tag{2.189}
\end{equation*}
$$

will return to $\left|\psi_{0}\right\rangle$ up to arbitrary precision infinitely many times.
The final justification for 4. comes from the Baker-Campbell-Hausdorff formula [181],

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left(e^{A t / n} e^{B t / n} e^{-A t / n} e^{-B t / n}\right)^{n^{2}}=e^{[A, B] t^{2}} \tag{2.190}
\end{equation*}
$$

What we find here is that these properties are in fact the same as those of a Lie group. This allows us to characterise the reachable unitaries with much greater ease.,
i.e. by taking commutations and linear combinations of the elements of $H$. For example if our Hamiltonian is given by, $H=X+f(t) Z$, then we can take the commutator $[X, Z]=X Z-Z X=Y$. Here we have all three Pauli matrices on a single qubit, which gives us universal control in this setting.

## Chapter 3

# Optimal quantum states for 3D magnetometry 

... premature optimization is the root of all evil.

Donald Knuth

### 3.1 Introduction

The Quantum Fisher Information has been studied with great success from the earliest days of quantum metrology $[65,31,120,145,186,9,16,93,97]$. In particular for single-parameter problems where the QCRB is the ultimate bound for estimation. There have further been many 'real world' success stories of the theoretical analysis of sensing problems. The most notable is perhaps the use of squeezed light for the purposes of sensing gravitational waves [2, 113, 29, 39] (note that squeezed light was not part of the original LIGO experimental setup and came later as theory and experimental technique improved). It is in use now. With even more emerging technologies proving the power of quantum enhanced metrology $[24,213,202,127$, 160, 21]. This initial chapter and the remainder focus on the case of magnetometry. There are multiple experimental works that have found great success in the world of quantum enhanced magnetometry, including navigation [78], medical imaging [50] and NMR [169, 188, 4, 128].

The QCRB has also been used in the analysis of multi-parameter problems [218, $118,83,73,161,8,141,195]$. The QCRB only retains its status as the ultimate
bound for estimation when asymptotic classicality is satisfied. The single parameter magnetometry problem has been examined in great detail over the years [192, 101]. We know the optimal states for noiseless and in a noisy environment. We also know how to generate these optimal states $[65,85,11,101]$ as well as the optimal measurements. In this chapter we look to fill in some of those gaps for 3D magnetometry. Practically, it is very rare that a magnetic field is truly one dimensional. The multidimensional problem has very different geometry, optimal states and measurements.

This chapter follows on from the work of Baumgratz and Datta [19], in which it was shown that the QCRB for magnetometry depends only on the one and two body reduced density matrices. Giving much deeper analytic insight to the problem of 3D magnetometry than was previously only allowed for with the aid of numerical results. In particular it noted that maximum entanglement with respect to the two body correlations is not optimal (in fact, gives rise to a singular model) and that there is a trade-off between entanglement and QCRB. A factor of 3 improvement in performance when simultaneous estimation was employed over individual estimation was also demonstrated. The state that was considered for simultaneous estimation was the 3D-GHZ state,

$$
\begin{equation*}
\left|\psi_{N}^{3 \mathrm{D}-\mathrm{GHZ}}\right\rangle=\frac{1}{\mathcal{N}} \sum_{k=1}^{3}\left|\phi_{k}^{+}\right\rangle^{\otimes N}+\left|\phi_{k}^{-}\right\rangle^{\otimes N}, \tag{3.1}
\end{equation*}
$$

which was shown to present Heisenberg scaling in the noiseless case [19]; $\left|\psi_{k}^{ \pm}\right\rangle$are the eigenvectors corresponding to the $\pm 1$ eigenvalues of the $k^{\text {th }}$ Pauli matrix and $\mathcal{N}$ is the normalisation. This is a natural state to consider, for 3D magnetometry when looking for intuition from the single parameter case. For any single direction magnetic field estimation $\sigma_{i}$, the optimal state is the GHZ in that given direction. As such, a state which is evenly split between these 3 single parameter optimal states is considered. This state was shown to have an attainable QCRB, with explicit POVMs attaining the bound being given. The optimal state and measurement in the parallel scheme has also been identified [99]

Building from this, in this chapter we show that this proposed state is optimal for a large number of qubits (where here large is $N>8$ as we will see later, this is the point at which the geometry of the 3D-GHZ states stabilises). We will see that this stems from the particular geometry of small qubit states, not having enough degrees of freedom within the purity constraints to generate arbitrary reduced density matrices. For small numbers of qubits, the problem of finding a state that has a reduced density
matrix close to some target density matrix is largely intractable analytically (the quantum marginal problem). As such we develop a genetic inspired optimiser which searches for optimal states with respect to QCRB. The key novelty of this optimisation algorithm is its capability of finding structure . That is, we are able to write a closed form expression for the optimal state and its dependance on $N$.

Having developed an optimiser and calculated optimal noiseless states, the natural extension is to consider noise. Taking Pauli-Z dephasing as the example noise model we find the point at which optimal states transition. The physical system that motivates this thesis is the NV center in diamond. There are two fundamental errors that can occur in a quantum channel, bit flip error and phase errors. Bit flip errors are typically highly suppressed by the large energy gap between the 0 and 1 states. Phase errors however, occur at a much greater rate due to the coupling to other nearby spin systems. This noise characterisation has been confirmed by various studies [131, 60, 61]. In other words, for 3D magnetometry what are the low, medium and high noise thresholds, as well as what are the optimal states for those regions. It is known that the optimal states for one dimensional sensing are strictly permutational invariant, without noise and in the presence of dephasing noise. That is, the state is unaffected by the swapping of any number of qubits. This condition no longer holds for amplitude damping noise [111]. The study in [111] doesn't offer us any insight into why the assumption of optimal states being permutationally invariant for a permutationally invariant channel breaks down for amplitude damping, as it is a largely numerical study. The evidence is does present however, offers an interesting insight into a gap in our understanding into the geometry of optimal states for quantum metrology. There are many more degrees of freedom inherent to a multidimensional sensing problem, e.g. electing to put more resource into sensing one dimension in the field and leaving more error in another. With this in mind we take at look at the requirement for permutational invariance in 3D magnetometry.

The key simplification and assumption that we will make within this chapter (indeed later in this thesis too) is to work with a magnetic field in the limit of all three vector components tending to zero. As previously stated, our statistical framework already assumes local estimation, as such is it reasonable to assume we are already in a regime that can be modelled as the estimation of a small deviation of a test field from a base line one. Further, it is typically only very small magnetic fields that are of interest and where we find a quantum advantage [58, 139, 127, 132, 173].

### 3.2 Optimal two body reduced density operators for noiseless 3D magnetometry

With direct calculation we derive the optimal two body reduced density operator for pure state 3D magnetometry. This will give us the optimal two body reduced density matrix for any number of qubits, assuming this reduced density matrix can be reached with a pure state. Within this calculation we will find that for a low number of qubits $(N<8)$, the optimal reduced density matrix cannot always be achieved. We later use numerical techniques to find the optimal states for small numbers of qubits. We break down a two body reduced density matrix into its bloch components, compute the QCRB with respect to the coefficients of the bloch components and subsequently minimise the QCRB by computing the respective derivatives. To begin, we formulate the QFIM 2.156 taking the form [19],

$$
\begin{equation*}
J_{i, j}=4 N J_{i, j}^{[1]}+4 N(N-1) J_{i, j}^{[2]} \tag{3.2}
\end{equation*}
$$

where

$$
\begin{align*}
J_{i . j}^{[1]} & =\operatorname{Re}\left[\operatorname{Tr}\left[\rho^{[1]} a_{i} a_{j}\right]\right]-\operatorname{Tr}\left[\rho^{[1]} a_{i}\right] \operatorname{Tr}\left[\rho^{[1]} a_{j}\right],  \tag{3.3}\\
J_{i . j}^{[2]} & =\operatorname{Tr}\left[\rho^{[2]} a_{i} \otimes a_{j}\right]-\operatorname{Tr}\left[\rho^{[1]} a_{i}\right] \operatorname{Tr}\left[\rho^{[1]} a_{j}\right] \tag{3.4}
\end{align*}
$$

and

$$
\begin{equation*}
a_{i}=\int_{0}^{1} e^{i \alpha h} h_{i} e^{-i \alpha h} \mathrm{~d} \alpha \tag{3.5}
\end{equation*}
$$

where $h$ is the single particle Hamiltonian given by $h=\sum_{i=1}^{3} \varphi_{i} \sigma_{i}$, where $\varphi_{i}$ are the parameters to be estimated, which will be taken in the limit of approaching zero. Further, $\sigma_{i}$ are the three Pauli matrices (labelled in order X, Y, Z) and $h_{i}=\sigma_{i}$. We also have $\rho^{[i]}$ is the $i^{\text {th }}$ reduced density matrix. We parameterise the one and two body reduced density matrix,

$$
\begin{equation*}
\rho^{[1]}=\frac{1}{2} \mathbb{1}+\beta_{1} \sigma_{x}+\beta_{2} \sigma_{y}+\beta_{3} \sigma_{z} \tag{3.6}
\end{equation*}
$$

and

$$
\begin{equation*}
\rho^{[2]}=\frac{1}{4} \mathbb{1} \otimes \mathbb{1}+\sum_{i=4}^{18} \beta_{i} \lambda_{i} \tag{3.7}
\end{equation*}
$$

Where the $\lambda_{i}$ is the $(i+3)^{t h}$ element of the set $\left\{\sigma_{x} \otimes \sigma_{x}, \sigma_{y} \otimes \sigma_{y}, \sigma_{z} \otimes \sigma_{z}, \sigma_{x} \otimes \sigma_{y}, \sigma_{y} \otimes\right.$ $\left.\sigma_{x}, \sigma_{x} \otimes \sigma_{z}, \sigma_{z} \otimes \sigma_{x}, \sigma_{y} \otimes \sigma_{z}, \sigma_{z} \otimes \sigma_{y}, \sigma_{x} \otimes \mathbb{1}, \mathbb{1} \otimes \sigma_{x}, \sigma_{y} \otimes \mathbb{1}, \mathbb{1} \otimes \sigma_{y}, \sigma_{z} \otimes \mathbb{1}, \mathbb{1} \otimes \sigma_{z}\right\}$. Now we can also express the $a_{i}$ operators in a Pauli basis too. Noting that, $a_{i}$ 's are hermitian traceless operators they can be written as a sum of Pauli operators,

$$
\begin{equation*}
a_{i}=\alpha_{x i} X+\alpha_{y i} Y+\alpha_{z i} Z \tag{3.8}
\end{equation*}
$$

For $a_{x}$ :

$$
\begin{align*}
\alpha_{x 1} & =\frac{1}{\xi^{2}} \operatorname{sinc}[2 \xi]\left(\varphi_{2}^{2}+\varphi_{3}^{2}\right)+\eta^{2}  \tag{3.9}\\
\alpha_{y 1} & =-\frac{1}{\xi^{2}}\left(\operatorname{sinc}[2 \xi] \varphi_{1} \varphi_{2}-\varphi_{1} \varphi_{2}+\operatorname{sinc}[\xi] \sin (\xi) \varphi_{3} \xi\right)  \tag{3.10}\\
\alpha_{z 1} & =-\frac{\operatorname{sinc}[2 \xi] \varphi_{1} \varphi_{2}}{\xi^{2}}+\operatorname{sinc}[\xi]^{2} \varphi_{2}+\frac{\varphi_{1} \varphi_{3}}{\xi^{2}} \tag{3.11}
\end{align*}
$$

For $a_{y}$ :

$$
\begin{align*}
\alpha_{x 2} & =-\frac{\operatorname{sinc}[2 \xi] \varphi_{1} \varphi_{2}}{\xi^{2}}+\operatorname{sinc}[\xi]^{2} \varphi_{3}+\frac{\varphi_{1} \varphi_{2}}{\xi^{2}}  \tag{3.12}\\
\alpha_{y 2} & =-\frac{\operatorname{sinc}[2 \xi] \varphi_{1}}{\xi^{2}}-\frac{\operatorname{sinc}[2 \xi] \varphi_{3}^{2}}{\xi}-2 \varphi_{2}^{2} \xi,  \tag{3.13}\\
\alpha_{z 2} & =-\frac{\operatorname{sinc}[2 \xi] \varphi_{2} \varphi_{3}}{\xi^{2}}-\operatorname{sinc}[\xi]^{2} \varphi_{1}+\frac{\varphi_{2} \varphi_{3}}{\xi^{2}} . \tag{3.14}
\end{align*}
$$

. For $a_{z}$ :

$$
\begin{align*}
\alpha_{x 3} & =\frac{\operatorname{sinc}[2 \xi] \varphi_{1} \varphi_{3}}{\xi^{2}}+\operatorname{sinc}[\xi]^{2} \varphi_{2}+\frac{\varphi_{1} \varphi_{3}}{\xi^{2}}  \tag{3.15}\\
\alpha_{y 3} & =\frac{\operatorname{sinc}[2 \xi] \varphi_{2} \varphi_{3}}{\xi^{2}}+\operatorname{sinc}[\xi]^{2} \varphi_{1}+\frac{\varphi_{2} \varphi_{3}}{\xi^{2}}  \tag{3.16}\\
\alpha_{z 3} & =\frac{\varphi_{3}^{2}}{\xi^{2}}+\frac{\operatorname{sinc}[2 \xi]\left(\varphi_{1}^{2}+\varphi_{2}^{2}\right)}{\xi^{2}} \tag{3.17}
\end{align*}
$$

We also needs to express $a_{i} a_{j}$ and $a_{i} \otimes a_{j}$ in the Pauli basis.

$$
\begin{align*}
a_{i} \otimes a_{j} & =\left(\alpha_{x i} X+\alpha_{y i} Y+\alpha_{z i} Z\right) \otimes\left(\alpha_{x j} X+\alpha_{y j} Y+\alpha_{z j} Z\right),  \tag{3.18}\\
& =\alpha_{x i} \alpha_{x j} X \otimes X+\alpha_{y i} \alpha_{y j} Y \otimes Y+\alpha_{z i} \alpha_{z j} Z \otimes Z \\
& +\alpha_{x i} \alpha_{y j} X \otimes Y+\alpha_{x i} \alpha_{z j} X \otimes Z+\alpha_{y i} \alpha_{x j} Y \otimes X \\
& +\alpha_{y i} \alpha_{z j} Y \otimes Z+\alpha_{z i} \alpha_{x j} Z \otimes X+\alpha_{z i} \alpha_{y j} Z \otimes Y
\end{align*}
$$

We also have,

$$
\begin{align*}
a_{i} a_{j} & =\left(\alpha_{x i} X+\alpha_{y i} Y+\alpha_{z i} Z\right)\left(\alpha_{x j} X+\alpha_{y j} Y+\alpha_{z j} Z\right)  \tag{3.19}\\
& =\left(\alpha_{x i} \alpha_{x j}+\alpha_{y i} \alpha_{y j}+\alpha_{z i} \alpha_{z j}\right) \mathbb{1}+i\left(\alpha_{x i} \alpha_{y j}-\alpha_{y i} \alpha_{x j}\right) Z \\
& +i\left(\alpha_{x i} \alpha_{z j}-\alpha_{z i} \alpha_{x j}\right) Y+i\left(\alpha_{y i} \alpha_{z j}-\alpha_{z i} \alpha_{y j}\right) X \tag{3.20}
\end{align*}
$$

We can now calculate the components of the QFIM. We need to calculate $\operatorname{Tr}\left[\rho^{[1]} a_{i}\right]$, $\operatorname{Re}\left[\operatorname{Tr}\left[\rho^{[1]} a_{i} a j\right]\right]$ and $\operatorname{Tr}\left[\rho^{[1]} a_{i} \otimes a_{j}\right]$. We have,

$$
\begin{gather*}
\operatorname{Tr}\left[\rho^{[1]} a_{i}\right]=\beta_{1} \alpha_{x i}+\beta_{2} \alpha_{y i}+\beta_{3} \alpha_{z i}  \tag{3.21}\\
\operatorname{Re}\left[\operatorname{Tr}\left[\rho^{[1]} a_{i} a_{j}\right]\right]=\alpha_{x i} \alpha_{x j}+\alpha_{y i} \alpha_{y j}+\alpha_{z i} \alpha_{z j}  \tag{3.22}\\
\operatorname{Tr}\left[\rho^{[2]} a_{i} \otimes a_{j}\right]=4 \sum_{k=4}^{12} \beta_{k} \tilde{\lambda}_{i} \tag{3.23}
\end{gather*}
$$

where $\tilde{\lambda}_{i}$ is the set of $\alpha_{f i} \alpha_{g j}$ components, where the order matches $\lambda$ 's Pauli tensor products from before e.g. $\lambda_{1}=\alpha_{x, 1} \alpha_{x, 1}$. We are interesting in measuring small magnetic fields which allows us to make some simplifications,

$$
\begin{equation*}
\lim _{\varphi_{i} \rightarrow 0} \alpha_{x 1}=\lim _{\varphi_{i} \rightarrow 0} \alpha_{y 2}=\lim _{\varphi_{i} \rightarrow 0} \alpha_{z 3}=1 \tag{3.24}
\end{equation*}
$$

and all other $\alpha$ terms tend to zero. With all this we are now able to explicitly write out the QFIM,

$$
\begin{align*}
J & =16 N(N-1)\left[\begin{array}{ccc}
\beta_{4} \alpha_{x 1}^{2} & \beta_{7} \alpha_{x 1} \alpha_{y 2} & \beta_{9} \alpha_{x 1} \alpha_{z 3} \\
\beta_{8} \alpha_{x 1} \alpha_{y 2} & \beta_{5} \alpha_{y 2}^{2} & \beta_{11} \alpha_{z 3} \alpha_{y 2} \\
\beta_{10} \alpha_{x 1} \alpha_{z 3} & \beta_{12} \alpha_{z 3} \alpha_{y 2} & \beta_{6} \alpha_{z 3}^{2}
\end{array}\right]  \tag{3.25}\\
& -(4 N(4 N-3))\left[\begin{array}{ccc}
\left(\beta_{1} \alpha_{x 1}\right)^{2} & \beta_{1} \beta_{2} \alpha_{x 1} \alpha_{y 2} & \beta_{1} \beta_{3} \alpha_{x 1} \alpha_{z 3} \\
\beta_{1} \beta_{2} \alpha_{x 1} \alpha_{y 2} & \left(\beta_{2} \alpha_{y 2}\right)^{2} & \beta_{2} \beta_{3} \alpha_{y 2} \alpha_{z 3} \\
\beta_{1} \beta_{3} \alpha_{x 1} \alpha_{z 3} & \beta_{2} \beta_{3} \alpha_{y 2} \alpha_{z 3} & \left(\beta_{3} \alpha_{z 3}\right)^{2}
\end{array}\right] \\
& +4 N\left[\begin{array}{ccc}
\alpha_{x 1}^{2} & 0 & 0 \\
0 & \alpha_{y 1}^{2} & 0 \\
0 & 0 & \alpha_{z 1}^{2}
\end{array}\right] . \tag{3.26}
\end{align*}
$$

Now we wish to minimise $\operatorname{Tr}\left[J^{-1}\right]$, it is important to note that there is still meaning to be gained from minimising $\operatorname{Tr}\left[J^{-1}\right]$ despite its unattainability. We can gain insight into the structure of optimal states, what features in a state make it optimal for a given problem. Further, when weak-commutativity is satisfied then the bound coincides with the HCRB and is attainable. We find $\operatorname{Tr}\left[J^{-1}\right]$ to take form,

$$
\begin{equation*}
\operatorname{Tr}\left[J^{-1}\right]=\frac{1}{|J|}\left(J_{11} J_{22}+J_{11} J_{33}+J_{33} J_{22}-J_{23} J_{32}-J_{31} J_{13}-J_{21} J_{12}\right), \tag{3.27}
\end{equation*}
$$

where $|J|$ is the determinant of $J$ given by,

$$
\begin{equation*}
|J|=J_{11}\left(J_{22} J_{33}-J_{32} J_{23}\right)-J_{12}\left(J_{21} J_{33}-J_{31} J_{23}\right)+J_{13}\left(J_{21} J_{32}-J_{31} J_{22}\right) . \tag{3.28}
\end{equation*}
$$

Expanding out the above we are able to explicitly write $\operatorname{Tr}\left[J^{-1}\right]$ as $f(\underline{\beta})=$ $\operatorname{Tr}\left[J^{-1}\right]=c / d$ where,

$$
\begin{align*}
c & =-\left(\beta_{1} \beta_{2}(4 N-3)-4 \beta_{7}(N-1)\right)^{2}  \tag{3.29}\\
& +\left(\beta_{1} \beta_{3}(4 N-3)-4 \beta_{9}(N-1)\right)^{2} \\
& +\left(\beta_{2} \beta_{3}(4 N-3)-4 \beta_{10}(N-1)\right)^{2} \\
& -\left(\beta_{1}^{2}(4 N-3)-4 \beta_{4}(N-1)-1\right)\left(\beta_{2}^{2}(4 N-3)-4 \beta_{5}(N-1)-1\right) \\
& -\left(\beta_{1}^{2}(4 N-3)-4 \beta_{4}(N-1)-1\right)\left(\beta_{3}^{2}(4 N-3)-4 \beta_{6}(N-1)-1\right) \\
& -\left(\beta_{2}^{2}(4 N-3)-4 \beta_{5}(N-1)-1\right)\left(\beta_{3}^{2}(4 N-3)-4 \beta_{6}(N-1)-1\right) \\
d & =4 N\left(\left(\beta_{3}^{2}(4 N-3)-4 \beta_{6}(N-1)-1\right)\right.  \tag{3.30}\\
& *\left(\beta_{1} \beta_{2}(4 N-3)-4 \beta_{7}(N-1)\right)^{2} \\
& +\left(\beta_{2}^{2}(4 N-3)-4 \beta_{5}(N-1)-1\right)\left(\beta_{1} \beta_{3}(4 N-3)-4 \beta_{9}(N-1)\right)^{2} \\
& +\left(\beta_{1}^{2}(4 N-3)-4 \beta_{4}(N-1)-1\right)\left(\beta_{2} \beta_{3}(4 N-3)-4 \beta_{10}(N-1)\right)^{2} \\
& -\left(\beta_{1}^{2}(4 N-3)-4 \beta_{4}(N-1)-1\right)\left(\beta_{2}^{2}(4 N-3)-4 \beta_{5}(N-1)-1\right) \\
& \left(\beta_{3}^{2}(4 N-3)-4 \beta_{6}(N-1)-1\right) \\
& +2\left(\beta_{1} \beta_{2}(3-4 N)+4 \beta_{7}(N-1)\right)\left(\beta_{1} \beta_{3}(3-4 N)+4 \beta_{9}(N-1)\right) \\
& \left.*\left(\beta_{2} \beta_{3}(3-4 N)+4 \beta_{10}(N-1)\right)\right) .
\end{align*}
$$

With direct (messy, hence omitted) computation of the derivative vector we are able to finalise our calculation. So for $\nabla f(\underline{\beta})=0$ we find the solution for the minimum to be $\beta_{1}=\beta_{2}=\beta_{3}=\beta_{7}=\beta_{9}=\beta_{10}=0$ and $\beta_{4}=\beta_{5}=\beta_{6} \neq 0$. We can easily bound the values of $\beta_{4}, \beta_{5}, \beta_{6}$ because the two body reduced density matrix
is of form, $\frac{1}{4} \mathbb{1} \otimes \mathbb{1}+\sum_{i} \beta_{i} \sigma_{i} \otimes \sigma_{i}$. This is a rank- 3 state so the sum of Eigenvalues is given by $3\left(\frac{1}{4}+\beta_{i}\right)=1$. With the additional constraint that $\nabla f(\underline{\beta})=0$ we can find a solution where all three values are equal, that is, $\beta_{i}=\frac{1}{12}$. Further (even messier) calculation confirms this solutions is indeed a minimum.

Putting this together, we have that for zero parameter, 3D magnetometry the optimal two body reduced density matrix for an arbitrary number of qubits is given by,

$$
\begin{equation*}
\frac{\mathbb{1}}{4}+\frac{1}{12} \sum_{i=1}^{3} \sigma_{i} \otimes \sigma_{i} . \tag{3.31}
\end{equation*}
$$

### 3.3 Genetic-inspired algorithm for input state optimisation

Having previously calculated the optimal two body reduced density matrix for 3D magnetometry, but being unable to find the optimal input states for a small number of qubits, we turn to numerical techniques. One typical issue with numerical optimisation results is that only the cost function's value has meaning or significance. The set of parameters by which the cost function is defined, which give rise to said value is often without an interpretable significance. In this section we develop an optimisation algorithm that is capable of finding not only the optimal state for estimation, but also finds a structure that holds over the number of qubits.

## Genetic algorithm details

In order to obtain optimal states we will use a genetic inspired optimisation algorithm. Genetic inspired algorithms are a class of optimisation algorithms which are stochastic searches. As with all global optimisation we have no guarantee of obtaining the global maximum without doing a direct search. However, with the exponential scaling of quantum systems, this is not feasible. The inspiration for algorithms of this nature stems from genetic reproduction and mutation. Where there is some population with each member having genes which encode instructions on how to make that member. At each step of reproduction, mates select one another based on some selection criteria and pass on a random mix of both their gene sets. The passing on of genes is not a perfect process and random mutations also occur. We mimic this process, substituting the QCRB for the selection criteria and a heuristic set of mutations. A flow chart for the process can be seen in Figure 3.1. Once the population has been initialised with random states, the QCRB for each state is then calculated. The state with the current best QCRB is recorded. For the selection process, pairs of states are chosen randomly
from the population. The probability that any given state is chosen is proportional to the inverse of the QCRB. For each pair a random splice point is generated, that is the point which splits each state in two. The "top half" of the first state vector and "bottom half" of the second state vector are spliced together to form the next state. That is, for two vectors of length $m, \boldsymbol{a}$ and $\boldsymbol{b}$, where $a_{i}$ and $b_{i}$ are the $i^{t h}$ elements of the vectors. We pick a random integer $k \leq m$ and construct a new vector $c$ in the following way,

$$
c_{i}= \begin{cases}a_{i} & \text { if } i<k  \tag{3.32}\\ b_{i} & \text { if } i \geq k\end{cases}
$$

Each new state is then mutated, for every element in the vector a mutation takes place with some probability (in practice $1 / 2^{N}$ was found to be optimal, that is approximately one mutation per iteration). There are three possible mutations:

1. Deletion: sets the element to zero (unless that would make all elements of the state 0 , then do nothing),
2. Copy: sets the element to be equal to that of another random element of the vector,
3. Randomise: sets the element to a new random number.

All states are then renormalised. We now have a new population of valid quantum states. For each state we then compute its respective QCRB. If any of these new states obtain a QCRB that is lower in value than the current optimal state then we update our record of the current best state. If the current best state does not change in any given iteration then the worst performing state is replaced with the best within the population. Within the field of genetic optimisation this is known as genetic elitism, it is a technique that allows the optimiser to explore the input space freely, without constraining it too early.

## Benchmarking for Genetic-inspired Optimisaer

We benchmarked this optimiser against known results. The first examples where the single parameter estimations of a 1D magnetic field over noise. In this case the analytic results are known $[101,65,11]$. The optimisation does indeed find the analytic states for low, medium and high noise over qubits (tested up to 9 qubits). The other scenario we must check is 3D magnetometry. We have previously found the analytical optimal


Figure 3.1: Flow chart representation of the genetic algorithm used to optimise input states for magnetometry. The population is initialised with random quantum states. Once the QCRB has been evaluated, termination conditions are checked. The termination conditions here being no improvement in the optimal result after a given number of iterations or a total number of iterations, the exact number depends on the system size. The probability of selection is then inversely proportional to a given state's QCRB. Crossover and mutation then occur, this combines features of the current population and introduces new random ones. Finally, a comparison between the new population and the current best performing state, with the best state being updated if required and reseeded into the population
state for 8 qubits, this allows us to use a symmetric noise model to benchmark the performance of this optimisation in the presence of noise. Symmetric noise has the quantum channel given by,

$$
\begin{equation*}
\varepsilon_{N, \gamma}(\rho)=\frac{\gamma \mathbb{1}}{2^{N}}+(1-\gamma) \rho . \tag{3.33}
\end{equation*}
$$

This has QCRB of $C^{\mathrm{C}}(\varphi, \gamma)=(1-\gamma)^{2} C^{\mathrm{C}}(\varphi)$. The important feature is this QCRB is only the pure state QCRB, scaled. The scaling is state independent, as such the optimal state does not change over noise. The optimisation does indeed find the
analytic optimal state over a noise range for 8 qubits.

### 3.4 Results

### 3.4.1 Pure optimal states

To begin we run the above algorithm for noiseless systems from two, to eight qubits. In particular we look to see if the 3D-GHZ state is in fact optimal at these low qubit numbers. As an interesting secondary question we look to see if the optimal states permutationally invariant, as in the 1D counterpart.

The QCRB results are presented in Figure 3.2, that for $N<8$, the 3D-GHZ state is not optimal. There is the exception of two qubits. This is a special case in 3D magnetometry. It does not have a two body reduced density matrix as $N>2$, being only two qubits. This is the first case where simultaneous estimation is possible and does not fit the trend. The two qubit optimised state performs better than the 3D-GHZ state, but very marginally, less than $0.1 \%$ relative improvement.


Figure 3.2: Results of genetic algorithm compared to three-directional GHZ state. The triangles representation the QCRB coming from the 3D-GHZ state, the triangles represent the QCRB coming from the result of the genetic optimisation. The green cross is the relative difference between the two results, $1-\frac{\text { genetic }}{3 D-G H Z}$. This demonstrates the genetic algorithm improving on the 3D-GHZ state up to 8 qubits, where they coincide.

## Optimal states



(c)

Figure 3.3: Optimal states compared to the 3D-GHZ state. With a, b, c being 3,4 and 5 qubits respectively.

The optimal states are of form,

$$
\begin{equation*}
|\psi\rangle=\frac{1}{a}\left(\sqrt{n-2}|0\rangle^{\otimes N}+\sum \pi\left(|0\rangle^{1},|1\rangle^{N-1}\right)\right) \tag{3.34}
\end{equation*}
$$

where $a$ is the normalisation and $\pi\left(|0\rangle^{1},|1\rangle^{N-1}\right)$ refers to the permutations of $|0\rangle$ and $|1\rangle$. For example $\pi\left(|0\rangle^{1},|1\rangle^{2}\right)=\{|011\rangle,|101\rangle,|110\rangle\}$. For 4 qubits in particular this
state's two body reduced density is the same as that of the optimal derived previously. These states are visually presented in Figure 3.2, from this we can get a sense of the issue with the 3D-GHZ state at a low number of qubits. In essence, the set of three states which are being superpositioned are not necessarily linearly independent. There is destructive interference at these low qubit numbers which eliminates some useful features of the state.

## Noisy results

Now that we have established the optimal pure state results, we extend our optimisation to being over noise too. In Figure 3.4 we present the values of the optimisation. Having optimised over many values of noise from 0 to 1 , we find that that across all values of noise there are three different states that are optimal in different regimes. There is a state is is optimal for low noise, one for medium and a final state that is optimal for high noise. This matches what the results found for single parameter dephasing noise magnetometry [191]. To be explicit, we define low medium and high noise regimes to be the value of noise strength as being up to $0.05,0.51$ and 1 , respectively. These numbers are not arbitrary, but are defined as the points at which a given state remains optimal. Further we define the pure optimal state as the state which is optimal up to a noise value of 0.05 , the medium optimal state being the state that is optimal between 0.05 and 0.51 and finally the high noise state, being the state which is optimal for the remaining range of nosie 0.51 to 1 . We see a very tight range in which the pure state is still optimal, the medium noise state very quickly takes over for the majority of the noise range. We focus on 4 qubits for visualisation, but the pattern holds for other qubit numbers too. This is an interesting distinction from 1D-magnetometry, where the GHZ state remains optimal for a much greater range of noise. The structure of the medium noise regime state is given by,

$$
\begin{equation*}
|\psi\rangle=\frac{1}{a}\left(\sqrt{n-1}\left(|0\rangle^{\otimes N}+|1\rangle^{\otimes N}\right)+\pi\left(|0\rangle^{2},|1\rangle^{N-2}\right)\right), \tag{3.35}
\end{equation*}
$$

where $\left.\pi\left(|0\rangle^{( } j\right),|1\rangle^{k}\right)$ is the equal superposition of all permutations of states containing $j$-zeroes an $k$-ones. For example, the $W$-state is defined by the state given by $k=1$,

$$
\begin{equation*}
\pi\left(|0\rangle^{2},|1\rangle^{1}\right)=\frac{1}{\sqrt{1}}(|001\rangle+|010\rangle+|100\rangle) . \tag{3.36}
\end{equation*}
$$

With the high noise regime being maximally coherent. In both noisy and pure state, the optimal states are permutationally invariant. In order to confirm this was not a bias of the optimiser developed in this chapter we also ran the optimisations with a "vanilla" scipy optimiser. This confirmed the values of the results, finding nonpermutationally invariant states with the same QCRB. This is also an interesting departure from 1D-magnetometry, the optimal state is no longer unique.


Figure 3.4: The QCRB for optimal 4-qubit states with low, medium and high noise at low noise. For all values of the noise strength we optimise the QCRB. We find there to be three different optimal states. There is a state, the low noise optimal state which remain optimal up to a noise value of 0.05 . We then have a medium noise state, being the state that remains optimal until a noise value of 0.51 . Finally, the high noise state is the state which is optimal until the maximum noise value of 1 . We call these states, pure optim, medium optim and full optim respectively. Including a zoomed in view to add clarity to the low noise regime. Each state is plotted over all values of noise to show the thresholds at which each regime starts/ends.

### 3.5 Conclusions and discussions

To conclude, in this chapter we began by proving the intuition that the 3D-GHZ state was optimal for large numbers of qubits and for parameters approaching zero. More precisely, we derived the form of the optimal 2-body reduced density matrix, which for large numbers of qubits the 3D-GHZ state does indeed possess.

Further, we developed a new genetic-inspired optimisation algorithm which was capable of finding not only optimal values, but also an optimal structure. This allowed us to find optimal states for the small numbers of qubits where the 2-body reduced density matrix cannot always be in exactly the optimal form derived above. We were equally able to run our optimisation over noise and found the same structure over optimal states and noise as 1D-magnetometry. in particular, there are three regions of optimality, high, low and medium noise.

The results add further evidence to the idea that permutationally invariant states are optimal when we have a permutationally invariant channel. We numerically optimised over states and found the optimal to lie in the space of permutationally invariant states. The optimisation was not restricted to this subspace. There has been further work to support this idea [111], with the exception being amplitude damping noise. This continues to be an ongoing question that struggles to get traction due to the requirements of a spectral decomposition of impure states. It may be of interest to note that the state for 3 qubits found by the algorithm contains the Thue-Morse sequence. Also, if we use the 4-qubits Thue-Morse state then it has the same QFIM as the 3D-GHZ state, but performs better under noise. The Thue-Morse sequence can be defined in terms of bitwise negation. We begin with 0 , the negation of 0 is 1 , so we combine these two and the next term is 0,1 . The negation of this is 1,0 , so again we combine these two terms to give $0,1,1,0$. Continuing,
$T_{0}=0$,
$T_{1}=01$,
$T_{2}=0110$,
$T_{3}=01101001$,
$T_{4}=0110100110010110$,
$T_{5}=01101001100101101001011001101001$,
$T_{6}=0110100110010110100101100110100110010110011010010110100110010110$.

During study of variational approaches to input state optimisation [126] it was also found that for 4 qubits, the state with the Thue-Morse pattern was a local minima that the algorithm became stuck in. There are many interesting sequences that one can find with enough time and the Online Encyclopedia of Integer Sequences, this one however is of particular interest because of how often it appears, as well as its usefulness in dynamic decoupling strategies in the field of quantum control theory.

## Chapter 4

## 2-qubit Holevo-Cramér-Rao bound calculation

## shut up and calculate

David Mermin

### 4.1 Introduction

The theoretical study of measuring physical quantities with quantum probes has been a successful and fruitful area of research $[77,54,52,150,155]$. The current era of quantum sensing with qubit probes is not one of large system sizes, where we would observe the quadratic scaling power of quantum sensing in the number of qubits. The state of the art quantum sensing experiments involve small systems pushing towards the absolute limits of estimation in particular use cases [175, 50, 37, 18]. For such use cases it is essential to fully examine systems of a fixed number of qubits in its completion. This serves as the practical motivation for the following chapter.

We study 3D-magnetometry for 2-qubits to completion (within the framework of locally unbiased estimation with maximum likelihood estimator). Multiple parameter estimation is essential for many state of the art experiments including spectroscopy, accelerometers and magnetometry. Practically speaking an experiment can always sequentially estimate the many parameters of interest. However, this may be too slow if the parameters not being observed are varying (especially if they are non-commuting) as you are estimating one. Further, there is often an advantage to simultaneous estimation [187, 122, 7, 53] which means non-optimal experimental procedure to
sequential estimation. It is pertinent to note that an experimenter could take advantage of multiple independent measurement probes. This can improve the footprint effect of measurement and give rise to conflicted estimates.

From a more fundamental quantum information perspective, incompatibility of observables is well studied through the simultaneous quantum-limited estimation of multiple parameters[89]. The goal is to study the fundamental bounds that incompatibility imposes on precision of estimators as well as the strategies to attain said bounds. More descriptively, we are trying to answer the question of how much information can be encoded and extracted onto the parameters of a quantum state. The HCRB is the fundamental of all such bound which depend on only the state and state's derivative with respect to the parameters of interest. Access to explicit measurement independent grants us complete comparison to the measurement dependant bound CCRB.

In the previous chapter 3 we exploited the analytic tractability of the QCRB to explore how the geometry of optimal states changes as the system scales in the number of qubits. We noted that for large system sizes the optimal state satisfies weak commutativity, that is to say that the QCRB and HCRB are equal. However, this did not hold for smaller system sizes (in particular $N<8$ ). If our goal is optimal estimation then it is pertinent of us to further explore the Cramér Rao bounds of particular smaller systems. As previously noted, the HCRB is always attainable [96, 97, 53]. Results on how many copies of the input state are required to attain the HCRB are not known in general. Obtaining a closed form expression of the HCRB does not immediately give way to a strategy for measuring the system with the desired precision. For this reason, the work of this chapter does not only focus on the calculation of the HCRB, but also attaining it with some measurement. Hitherto, no 3-parameter model has been analytically solved for the HCRB. Without this, it is not possible to know that an estimation strategy is truly optimal.

Since the publication of the HCRB in 1976 [96] very few analytic solutions to equation 4.2 have been found in nontrivial cases ${ }^{1}$. These are:

1. Pure states with two parameters [130],
2. two mode Gaussian states [28],
3. one qubit models [184].
[^3]This is due to the increased complexity of solving the HCRB when compared to the well studied Quantum Fisher information [145] where there is an analytic solution for any model where the Eigenvalue decomposition and derivatives are known. The constrained optimisation problem is also harder to solve, however, it was recently shown to be a convex problem [6] which drastically reduces the numerical cost of evaluation. In this chapter we find another case of an analytic HCRB solution.

For this chapter, we focus on $N=2$, this is the smallest system size that we are able to simultaneously estimate all three parameters of a magnetic field with a pure state. This was a special case of 3-parameter magnetometry, this particular geometry will be a useful feature when calculating the HCRB analytically. As sensing a 3D magnetic field simultaneously is impossible with a single qubit, we concentrate on the smallest multi-qubit system, i.e., two qubits. Similar problems have been studied by considering the magnetic field acting on a single system with an additional ancillary system unaffected by the dynamics [51, 66, 3, 15, 43, 102, 212, 114]; in such a scenario it is sufficient to consider the QCRB matrix. On the contrary, we do not consider ancillary systems in this work. This scenario has been studied with the QCRB [112, 19, 94] as the Cramér Rao bound of choice and applied to photonic systems [81, 123]. However, the fundamental attainable bound for 3D magnetometry remains unknown.

In this chapter, we first present a closed-form analytical expression for the HCRB for 3D magnetometry for two-qubit pure states and show that it can be attained by a rank-1 projective measurement.

### 4.2 Mathematical setup

As seen above from the derivation, given a vector of Hermitian operators on $\mathcal{H}$, $\boldsymbol{X}=\left(X_{1}, X_{2}, \ldots, X_{m}\right)$ defined by,

$$
\begin{equation*}
\boldsymbol{X}:=\left\{\boldsymbol{X} \mid \forall i \operatorname{Tr}\left[\rho X_{i}\right]=0, \forall i, j \operatorname{Tr}\left[\frac{\partial \rho}{\partial \boldsymbol{\varphi}_{i}} X_{j}\right]=\delta_{i, j}\right\} \tag{4.1}
\end{equation*}
$$

Then the Holevo bound is defined by (ignoring weight matrices),

$$
\begin{equation*}
C^{\mathrm{H}}:=\min _{\boldsymbol{X}} \operatorname{Tr}[\operatorname{Re} Z[\boldsymbol{X}]]+\operatorname{Tr}[\operatorname{Im} \text { abs } Z[\boldsymbol{X}]] \tag{4.2}
\end{equation*}
$$

where $Z_{\varphi}[\boldsymbol{X}]$ is defined as,

$$
\begin{equation*}
Z_{\varphi}[\boldsymbol{X}]_{i, j}:=\operatorname{Tr}\left[\rho X_{i} X_{j}\right] \tag{4.3}
\end{equation*}
$$

Here we are interested in the case of three parameters and so in order to try and analytically calculate the Holevo bound for our physical case of a magnetic field there are two approaches we can take. The first is a "brute force" method of calculating the constraints for our particular problem and then plugging those into the Holevo bound as an unconstrained problem where the $X_{i}$ matrices are parameterised by the constraints we calculated. An alternative approach, introduced by Keiji Matsumoto [130] to calculate the bound in general for pure states with two parameters using Lagrange's method of indeterminate coefficients.

The HCRB is always attainable, in that sense we mean there is always exist a measurement such that $C^{\mathrm{C}}=C^{\mathrm{H}}$. However, this measurement could exists on a potentially infinite number of copies of the initial state. This gives rise to an important result of the HCRB based on CCRB,

$$
\begin{equation*}
C^{\mathrm{H}}=\lim _{n \rightarrow \infty} \min _{\Pi} n C^{\mathrm{C}}\left(\rho_{\varphi}^{\otimes n}, \Pi\right) \tag{4.4}
\end{equation*}
$$

It is important to note that the HCRB often collapses to various other Cramér-Rao bounds [6, 184]. For the system of two qubits sensing a magnetic field the HCRB does not collapse to any other bounds, see equation 4.33 .

### 4.2.1 Pure state HCRB simplifications

For pure states $\rho_{\varphi}=\left|\psi_{\varphi}\right\rangle\left\langle\psi_{\varphi}\right|$ it is possible to recast the optimisation (4.2) in terms of complex vectors [130, 91]

$$
\begin{equation*}
\left|x_{i}\right\rangle=X_{i}\left|\psi_{\varphi}\right\rangle \tag{4.5}
\end{equation*}
$$

for which the matrix (4.3) becomes $Z[X]_{i j}=\left\langle x_{i} \mid x_{j}\right\rangle$. We can see this immediately,

$$
\begin{align*}
Z[X]_{i j} & =\operatorname{Tr}\left(\rho X_{i} X_{j}\right)  \tag{4.6}\\
& =\operatorname{Tr}\left(|\psi\rangle\langle\psi| X_{i} X_{j}\right)  \tag{4.7}\\
& =\operatorname{Tr}\left(\langle\psi| X_{i} X_{j}|\psi\rangle\right)  \tag{4.8}\\
& =\left\langle x_{i} \mid x_{j}\right\rangle \tag{4.9}
\end{align*}
$$

The constraints (4.1) become

$$
\begin{equation*}
\operatorname{Re}\left\langle x_{i} \mid l_{j}\right\rangle=\delta_{i j} \tag{4.10}
\end{equation*}
$$

where we have introduced the vectors

$$
\begin{equation*}
\left|l_{i}\right\rangle=L_{i}|\psi\rangle=2\left(\left|\partial_{i} \psi_{\varphi}\right\rangle-\left\langle\psi_{\varphi} \mid \partial_{i} \psi_{\varphi}\right\rangle\left|\psi_{\varphi}\right\rangle\right) \tag{4.11}
\end{equation*}
$$

We can again justify this by direct calculation,

$$
\begin{align*}
\operatorname{Tr}\left[X_{i} \frac{\partial \rho_{\varphi}}{\partial \lambda_{j}}\right] & =\operatorname{Tr}\left[\frac{X_{i}}{2}\left(\left|\partial_{j} \psi\right\rangle\langle\psi|+|\psi\rangle\left\langle\partial_{j} \psi\right|\right)\right]  \tag{4.12}\\
& =\frac{1}{2}\left(\left\langle\partial_{j} \psi\right| X_{i}|\psi\rangle+\langle\psi| X_{i}\left|\partial_{j} \psi\right\rangle\right)  \tag{4.13}\\
& =\operatorname{Re}\left\langle\partial_{j} \psi\right| X_{i}|\psi\rangle  \tag{4.14}\\
& =\operatorname{Re}\left\langle x_{i} \mid \partial_{j} \psi\right\rangle=\delta_{i, j}  \tag{4.15}\\
& \Longrightarrow \operatorname{Re}\left\langle x_{i} \mid l_{j}\right\rangle=\delta_{i, j} \tag{4.16}
\end{align*}
$$

Noting that the final step is justified due to the constraint in Equation. 4.1 stating that $\langle\psi| X|\psi\rangle=0$, which implies $\left\langle x_{i} \mid \psi\right\rangle=0$. A crucial simplification is that the vectors $\left|x_{i}\right\rangle$ attaining the minimum can be always found in $\operatorname{span}_{\mathbb{C}}\left\{\left|l_{i}\right\rangle\right\}_{i=1}^{p}[130]$.

### 4.2.2 Magnetometry details

In this work we are interested in the estimation of the 3 components of a magnetic field, given by Hamiltonian,

$$
\begin{equation*}
\hat{H}(\boldsymbol{\varphi})=\varphi_{1}\left(\sigma_{x} \otimes \mathbb{1}+\mathbb{1} \otimes \sigma_{x}\right)+\varphi_{2}\left(\sigma_{y} \otimes \mathbb{1}+\mathbb{1} \otimes \sigma_{y}\right)+\varphi_{3}\left(\sigma_{z} \otimes \mathbb{1}+\mathbb{1} \otimes \sigma_{z}\right) \tag{4.17}
\end{equation*}
$$

With subsequent evolution,

$$
\begin{equation*}
\left|\psi_{\boldsymbol{\varphi}}\right\rangle=e^{-i \hat{H}(\boldsymbol{\varphi})}\left|\psi_{0}\right\rangle \tag{4.18}
\end{equation*}
$$

where $\left|\psi_{0}\right\rangle$ is some pure input state. Importantly we also need the derivatives of the evolved state,

$$
\begin{equation*}
\frac{\partial\left|\psi_{\varphi}\right\rangle}{\partial \varphi_{i}}=\frac{\partial}{\partial \varphi_{i}} e^{-i \hat{H}(\boldsymbol{\varphi})}\left|\psi_{0}\right\rangle=-i e^{-i \hat{H}(\boldsymbol{\varphi})} A_{i}(\boldsymbol{\varphi})\left|\psi_{0}\right\rangle \tag{4.19}
\end{equation*}
$$

with Hermitian operator,

$$
\begin{equation*}
A_{i}(\boldsymbol{\varphi})=\int_{0}^{1} e^{-i \alpha \hat{H}(\boldsymbol{\varphi})} \hat{H}_{i} e^{i \alpha \hat{H}(\boldsymbol{\varphi})} \mathrm{d} \alpha \tag{4.20}
\end{equation*}
$$

Where $\hat{H}_{i}$ is $\partial_{\boldsymbol{\varphi}_{i}} \hat{H}(\boldsymbol{\varphi})$. Here we note that we are able to write $A_{i}(\boldsymbol{\varphi})=\sum_{n=1}^{N} a_{i}^{[n]}$, where

$$
\begin{equation*}
a_{i}^{[n]}=\int_{0}^{1} e^{-i \alpha \hat{h}(\varphi)} \hat{h}_{i}^{[n]} e^{i \alpha \hat{h}(\varphi)} \mathrm{d} \alpha \tag{4.21}
\end{equation*}
$$

We have that $a_{i}^{[n]}$ are one-body Hermitian operators that act on the $n^{\text {th }}$ qubit. Now, $a_{i}$ 's are Hermitian traceless operators and so can be written as,

$$
\begin{equation*}
a_{i}=\alpha_{x i} \sigma_{x}+\alpha_{y i} \sigma_{y}+\alpha_{z i} \sigma_{z} \tag{4.22}
\end{equation*}
$$

For $a_{x}$ :

$$
\begin{align*}
& \alpha_{x 1}=\frac{1}{\xi^{2}} \operatorname{sinc}[2 \xi]\left(\boldsymbol{\varphi}_{2}^{2}+\boldsymbol{\varphi}_{3}^{2}\right)+\eta^{2}  \tag{4.23}\\
& \alpha_{y 1}=-\frac{1}{\xi^{2}}\left(\operatorname{sinc}[2 \xi] \boldsymbol{\varphi}_{1} \boldsymbol{\varphi}_{2}-\boldsymbol{\varphi}_{1} \boldsymbol{\varphi}_{2}+\operatorname{sinc}[\xi] \operatorname{sinc}(\xi) \boldsymbol{\varphi}_{3} \xi\right)  \tag{4.24}\\
& \alpha_{z 1}=-\frac{\operatorname{sinc}[2 \xi] \boldsymbol{\varphi}_{1} \boldsymbol{\varphi}_{2}}{\xi^{2}}+\operatorname{sinc}[\xi]^{2} \boldsymbol{\varphi}_{2}+\frac{\boldsymbol{\varphi}_{1} \boldsymbol{\varphi}_{3}}{\xi^{2}} \tag{4.25}
\end{align*}
$$

For $a_{y}$ :

$$
\begin{align*}
& \alpha_{x 2}=-\frac{\operatorname{sinc}[2 \xi] \boldsymbol{\varphi}_{1} \boldsymbol{\varphi}_{2}}{\xi^{2}}+\operatorname{sinc}[\xi]^{2} \boldsymbol{\varphi}_{3}+\frac{\boldsymbol{\varphi}_{1} \boldsymbol{\varphi}_{2}}{\xi^{2}}  \tag{4.26}\\
& \alpha_{y 2}=-\frac{\operatorname{sinc}[2 \xi] \boldsymbol{\varphi}_{1}}{\xi^{2}}-\frac{\operatorname{sinc}[2 \xi] \boldsymbol{\varphi}_{3}^{2}}{\xi}-2 \boldsymbol{\varphi}_{2}^{2} \xi  \tag{4.27}\\
& \alpha_{z 2}=-\frac{\operatorname{sinc}[2 \xi] \boldsymbol{\varphi}_{2} \boldsymbol{\varphi}_{3}}{\xi^{2}}-\operatorname{sinc}[\xi]^{2} \boldsymbol{\varphi}_{1}+\frac{\boldsymbol{\varphi}_{2} \boldsymbol{\varphi}_{3}}{\xi^{2}} \tag{4.28}
\end{align*}
$$

For $a_{z}$ :

$$
\begin{align*}
& \alpha_{x 3}=\frac{\operatorname{sinc}[2 \xi] \boldsymbol{\varphi}_{1} \boldsymbol{\varphi}_{3}}{\xi^{2}}+\operatorname{sinc}[\xi]^{2} \boldsymbol{\varphi}_{2}+\frac{\boldsymbol{\varphi}_{1} \boldsymbol{\varphi}_{3}}{\xi^{2}}  \tag{4.29}\\
& \alpha_{y 3}=\frac{\operatorname{sinc}[2 \xi] \boldsymbol{\varphi}_{2} \boldsymbol{\varphi}_{3}}{\xi^{2}}+\operatorname{sinc}[\xi]^{2} \boldsymbol{\varphi}_{1}+\frac{\boldsymbol{\varphi}_{2} \boldsymbol{\varphi}_{3}}{\xi^{2}}  \tag{4.30}\\
& \alpha_{z 3}=\frac{\boldsymbol{\varphi}_{3}^{2}}{\xi^{2}}+\frac{\operatorname{sinc}[2 \xi]\left(\boldsymbol{\varphi}_{1}^{2}+\boldsymbol{\varphi}_{2}^{2}\right)}{\xi^{2}} \tag{4.31}
\end{align*}
$$

In most of this work we will focus on the case where $\varphi_{i} \rightarrow 0 \forall i$. We do not make claims of being able to "move" into this parameter space as these claims seem largely unsubstantiated. However we do claim that most practical applications of magnetometry are interested in the estimation of very small magnetic fields around zero, it also makes the algebra tractable. In this regime we can see that,

$$
\begin{equation*}
\lim _{\varphi_{i} \rightarrow 0 \forall i} \frac{\partial}{\partial \boldsymbol{\varphi}_{i}} e^{-i \hat{H}(\boldsymbol{\varphi})}\left|\psi_{0}\right\rangle=-i \hat{H}_{i}\left|\psi_{0}\right\rangle . \tag{4.32}
\end{equation*}
$$

### 4.3 Asymptotic classicality

Asymptotically classical models, adopting the terminology of [184] are those for which $C^{S}=C^{H}$, determined by the condition $D=0$, where $D_{i j}=\operatorname{Im} \operatorname{Tr} L_{i} L_{j} \rho_{\varphi}$ [161]. For the problem we are considering, a sufficient condition for asymptotic classicality is to satisfy [19],

$$
\begin{equation*}
\operatorname{Tr}\left[\rho^{[1]} a_{i} a_{j}\right]=0 \quad \forall i, j . \tag{4.33}
\end{equation*}
$$

For zero parameter $a_{i} \rightarrow \sigma_{i} \Longrightarrow \operatorname{Tr} \rho^{[1]} a_{i} a_{j}=\varepsilon_{i, j, k} \alpha_{k}$, where $\rho^{[1]}=(\mathbb{1}+$ $\left.\sum \alpha_{i} \sigma_{i}\right) / 2$. The only way this is zero $\forall i, j$ is for $\alpha_{i}$ to be zero $\forall i \Longrightarrow \rho^{[1]}=\mathbb{1} / 2$. There are only two classes of two-qubit pure states which have this 1-body reduced density matrix,

$$
\begin{equation*}
\left|\psi_{1}\right\rangle=\frac{1}{\sqrt{2}}\left(|00\rangle \pm e^{-\mathrm{i} \phi}|11\rangle\right) \quad\left|\psi_{2}\right\rangle=\frac{1}{\sqrt{2}}\left(|10\rangle \pm e^{-\mathrm{i} \phi}|01\rangle\right), \tag{4.34}
\end{equation*}
$$

for some arbitrary phase, $e^{-\mathrm{i} \phi}$. These two classes of two-qubit states are the only ones that have a reduced 1 -body density matrix of form $\mathbb{1} / 2$, because $\mathbb{1} / 2$ implies complete uncertainty on the 1 -body level. For a two-qubit pure state, this only occurs when the state is maximally bipartite-entangled. Anything less than maximum entanglement gives some level of certainty on the 1-body reduced density matrix. These two states are unable to estimate all three parameters, since they give rise to singular statistical models, for which the QFI matrix is not invertible.

In the rest of this chapter we restrict ourselves to estimation around the true value $\varphi=[0,0,0]$ to simplify algebraic expressions. This is a relevant setting in precision magnetometry, where small deviations from a known reference field are measured. Furthermore, this is usually the optimal point in parameter space and can be achieved by interspersing the evolution with adaptive control unitaries [212, 40], although a formal proof is lacking for the HCRB.

### 4.4 Evaluation of the HCRB

We start with a real valued two-qubit state,

$$
\left|\psi_{0}\right\rangle=\left[\begin{array}{l}
r_{1}  \tag{4.35}\\
r_{2} \\
r_{3} \\
r_{4}
\end{array}\right]
$$

such that $r_{i} \in \mathbb{R}$ and $\sum_{i} r_{i}^{2}=1$. This assumption is motivated primarily by algebraic simplicity. In order to ensure this assumption does not undermine has intuition we gain from this result we are able to do two numerical checks for confirmation. First, we generate a random quantum state and compute its HCRB, then numerically search for a state with the same HCRB. No cases were found that contradicted this assumption. Secondly, we use brute force numerical optimisation with and without the restriction to real values for the state. No difference was found in the optimal state HCRB with or without the real value restriction. More generally, the question of "how real" is quantum metrology has yet to be answered rigorously [1]. In other words, is the complex nature of a quantum state an exploitable resource?

For this problem the vectors (4.11), stacked as columns of a matrix, are

$$
\begin{align*}
& \left(\left|l_{1}\right\rangle\left|l_{2}\right\rangle\left|l_{3}\right\rangle\right)  \tag{4.36}\\
& =\left(\begin{array}{ccc}
2\left(2 r_{1} r_{1,4}^{+}-1\right)\left(r_{2,3}^{+}\right) & 2 \mathrm{i} r_{2,3}^{+} & 4 r_{1}\left(r_{1,4}^{+} r_{1,4}^{-}-1\right) \\
2 r_{1,4}^{+}\left(2 r_{2} r_{2,3}^{+}-1\right) & -2 \mathrm{i} r_{1,4}^{-} & 4 r_{2} r_{1,4}^{-} r_{1,4}^{+} \\
2 r_{1,4}^{+}\left(2 r_{3} r_{2,3}^{+}-1\right) & -2 \mathrm{i} r_{1,4}^{-} & 4 r_{3} r_{1,4}^{-} r_{1,4}^{+} \\
2\left(2 r_{4} r_{1,4}^{+}-1\right) r_{2,3}^{+} & -2 \mathrm{i} r_{2,3}^{+} & 4 r_{4}\left(r_{1,4}^{+} r_{1,4}^{-}+1\right)
\end{array}\right),
\end{align*}
$$

where we have introduced

$$
\begin{equation*}
r_{1,4}^{ \pm}=r_{1} \pm r_{4}, \quad r_{2,3}^{ \pm}=r_{2} \pm r_{3} \tag{4.37}
\end{equation*}
$$

As $\operatorname{dim} \operatorname{span}_{\mathbb{R}}\left\{\left|l_{i}\right\rangle\right\}=3$ and dim $\operatorname{span}_{\mathbb{C}}\left\{\left|l_{i}\right\rangle\right\}=2$,

$$
\begin{align*}
\operatorname{span}_{\mathbb{C}}\left\{\left|l_{i}\right\rangle\right\} & =\operatorname{span}_{\mathbb{C}}\left\{\left|l_{1}\right\rangle,\left|l_{2}\right\rangle\right\} \\
& \cong \operatorname{span}_{\mathbb{R}}\left\{\left|l_{1}\right\rangle,\left|l_{2}\right\rangle, i\left|l_{1}\right\rangle, i\left|l_{2}\right\rangle\right\}  \tag{4.38}\\
& \cong \operatorname{span}_{\mathbb{R}}\left\{\left|l_{1}\right\rangle,\left|l_{2}\right\rangle,\left|l_{3}\right\rangle,|v\rangle\right\}
\end{align*}
$$
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where $|v\rangle$ is a complex linear combination of $\left|l_{1}\right\rangle$ and $\left|l_{2}\right\rangle$ satisfying $\operatorname{Re}\left\langle l_{i} \mid v\right\rangle=0$. Explicitly,

$$
\begin{equation*}
|v\rangle=-\frac{\mathrm{i}\left(\left(r_{1,4}^{-}\right)^{2}+\left(r_{2,3}^{+}\right)^{2}\right)}{r_{1,4}^{+} r_{1,4}^{-}}\left|l_{1}\right\rangle-\left|l_{2}\right\rangle . \tag{4.39}
\end{equation*}
$$

By substituting the constraints (4.10) we get to

$$
\begin{equation*}
\left|x_{i}\right\rangle=\sum_{j}\left(J^{-1}\right)_{j i}\left|l_{j}\right\rangle+\alpha_{i}|v\rangle, \tag{4.40}
\end{equation*}
$$

where now for pure states the QFIM is given by $J_{i j}=\operatorname{Re}\left\langle l_{i} \mid l_{j}\right\rangle$. Crucially, we now have an unconstrained optimisation on the three real parameters $\alpha_{i}$, that is, $C^{\mathrm{H}}=\min _{\boldsymbol{\alpha}} \operatorname{Tr} \operatorname{Re} Z[\boldsymbol{\alpha}]+\|\operatorname{Im} Z[\boldsymbol{\alpha}]\|_{1}$. The same approach of explicitly substituting the constraints was initially applied to mixed states [184], being instrumental in obtaining closed-form results for qubits [185]. Before continuing with the calculation, we must confirm that this new unconstrained formulation of the HCRB remains convex. We begin with,

$$
\begin{equation*}
\left|x_{i}\right\rangle=\sum_{j}\left(J^{-1}\right)_{j i}\left|l_{j}\right\rangle+\alpha_{i}|v\rangle, \tag{4.41}
\end{equation*}
$$

where $\alpha_{i}$ is the vector of 3 real parameters that we minimise over. This form of $\left|x_{i}\right\rangle$ remains in the span of $k e t l_{j}$, as $|v\rangle$ belongs to this span. We have reformulated this span to limit the degrees of freedom that we need to optimise over. Restated, $C^{\mathrm{H}}=\min _{\alpha} \operatorname{Tr} \operatorname{Re} Z[\boldsymbol{\alpha}]+\|\operatorname{Im} Z[\boldsymbol{\alpha}]\|_{1}$. Firstly, denoting $\left|\tilde{\tilde{i}}_{i}\right\rangle=\sum_{j}\left(J^{-1}\right)_{j i}\left|l_{j}\right\rangle$,

$$
\begin{equation*}
\operatorname{Tr} \operatorname{Re} Z[\alpha]=\sum_{i} \alpha_{i}^{2}\langle v \mid v\rangle+\alpha_{i}\left(2 \operatorname{Re}\left\langle\tilde{l}_{i} \mid v\right\rangle\right)+\left\langle\tilde{l}_{i} \mid \tilde{l}_{i}\right\rangle, \tag{4.42}
\end{equation*}
$$

which is quadratic, hence convex in $\alpha_{i}$.
Secondly,

$$
\begin{equation*}
\|\operatorname{Im} Z[\alpha]\|_{1}=\frac{1}{2} \sqrt{\left\langle x_{1} \mid x_{2}\right\rangle^{2}+\left\langle x_{1} \mid x_{3}\right\rangle^{2}+\left\langle x_{3} \mid x_{2}\right\rangle^{2}} . \tag{4.43}
\end{equation*}
$$

In order to show this is convex with respect to $\alpha_{i}$ we show that the Hessian of this function is positive semi-definite (PSD), namely,

$$
y\left[\begin{array}{lll}
\frac{\partial^{2}\|\operatorname{Im} Z[\alpha]\|_{1}}{\partial \alpha_{1}^{2}} & \frac{\partial^{2} \| \operatorname{Im} Z\left[\alpha \alpha \|_{1}\right.}{\partial \alpha_{1} \partial \alpha_{2}} & \frac{\partial^{2}\|\operatorname{Im} Z[\alpha]\|_{1}}{\partial \alpha_{1} \partial \alpha_{3}}  \tag{4.44}\\
\frac{\partial^{2} \| \operatorname{II} Z\left[\alpha \|_{1}\right.}{\partial \alpha_{2} \partial \|_{1}} & \frac{\partial^{2} \| \operatorname{Im} Z\left[\alpha \alpha \|_{1}\right.}{\partial \alpha_{1}^{2}} & \frac{\partial^{2}\| \| \operatorname{ma} Z[\alpha] \|_{1}}{\partial \alpha_{2} \partial \alpha_{3}} \\
\frac{\partial^{2}\|\operatorname{II} Z[\alpha]\|_{1}}{\partial \alpha_{3} \partial \alpha_{1}} & \frac{\partial^{2}\|\operatorname{Im} Z[\alpha]\|_{1}}{\partial \alpha_{3} \partial \alpha_{2}} & \frac{\partial^{2}\|\operatorname{Im} Z[\alpha]\|_{1}}{\partial \alpha_{3}^{2}}
\end{array}\right] y^{\dagger} \geq 0,
$$

for an arbitrary real-valued vector, $y=\left(y_{1}, y_{2}, y_{3}\right)$. A necessary and sufficient condition for the above to be true is all eigenvalues of the Hessian are non-negative. Indeed we find the eigenvalues $\lambda_{i}$ to be

$$
\begin{align*}
& \lambda_{1}=0,  \tag{4.45}\\
& \lambda_{2}=\frac{\left(r_{2,3}^{+}\right)^{2}}{\left(4 r_{1,4}^{-} r_{1,4}^{+}\right)^{2}},  \tag{4.46}\\
& \lambda_{3}=\frac{64\left(r_{2,3}^{+}\right)^{4} \delta\left(\left(\alpha_{3} r_{2,3}^{+}+\alpha_{1} r_{1,4}^{-}\right)^{2}+\alpha_{2}^{2} \delta\right)+\left(r_{1,4}^{-}\right)^{2}}{\left(2 r_{1,4}^{-} r_{1,4}^{+}\right)^{4}}, \tag{4.47}
\end{align*}
$$

where $\delta=1-2\left(r_{1} r_{4}-r_{2} r_{3}\right)$. Since $2\left|r_{1} r_{4}-r_{2} r_{3}\right|$ is the concurrence of a pure two-qubit state [201], which takes value in the range [ 0,1 ], we see that $\delta \geq 0$. Given the eigenvalues of the Hessian are non-negative, $\|\operatorname{Im} Z[\alpha]\|_{1}$ is a convex function of the parameters $\alpha_{i}$. As $\operatorname{Tr} \operatorname{Re} Z[\alpha]$ is also convex with respect to $\alpha_{i}$, and the sum of two convex functions is convex, $\operatorname{Tr} \operatorname{Re} Z[\alpha]+\|\operatorname{Im} Z[\alpha]\|_{1}$ is convex with respect to $\alpha_{i}$ and the global minimum is found for $\alpha_{i}=0 \forall i$ since the gradient vanishes there.

This function is minimised by $\boldsymbol{\alpha}=[0,0,0]$ as can be explicitly checked by the vanishing of the gradient and the positive semidefiniteness of the Hessian as previously shown.

In other words, the optimal vectors $\left|x_{i}\right\rangle$ lie in the real subspace generated by the vectors $\left|l_{i}\right\rangle$ so we have

$$
\begin{equation*}
C^{\mathrm{H}}=C^{S}+\left\|\left(J^{s}\right)^{-1} D\left(J^{s}\right)^{-1}\right\|_{1}, \tag{4.48}
\end{equation*}
$$

where $D_{i j}=\operatorname{Im} \operatorname{Tr}\left[L_{i} L_{j} \rho_{\varphi}\right]=\operatorname{Im}\left\langle l_{i} \mid l_{j}\right\rangle$. More explicitly, the HCRB for 3D magnetometry without the presence of noise is

$$
\begin{align*}
C^{\mathrm{H}} & =\frac{1}{8}\left(\frac{1}{\left(r_{1,4}^{+}\right)^{2}+\left(r_{1,4}^{-}\right)^{2}-2\left(r_{1,4}^{-} r_{1,4}^{+}\right)^{2}+\left(r_{2,3}^{+}\right)^{2}\left(1-2\left(r_{1,4}^{+}\right)^{2}\right)}\right.  \tag{4.49}\\
& \left.+\left(\frac{1}{\sqrt{\left(r_{1,4}^{-}\right)^{2}+\left(r_{2,3}^{+}\right)^{2}}}+\frac{1}{\left(r_{1,4}^{+}\right)}\right)^{2}\right) . \tag{4.50}
\end{align*}
$$

In order to touch on the significance of this result, we first must explain what is meant by a coherent (or D-invariant) bound. A quantum statistical model is called coherent at $\varphi$, if SLD-tangent space at $\varphi$ is an invariant subspace of the commutation
superoperator [8]. Mathematically,

$$
\begin{equation*}
\forall \boldsymbol{X} \in \operatorname{span}_{\mathbb{R}}\left\{\boldsymbol{l}_{\varphi}\right\} \rightarrow \mathcal{D}_{\left\langle\psi_{\varphi}\right\rangle}(\boldsymbol{X}) \in \operatorname{span}_{\mathbb{R}}\left\{\boldsymbol{l}_{\boldsymbol{\varphi}}\right\}, \tag{4.51}
\end{equation*}
$$

where the commutation superoperator $\mathcal{D}_{|\psi\rangle_{\varphi}}(\boldsymbol{X})$ is defined to be the superoperator satisfying the following equation [95],

$$
\begin{align*}
& \left|\psi_{\boldsymbol{\varphi}}\right\rangle\left\langle\psi_{\boldsymbol{\varphi}}\right| \boldsymbol{X}-\boldsymbol{X}\left|\psi_{\boldsymbol{\varphi}}\right\rangle\left\langle\psi_{\boldsymbol{\varphi}}\right|  \tag{4.52}\\
& =i\left(\left|\psi_{\boldsymbol{\varphi}}\right\rangle\left\langle\psi_{\varphi}\right| \mathcal{D}_{|\psi\rangle_{\varphi}}(\boldsymbol{X})+\mathcal{D}_{|\psi\rangle_{\varphi}}(\boldsymbol{X})\left|\psi_{\boldsymbol{\varphi}}\right\rangle\left\langle\psi_{\boldsymbol{\varphi}}\right|\right)
\end{align*}
$$

If the above condition holds, then equation (4.48) holds. In general, equation (4.48) an upper bound to the HCRB and only equal for any weight matrix if and only if the model is coherent, as shown [185].

For pure states and an even number of parameters, such models are called coherent as their tangent space has a symplectic structure [70]. For two-qubit 3D magnetometry we find (4.48) to hold for any diagonal weight matrix but not for a general one (See Section 4.6 for details). This is consistent with the fact that it is not a coherent model. We propose to call these models odd-coherent and that their properties warrant further study.

Before moving onto the attainability of this bound we briefly comment on the role of entanglement in the initial state. We find a one-to-one relationship between the entanglement of the input state and HCRB, with both separable and maximally entangled states leading to a singular model, meaning that they do not allow for the simultaneous estimation of all three parameters (See Section 4.5 and Ref. [19]).

### 4.5 Role of entanglement

The role of entanglement as a resource in quantum metrology is a question that has been well studied for single parameter problems [191, 170, 56]. With thanks to the closed form expression for the degree of entanglement for pure two qubit states we can fully study this question for this model too. We can see in figure 4.1 that there is a one to one relation between the level of entanglement and the CRB.

As seen in figure 4.1 we can see that there exists a one to one relationship between the entanglement of the initial state and its scalar bound. Also as predicted in [19] there is a trade-off relationship between entanglement and a state's performance. Both separable and maximally entangled states are singular. The important point to note is
that the HCRB and QCRB optimal points differ. That is to say the additional terms in the HCRB properly account for the entanglement of a given state.


Figure 4.1: parametric plot of entanglement $\left|r_{1} r_{4}-r_{2} r_{3}\right|$ vs CRB, here either QCRB or HCRB. The vertical line to the left hand side is the optimal HCRB point and the line to the right is the optimal QCRB point. We note the surprising implication that only the bipartite entanglement is required in order to infer how well a given state performs for 3D-magnetometry. The implication of which being, if we prepare an entangled state, before the parameter unitary is applied, a Cramér-Rao bound (CRB) is invariant under local transformations that occur after entangled state preparation and before parameter encoding. Noting that local transformations do not impact entanglement.

### 4.6 HCRB for diagonal weight matrices

Hitherto, we have ignored the inclusion of a weight matrix $W$. This is due to $W=\mathbb{1}$ being the case that corresponds to the MSEM. We can however, elect to manipulate the weighting of parameters or their correlations. For example, $W=2,1,1$ corresponds to doubling the impact of sensitivity to the first parameter. We will here examine weight matrices other than identity. Suzuki [183] showed that for a full-rank state coherent model, the HCRB is equal to the coherent bound for all positive weight matrices. Given the previous comparisons made to coherent models, we further examine weight matrices in order to determine if the intuitions hold from coherent models to this model.

We introduce the weight matrix $W$, a $p \times p$ real-valued positive matrix. The corresponding HCRB is obtained by generalizing Eq. (5.1) to

$$
\begin{equation*}
\operatorname{Tr} W V_{\varphi}(\Pi, \tilde{\varphi}) \geq C^{\mathrm{H}}(|\psi\rangle\langle\psi|)=\min _{X} \operatorname{Tr} \operatorname{Re} W Z[X]+\|\sqrt{W} \operatorname{Im} Z[X] \sqrt{W}\|_{1}, \tag{4.53}
\end{equation*}
$$

with the same constraints (4.1) and the same definition (4.3). We identify two natural classes of weight matrices. The first is a diagonal $W=\operatorname{diag}\left(w_{1}, w_{2}, w_{3}\right), w_{i} \geq 0$, $w_{i} \in \mathbb{R}$. This corresponds to modifying the proportion to which we estimate each parameter. The second class is the general non-diagonal matrix $W \geq 0$, which corresponds to taking linear combinations of the parameters. For 3D magnetometry with diagonal weight matrices,

$$
\begin{equation*}
C^{\mathrm{H}}(|\psi\rangle\langle\psi|)=\operatorname{Tr} W J^{S-1}+\left\|\sqrt{W} J^{S-1} D J^{S-1} \sqrt{W}\right\|_{1} . \tag{4.54}
\end{equation*}
$$

In particular,

$$
\begin{align*}
\operatorname{Abs} \operatorname{Im} \sqrt{W}\left(J^{s}\right)^{-1} D\left(J^{s}\right)^{-1} \sqrt{W} & =\frac{1}{4} \sqrt{\frac{w_{1} w_{2}\left(r_{1,4}^{-}\right)^{2}+w_{2} w_{3}\left(r_{2,3}^{+}\right)^{2}}{\left(r_{1,4}^{+}\right)^{2}\left(\left(r_{1,4}^{-}\right)^{2}+\left(r_{2,3}^{+}\right)^{2}\right)^{2}}}  \tag{4.55}\\
8 \operatorname{Re} W Z[X] & =\frac{\alpha}{\beta} . \tag{4.56}
\end{align*}
$$

Where

$$
\begin{align*}
\alpha & =w_{2} \frac{1}{\left(r_{1,4}^{-}\right)^{2}+\left(r_{2,3}^{+}\right)^{2}}+w_{3}\left(\left(\left(r_{1,4}^{+}\right)^{2}+\left(r_{2,3}^{+}\right)^{2}\left(1-2\left(r_{1,4}^{+}\right)^{2}\right)\right)\right)  \tag{4.57}\\
& +w_{1}\left(\left(r_{1,4}^{+}\right)^{2}\left(r_{1}^{2}+r_{4}^{2}\right)\left(\left(r_{1}^{2}+r_{4}^{2}\right)\left(r_{2}^{2}+r_{3}^{2}-2\right)+\left(r_{1,4}^{-} r_{1,4}^{+}\right)^{2}+1\right)\right), \\
\beta & =2\left(r_{1,4}^{+}\right)^{2}\left(r_{1}^{2}\left(-r_{1}^{2}\left(r_{4}^{2}+2\right)+r_{1}^{4}+4 r_{4}^{2}\left(r_{2} r_{3}+1\right)-r_{4}^{4}+1\right)+r_{4}^{2}\left(r_{4}^{2}-1\right)^{2}\right)  \tag{4.58}\\
& +\left(r_{2,3}^{+}\right)^{2}\left(2\left(r_{1,4}^{+}\right)^{2}\left(2\left(r_{1,4}^{+}\right)^{2}+r_{2}^{2}+r_{3}^{2}-2\right)+1\right) .
\end{align*}
$$

However, the form of Eq. (4.54) for the HCRB does not hold for a general weight matrix.

### 4.7 Attainability of the HCRB for the model

The HCRB for all pure state models are attainable with a POVM, without the need of measuring multiple copies collectively [130]. However, ancillas may be required to implement the optimal measurement. The HCRB is attainable with a projective measurement if $\operatorname{dim} \mathcal{H}>2 p+1$ [89, Chap. 20, Corollary 23]. For two-qubit 3D magnetometry, $\operatorname{dim} \mathcal{H}=4<2 p+1=7$. Thus, known results offer no suggestion of projective attainability of the HCRB for 3D magnetometry with two-qubit pure states. Fujiwara showed projective attainability for a 2-parameter coherent model [70]. This model's bound may take the form of a coherent model's bound but the odd number of parameters means it is not a coherent model. From these known results we have no guarantee of projective attainability.

We now show the projective attainability of the HCRB for 3D magnetometry with two-qubit real pure states. To that end, recall that a projective measurement (and a locally unbiased estimator) with $V(\Pi, \tilde{\varphi})_{i j}=F\left(\left|\psi_{\boldsymbol{\varphi}}\right\rangle, \Pi\right)_{i j}^{-1}=\left\langle x_{i} \mid x_{j}\right\rangle$ exists if and only if $\operatorname{Im}\left\langle x_{i} \mid x_{j}\right\rangle=0$ for vectors also satisfying the local unbiasedness condition (4.10) [130]. Since we have already found the HCRB, to prove its projective attainability we need to find a set $\left\{\left|x_{i}\right\rangle\right\}$ satisfying (4.10) as well as $C^{\mathrm{H}}=\operatorname{Tr} \operatorname{Re} Z[X]$ and $\operatorname{Im} Z[X]=0$. Unlike the evaluation of the HCRB, it is not possible to solve this system by restricting to $\left|x_{i}\right\rangle \in \operatorname{span}_{\mathbb{C}}\left\{\left|l_{1}\right\rangle,\left|l_{2}\right\rangle\right\}$. This space does not have the required degrees of freedom to satisfy the additional constraints imposed by also seeking projective attainability, this is why we return to the full Hilbert space. Thus, we have 24 real parameters (coming from the 3 complex 4 -dimensional vectors) with 6 linear constrains, 3 bi-linear constraints and 1 quadratic constraint. Indeed we are able to satisfy all these constraints; a family of $X$ operators that attains the HCRB for 3D magnetometry with two-qubit real pure states, as we demonstrate. We first require the following lemma,

Lemma 2. If there exists an unbiased projective measurement such that,

$$
\begin{equation*}
V[M]=\operatorname{Re} X^{*} X, \tag{4.59}
\end{equation*}
$$

where $X$ is the ordered pair,

$$
\begin{equation*}
X=\left[M^{1}(M,|\psi\rangle), \ldots M^{m}(M,|\psi\rangle)\right], \tag{4.60}
\end{equation*}
$$

then,

$$
\begin{equation*}
\operatorname{Im} X^{*} X=0 \tag{4.61}
\end{equation*}
$$

holds true. Conversely, if we have $\operatorname{Im} X^{*} X=0$, then there exists a projective measurement such that 4.59 holds.

The proof of which is given in [136] (theorem 4). The implication of this being, if we are able to construct a vector $X$ such that $\operatorname{Im} X^{*} X=0$ and $V[M]=\operatorname{Re} X^{*} X$ then there must exist a project measurement that attains the HCRB. We have previously computed the HCRB, utilizing a reduced space in order to simplify the calculation. This reduced space does not possess all the properties of the full vector space. Namely, there are not enough degrees of freedom in order to satisfy the HCRB constraints as well as $\operatorname{Im} X^{*} X=0$. We will in the following therefore, return to the full vector space in order to satisfy the constraints.

Theorem 3. For a real valued 2-qubit state with a zero value magnetic field acting in the three Pauli directions has a Holevo Cramér-Rao bound that is attainable with a projective measurement.

Proof. In order to prove Theorem 3 we construct a set of complex vectors $\left|x_{i}\right\rangle$ which satisfy,

$$
\begin{align*}
\left\langle x_{i} \mid \partial_{j} \psi\right\rangle & =\delta_{i, j}  \tag{4.62}\\
\operatorname{Im}\left\langle x_{j} \mid x_{j}\right\rangle & =0 . \tag{4.63}
\end{align*}
$$

If we can satisfy these constrains, as well as finding $X$ such that $V[M]=\operatorname{Re} X^{*} X$, then by lemma 2 we know that there exists a projective measurement that attains the HCRB. We therefore attain the HCRB with a single copy. The key element of simplifying the proof is that we already have the HCRB, so we are able to re-write the minimisaiton,

$$
\begin{equation*}
C^{\mathrm{H}}=\min _{\alpha} \operatorname{Tr} \operatorname{Re} Z+\operatorname{Abs} \operatorname{Im} Z \tag{4.64}
\end{equation*}
$$

as an additional quadratic constraint, including the fact that we constrain $\operatorname{Abs} \operatorname{Im} Z=$ 0 . From this we have,

$$
\begin{align*}
\min _{\alpha} \operatorname{Tr} \operatorname{Re} Z & =\sum_{i=1}^{3}\left\langle x_{i} \mid x_{i}\right\rangle  \tag{4.65}\\
& =C^{\mathrm{H}} \quad \text { (equation } \tag{4.66}
\end{align*} \text { 4.49). }
$$

In this system of equations we have 24 real parameters (coming from the 3 complex 4 -dimensional vectors) with 6 linear constrains, 3 bi-linear constraints and 1 quadratic constraint. Indeed we are able to satisfy all these constraints. In order to explicitly give the $X$-operators we begin by taking the simplified form of the HCRB pure states and calculating it terms of the 24 real parameters that construct $X$,

$$
\begin{align*}
C^{\mathrm{h}}(|\psi\rangle) & =\min _{X} \operatorname{Re} Z[X]+\operatorname{Abs} \operatorname{Im} Z[X],  \tag{4.67}\\
Z[X] & =X X^{\dagger} . \tag{4.68}
\end{align*}
$$

Where $X=\left\{\left|x_{1}\right\rangle,\left|x_{2}\right\rangle,\left|x_{3}\right\rangle\right\}$ is a matrix of vectors

$$
\begin{equation*}
X_{i}=\tilde{X}_{i}|\psi\rangle=\left|x_{i}\right\rangle . \tag{4.69}
\end{equation*}
$$

The operator $\tilde{X}_{i}$ is an arbitrary Hermitian operator. The arbitrary complex vectors $\left|x_{i}\right\rangle$ satisfy the local-unbiased condition as well as the condition that their inner products are strictly real-valued,

$$
\begin{align*}
\operatorname{Re}\left\langle x_{i} \mid \partial_{j} \psi\right\rangle & =\delta_{i, j} .  \tag{4.70}\\
\operatorname{Im}\left\langle x_{i} \mid x_{j}\right\rangle & =0 . \tag{4.71}
\end{align*}
$$

we parameterise our $X$ operators

$$
\begin{align*}
X & =\left\{\left|x_{1}\right\rangle,\left|x_{2}\right\rangle,\left|x_{3}\right\rangle\right\}  \tag{4.72}\\
& =\left[\begin{array}{lll}
x_{1,1}^{r}+x_{1,1}^{i} i & x_{2,1}^{r}+x_{2,1}^{i} i & x_{3,1}^{r}+x_{3,1}^{i} i \\
x_{1,2}^{r}+x_{1,2}^{i} i & x_{2,2}^{r}+x_{2,2}^{i} i & x_{3,2}^{r}+x_{3,2}^{i} i \\
x_{1,3}^{r}+x_{1,3}^{i} i & x_{2,3}^{r}+x_{2,3}^{i} i & x_{3,3}^{r}+x_{3,3}^{i} i \\
x_{1,4}^{r}+x_{1,4}^{i} i & x_{2,4}^{r}+x_{2,4}^{i} i & x_{3,4}^{r}+x_{3,4}^{i} i
\end{array}\right] \tag{4.7}
\end{align*}
$$

Now we look for solutions to the above conditions. We have 24 real parameters with 9 linear constrains, 3 bi-linear constraints and 1 quadratic constraints, which leaves us with 11 arbitrary parameters. We set these remaining parameters to 0 or 1 for ease, one could spend more time looking for parameters which give similar $X$ operators, but
this is sufficient for our purposes. First we satisfy $\sum_{i=1}^{3}\left\langle x_{i} \mid x_{i}\right\rangle=C^{\mathrm{H}}$, which gives,

$$
\begin{align*}
x_{2,2}^{r} & =\left(C^{\mathrm{H}}-\left\langle x_{1} \mid x_{1}\right\rangle-\left\langle x_{3} \mid x_{3}\right\rangle\right.  \tag{4.74}\\
& \left.-\left[\left(x_{2,1}^{i}\right)^{2}+\left(x_{2,1}^{r}\right)^{2}+\left(x_{2,2}^{i}\right)^{2}+\left(x_{2,3}^{i}\right)^{2}+\left(x_{2,3}^{r}\right)^{2}+\left(x_{2,4}^{i}\right)^{2}+\left(x_{2,4}^{r}\right)^{2}\right]\right)^{1 / 2} \tag{4.75}
\end{align*}
$$

Substituting the above in, we then satisfy $\left\langle x_{i} \mid \partial_{j} \psi\right\rangle=\delta_{i, j}$, which gives us,

$$
\begin{align*}
x_{1,3}^{r} & =-\left(1 /\left(r_{1,4}^{+}\right)\right)-\left(\left(r_{2,3}^{+}\right) x_{1,1}^{r}\right) / r_{4}-x_{1,2}^{r}  \tag{4.76}\\
x_{1,4}^{r} & =\left(r_{1} x_{1,1}^{r}\right) / r_{4}  \tag{4.77}\\
x_{1,4}^{i} & =x_{1,1}^{i}-\left(\left(r_{1,4}^{-}\right) x_{1,2}^{i}\right) /\left(r_{2,3}^{+}\right)-\left(\left(r_{1,4}^{-}\right) x_{1,3}^{i}\right) /\left(r_{2,3}^{+}\right),  \tag{4.78}\\
x_{2,3}^{r} & =-\left(\left(\left(r_{2,3}^{+}\right) x_{2,1}^{r}\right) / r 4\right)-x_{2,2}^{r}  \tag{4.79}\\
x_{2,4}^{r} & =\left(r 1 x_{2,1}^{r}\right) / r_{4}  \tag{4.80}\\
x_{2,4}^{i} & =-\left(1 /\left(r_{2,3}^{+}\right)\right)+x_{2,1}^{i}-\left(\left(r_{1,4}^{-}\right) x_{2,2}^{i}\right) /\left(r_{2,3}^{+}\right)-\left(\left(r_{1,4}^{-}\right) x_{2,3}^{i}\right) /\left(r_{2,3}^{+}\right),  \tag{4.81}\\
x_{3,3}^{r} & =-\left(\left(r_{2,3}^{+}\right) /\left(2 r 4\left(r_{1,4}^{+}\right)\right)\right)-\left(\left(r_{2,3}^{+}\right) x_{3,1}^{r}\right) / r 4-x_{3,2}^{r}  \tag{4.82}\\
x_{3,4}^{r} & =1 /(2 r 4)+\left(r 1 x_{3,1}^{r}\right) / r 4  \tag{4.83}\\
x_{3,4}^{i} & =x_{3,1}^{i}-\left(\left(r_{1,4}^{-}\right) x_{3,2}^{i}\right) /\left(r_{2,3}^{+}\right)-\left(\left(r_{1,4}^{-}\right) x_{3,3}^{i}\right) /\left(r_{2,3}^{+}\right) . \tag{4.84}
\end{align*}
$$

Again, substituting, we next satisfy $\operatorname{Im}\left\langle x_{j} \mid x_{j}\right\rangle=0$,

$$
\begin{align*}
x_{1,1}^{r} & =\left(( r _ { 2 , 3 } ^ { + } ) r 4 \left(x_{1,1}^{i} x_{3,1}^{r}+\left(\left(\left(r_{2,3}^{+}\right) x_{1,1}^{i}-\left(r_{1,4}^{-}\right)\left(x_{1,2}^{i}+x_{1,3}^{i}\right)\right)\left(1+2 r 1 x_{3,1}^{r}\right)\right) /\left(2\left(r_{2,3}^{+}\right) r 4\right)\right.\right. \\
& -\left(\left(r_{2,3}^{+}\right) x_{1,3}^{i}\left(1+2\left(r_{1,4}^{+}\right) x_{3,1}^{r}\right)\right) /\left(2 r 4\left(r_{1,4}^{+}\right)\right)-x_{1,2}^{r} x_{3,2}^{i}+x_{1,2}^{i} x_{3,2}^{r}-x_{1,3}^{i} x_{3,2}^{r} \\
& \left.\left.+x_{3,3}^{i} /\left(r_{1,4}^{+}\right)+x_{1,2}^{r} x_{3,3}^{i}\right)\right) /\left(-r 1^{2}\left(x_{3,2}^{i}+x_{3,3}^{i}\right)+\left(r_{2,3}^{+}\right)\left(r 4 x_{3,1}^{i}-\left(r_{2,3}^{+}\right) x_{3,3}^{i}\right)\right. \\
& \left.+r 1\left(\left(r_{2,3}^{+}\right) x_{3,1}^{i}+r 4\left(x_{3,2}^{i}+x_{3,3}^{i}\right)\right)\right), \\
x_{2,1}^{i} & =1 /\left(r_{2,3}^{+}\right)  \tag{4.86}\\
x_{1,1}^{i} & =-\left((2 r 4) /\left(r_{1,4}^{+}\right)\right), \tag{4.87}
\end{align*}
$$

Finally, substituting and setting the remaining arbitrary elements to 1 or 0 to avoid singularities.

$$
\begin{array}{r}
x_{1,2}^{i}=x_{1,2}^{r}=x_{1,3}^{i}=x_{2,1}^{r}=x_{2,2}^{i}=x_{2,3}^{i}=x_{3,1}^{r}=x_{3,2}^{r}=0, \\
x_{3,3}^{i}=x_{3,1}^{i}=x_{3,2}^{i}=1, \tag{4.89}
\end{array}
$$

In this way, we have been able to satisfy all constraints of our system, giving rise to a real valued $Z[\boldsymbol{X}]$ that attains the HCRB. This implies that there exists a set of projective measurements which have CCRB $=$ HCRB. With lemma 2 this concludes the proof.

We omit presenting an explicit example of the projective measurements. We chose arbitrary free parameters which avoided singularities, but give no intuition into the explicit structure of the projective measurements. Further work includes investigating physically relevant parameters in the place of these free values in order to give simpler and physically meaningful measurements.

### 4.8 Conclusions and discussions

In this chapter we calculated the HCRB for 2-qubit, 3D magnetometry, for zero parameter and real valued states. Further, we demonstrated its attainability with a single-copy projective measurement. Finally we calculated the HCRB for an arbitrary diagonal weight matrix and demonstrate a 1-1 relationship between the entanglement of a given state and its corresponding HCRB.

The calculation of the HCRB was the first 3-parameter analytic calculation of the HCRB (that does not collapse to either the QCRB or RLD-Cramér-Rao bound (CRB)). This results highlights that for particular state structures (here, pure states) there are simplifications and previously known results that are capable of unlocking new insights and analytic solutions.

Asymptotic classicality is often cited and used in the multi-parameter quantum metrology literature. That is to show the QCRB is equal to the HCRB and such the QCRB represents the fundamental bound, bypassing the need to calculate the HCRB. It is equally often used to avoid discussion of the CCRB by showing the unattainability of the QCRB. However, this result highlights that asymptotic classicality fails to capture any of the subtleties of attainability. Here we showed that there exists a projective measurement on a single copy of the input state such that the CCRB is equal to the HCRB with that given measurement. We stress the point that lack of asymptotic
classicality does not necessarily mean that multiple copies are required to attain the most informative bound on estimation.

Entanglement as a resource in quantum metrology is one of the overarching questions [191]. Is it where quantum advantage comes from, is there a trade-off, how hard are the entangled states to prepare? The 1-1 relationship we demonstrated in this chapter has some interesting implications. If we briefly think about 1-parameter estimation then we know the optimal state for Pauli-Z magnetic field estimation is the GHZ state that is formed by the eigenvectors of the Pauli-Z magnetic field Hamiltonian. This state exhibits maximum entanglement in a multi-partite sense. However, 'rotating' this state and using the GHZ state generated by the Pauli-X magnetic field Hamiltonian is completely insensitive to the Pauli-Z magnetic field and gives rise to a singular QCRB. The point is made to emphasise that the 'direction' of the quantum state typically is of great significance when it comes to sensing. This particular case demonstrates a novel and surprising way in which multiparameter estimation deviates from intuitions gains from single parameter estimation. That is, it is possible in a quantum multiparameter estimation problem for only the quantity of bipartite entanglement to be of concern when it comes to a state's given performance in sensing.

On a practical point, the main result of this chapter (that being the calculation of the HCRB) was made simpler by initially calculating the HCRB for a simpler class of states. Explicitly the HCRB for a weighted GHZ state,

$$
|\psi\rangle=\left[\begin{array}{c}
a  \tag{4.90}\\
0 \\
0 \\
\sqrt{1-a^{2}}
\end{array}\right],
$$

for which the algebra was greatly simplified.

### 4.8.1 Further work

The model possesses many similar properties to the coherent model [71]. We propose such models be refered to as odd-coherent. Further work that would be of great interest would be to examine how many other properties of a true coherent model hold in the odd number of parameters case we examine here. In particular, do all models satisfying coherent-ness other than having an odd number of parameters take the same form of the HCRB above and are attainable with single copy projective
measurements?
Different mathematical tools will need to be employed in order to solve the HCRB for system sizes greater than $N=2$ as the particular difference in complex and real span of the horizontal lifts is a quirk of 2-qubit geometry. A natural extension of this work would be to find a more general solution for the HCRB that holds in general for increasing system sizes. As noted above, even solving the simplest systems algebraically can offer great insight into the general case. One of the central results of [19], was that the QCRB depends only on the one and two body reduced density matrices of the input state. The question of 2-body dependance on the HCRB is one that would be very exciting to solve. At least part of the motivation for answering this question would be to investigate how far down convexity goes! We have a convex cost function in the state as a whole, that depends quadratically on the Hamiltonian we wish to estimate. Is it possible to further impose convexity on the elements of the input state, thus, optimising the input state as a convex problem? Some initial calculations into this problem exploring the avenue of geodesic convexity [196] showed early promise. However, the complexity of calculating geodesics of quantum states as system size increases was prohibitive.

## Chapter 5

## Quantum limits of 3D magnetometry

In art, as in biology, there is a phenomenon that can be described as mutation, in which appearances radically change at a tempo much more rapid than that at which they normally proceed.

Mark Rothko

### 5.1 Introduction

In the previous chapter, we gained new insights into 3D-magnetometry through analytic calculation of the HCRB. In this chapter we look for new insights that arise with the addition of dephasing noise for 3D-magnetometry. We use this one example noise model as this is the main concern for an NV center magnetometry experiment. The sensitivity of an NV center magnetometer is limited by the dephasing time $\left(T_{2}\right)$ [87, 205]. There has been many successful strides in improving the coherence times of NV centers [180, 116, 156, 82, 176]. These efforts have further translated into improvements in NV magnetometry [148, 41, 87, 98, 18, 199, 177, 124]

Quantum-enhanced metrological schemes that are capable of utilising uniquely quantum features, such as entanglement, coherence and squeezing, have found experimental success. [77, 54, 52, 150, 30, 152, 22]. Further, multi-parameter quantum
sensing experiments have seen great recent success experimentally $[195,165,166$, 147, 154]. A complete analysis is vital for pushing the boundaries of sensing. For example, a novel quantum-mechanical analysis has led to new techniques for superresolution [194, 44, 218, 190, 147, 211, 137].

The unifying factor of all quantum sensing experiments is environmental noise. It is not possible to escape the detrimental effects of interaction with external perturbations. When looking to optimise experiments, these detrimental effects must be taken into careful consideration. The optimal state for a given experiment depends heavily on the particular noise acting on the experimental setup. Mathematically speaking, noise takes us from pure states (rank-1 matrices or vectors) into the space of density operators, a completely different geometry. The main example of noise that we consider here is dephasing noise, or Pauli-Z noise. The effect of which is to degrade a state's off-diagonal coherences to zero. This destroys the information that would have been contained within those coherences. It is worth noting that Pauli X and $Y$ single body Hamiltonians are still capable of imparting information onto a state that is diagonal in the Pauli-Z basis.

When it comes to a complete analysis of a quantum multi-parameter estimation problems, the HCRB gives the ultimate bound to estimation. Although the HCRB and the scalar CRB obtained from the QCRB matrix differ by no more than a factor of two [36, 193], the former provides insights into the optimal measurements for attainability, as we will show. However, our analysis is practically incomplete without the consideration of noise. We aim to address this missing component of our previous analysis in this chapter.

Unlike pure states, the HCRB for mixed states is, in principle, attained asymptotically in the number of identical copies of the state, which must be measured collectively $[86,53]$. As this is prohibitive in practice we study the contribution of a few (two and three) copies of the two-qubit state towards reaching the asymptotic limit, by numerical optimisation of the CCRB over collective measurements. We analyse how the attainability of 3D-magnetometry varies over noise whilst adding multiple copies of the input state.

We also use the HCRB to take a deeper look at asymptotic classicality. If a model is asymptotically classical, it means that the HCRB and QCRB are equal. This means that if the QCRB is the metric being calculated, then it can be attained. Conversely, if a model is not asymptotically classical, then the QCRB can never be attained, regardless of how many copies of your system you have. Asymptotic
classicality is often inaccurately used in discussions of attainability. As we previously noted, just because a model does not possess asymptotic classicality, it does not mean that any more than 1-copy of the input state is needed. Equally, when a model is asymptotically classical, it could take an infinite number of input states in order to attain the HCRB/QCRB. In this chapter we look at the difference between the HCRB and QCRB when the model is not asymptotically classical.

When using a noisy quantum channel repeatedly for transmitting classical or quantum information [198], it is possible to employ quantum entanglement at different stages of the estimation process. Entanglement can be deployed only at the preparation stage in a quantum-classical (QC) strategy, only at the measurement stage in a classicalquantum (CQ) strategy, or at both ends in a quantum-quantum (QQ) strategy. The QC and CQ strategies are depicted in figure 5.1, where we can see the structure of the measurements and input state. A similar approach to quantum estimation strategies shows that for single parameter estimation CQ strategies are never useful [79, 89]. The same is not true for multiple parameters, as exemplified by the fact that collective measurements are needed to attain the HCRB. Thus, we investigate the performance of a QC strategy by numerically optimising the CCRB over initial $2 k$-qubit states and over $k$ independent measurements over 2-qubits systems. Our third result is that for $k=2$ in the high noise regime, the CQ strategy (which approaches the HCRB for high noise) outperforms the QC strategy.

Moving further towards practical implementation, we present numerically-optimised, shallow quantum circuits executing CQ strategies for quantum-limited two-qubit 3D magnetometry with up to three copies using up to six qubits. The circuits were optimised independently from the previous numerical optimisation of the CCRB over collective measurements. That they both provide commensurate results provides additional reassurance on the validity of our numerical results.

### 5.1.1 Computing the HCRB with a semidefinite-program

The perennial issue of global optimisation is that of local minima. How is it possible to know if the minimum value we find for some input is actually the best that is possible? In short, it is not possible. For a general optimisation problem we are unable to tell if a given solution is the true global minimum or we are in a local minima. In other words, is it possible for us to do better? For many practical problems, this is not necessarily an issue. Often a 'good enough' solution will suffice. In the case of the HCRB, obtaining a true global minima is essential, otherwise we are not calculating


Figure 5.1: Classical-quantum (CQ) (left) vs quantum-classical (QC) (right) schemes for $k=2$ two-qubit systems. A qubit is represented by a wire. The channel $\mathcal{E}_{\boldsymbol{\varphi}, \gamma}=$ $\Lambda_{\gamma} \circ \mathcal{U}_{\varphi}$ represents a process of noise and parameter encoding on each qubit. Both noise and encoding act independently on each qubit.
the bound, instead just an approximation.
This is what makes the formulation of an optimisation problem as a convex problem so desirable. A convex optimisation has the property that any minimum is a global one.

It was previously shown by Bradshaw et.al [28] that for displacement estimation with Gaussian states the HCRB could be computed with a semidefinite-program.

It was further shown [6] that the HCRB is indeed an SDP for all problems. A slight reformulation of the typical HCRB we have been using will be useful in this section. The HCRB can be computing with the follow minimisations[97, 91]:

$$
\begin{equation*}
C_{\boldsymbol{\theta}}^{\mathrm{H}}\left(\rho_{\boldsymbol{\theta}} ; W\right)=\min _{V \in \mathbb{S}^{n}, \boldsymbol{X} \in \mathcal{X}_{\boldsymbol{\theta}}}(\operatorname{Tr}[W V] \mid V \succeq Z[\boldsymbol{X}]) \tag{5.1}
\end{equation*}
$$

with the Hermitian $n \times n$ matrix $Z[\boldsymbol{X}]_{i j}=\operatorname{Tr}\left[X_{i} X_{j} \rho_{\boldsymbol{\theta}}\right]$ and the collection $\boldsymbol{X}$ of operators $X_{i} \in \mathcal{L}_{\mathrm{h}}(\mathcal{H})$ in the set

$$
\begin{equation*}
\mathcal{X}_{\boldsymbol{\theta}}=\left\{\boldsymbol{X}=\left(X_{1}, \ldots, X_{n}\right) \mid \operatorname{Tr}\left[X_{i} \partial_{j} \rho_{\boldsymbol{\theta}}\right]=\delta_{i j}\right\} \tag{5.2}
\end{equation*}
$$

A useful numerical simplification is in essence, to ignore the eigenvectors that correspond to the 0 -valued eigenvalues. Those vectors are known as the kernal of an operator. If the density matrix $\rho_{\boldsymbol{\theta}}$ is rank deficient (i.e. has rank $r<d$ ) we can restrict the operators $X_{i}$ to the quotient space. We define the quotient space to be,

Definition 5.1.1 (Quotient space). $\mathcal{L}_{\mathrm{h}}^{r}(\mathcal{H})=\mathcal{L}_{\mathrm{h}}(\mathcal{H}) / \mathcal{L}_{\mathrm{h}}\left(\operatorname{ker}\left(\rho_{\boldsymbol{\theta}}\right)\right)$, with dimension $\tilde{d}=2 d r-r^{2}$.

The diagonal block of any $X \in \mathcal{L}_{\mathrm{h}}(\mathcal{H})$, that corresponds to its kernel is irrelevant in any scalar quantities calculated in the eigenbasis of $\rho_{\boldsymbol{\theta}}[97,72]$.

A quantum state induces an inner product on $\mathcal{L}_{\mathrm{h}}^{r}(\mathcal{H})$ via

$$
\begin{equation*}
Z[\boldsymbol{X}]_{i j}=\operatorname{Tr}\left[X_{i} X_{j} \rho_{\boldsymbol{\theta}}\right]=\boldsymbol{x}_{i}^{\top} S_{\boldsymbol{\theta}} \boldsymbol{x}_{j} \tag{5.3}
\end{equation*}
$$

where $S_{\boldsymbol{\theta}} \succeq 0$ is the Hermitian matrix representing the inner product in the chosen basis. This choice allows us to re-write $Z[\boldsymbol{X}]=\boldsymbol{X}^{\top} S_{\boldsymbol{\theta}} \boldsymbol{X}$ so that the matrix inequality on the r.h.s of Eq. (5.1) reads $V \succeq \boldsymbol{X}^{\top} S_{\boldsymbol{\theta}} \boldsymbol{X}$. The final crucial step is to convert this matrix inequality into a linear matrix inequality (LMI). We achieve this by employing the Schur complement condition for positive semidefiniteness [214]:

$$
V-B^{\dagger} B \succeq 0 \Longleftrightarrow\left(\begin{array}{cc}
V & B^{\dagger}  \tag{5.4}\\
B & \mathbb{1}
\end{array}\right) \succeq 0
$$

for any matrix $B$ and identity matrix $\mathbb{1}$ of appropriate size. Combining the above we can reformulate the minimization problem in Eq. (5.1) as

$$
\begin{align*}
\underset{V \in \mathbb{S}^{n}, \boldsymbol{X} \in \mathbb{R}^{\tilde{d} \times n}}{\operatorname{minimize}} & \operatorname{Tr}[W V] \\
\text { subject to } & \left(\begin{array}{cc}
V & \boldsymbol{X}^{\top} R_{\boldsymbol{\theta}}^{\dagger} \\
R_{\boldsymbol{\theta}} \boldsymbol{X} & \mathbb{1}_{\tilde{r}}
\end{array}\right) \succeq 0  \tag{5.5}\\
& \boldsymbol{X}^{\top} \frac{\partial \boldsymbol{s}_{\boldsymbol{\theta}}}{\partial \boldsymbol{\theta}}=\mathbb{1}_{n}
\end{align*}
$$

where the matrix $R_{\boldsymbol{\theta}}$ can be any $\tilde{r} \times \tilde{d}$ matrix (with $r d=\operatorname{rank}\left(S_{\boldsymbol{\theta}}\right) \leq \tilde{r} \leq \tilde{d}$ ) satisfying $S_{\boldsymbol{\theta}}=R_{\boldsymbol{\theta}}^{\dagger} R_{\boldsymbol{\theta}}$. Here $\partial \boldsymbol{s}_{\boldsymbol{\theta}} / \partial \boldsymbol{\theta}$ is a matrix with the vector components of the operators $\partial \rho_{\boldsymbol{\theta}} / \partial \theta_{i}=\partial_{i} \rho_{\boldsymbol{\theta}}$ as columns. The minimisation problem (5.5) can be identified as a convex minimization problem [27]. We can see this because the set of solutions to an LMI is convex and the objective function is linear. The above can be solved numerically in an efficient manor with assurance of global optimality by various SDP solvers such as CVX [84] or YALMIP [125].

### 5.1.2 Channel bounds

In order to allow for a clear analysis of an initial state's $\left|\psi_{0}\right\rangle$ performance, it is often separated from the parameter encoding quantum channel $\mathcal{E}_{\varphi}$, such that $\rho_{\varphi}=$ $\mathcal{E}_{\varphi}\left[\left|\psi_{0}\right\rangle\left\langle\psi_{0}\right|\right]$. This implicitly assumes that state preparation is significantly faster than the parameter encoding. We will later look to remove this assumption and include the parameter encoding simultaneously with state preparation. Separating the dependence


Figure 5.2: Graphical representation of the relationships that exist between the attainable scalar bound for multiparameter estimation. These relationships are defined over $k$ identical copies of the initial system. Solid arrows point towards the object that is less than or equal to the origin of the arrow. The inequality $\tilde{C}^{(k)}(\mathcal{E}) \geq \bar{C}^{(k)}(\mathcal{E})$ is not represented in the figure. If a quantity is the result of the minimisation over the set of POVMs, then there also exists the sub-case where the measurement in questions is projective. This is denoted with a $*$ in the subscript.
on the encoding and the initial state in the various CRBs, e.g., $C^{\mathrm{C}}\left(\mathcal{E},\left|\psi_{0}\right\rangle, \Pi\right)$ and $C^{(k)}\left(\mathcal{E},\left|\psi_{0}\right\rangle\right)$, allows for a clean analysis of the various channel bounds in a consistent manor.

Having a scalar figure of merit allows for not only quantification of estimation error but also direct comparison of two values. It is now natural to define channel bounds by minimizing over the initial state. Single parameter estimation general results are well known $[68,170,69,90,55,106]$, however the multiparameter case is still largely unexplored. With this in mind, we define the optimised HCRB

$$
\begin{equation*}
\bar{C}^{\mathrm{H}}(\mathcal{E})=\min _{\left|\psi_{0}\right\rangle} C^{\mathrm{H}}\left(\mathcal{E},\left|\psi_{0}\right\rangle\right), \tag{5.6}
\end{equation*}
$$

for which the optimal state is denoted as $\left|\tilde{\psi}_{0}\right\rangle=\arg \min _{\left|\psi_{0}\right\rangle} C^{\mathrm{H}}\left(\mathcal{E},\left|\psi_{0}\right\rangle\right)$. To study how this asymptotic quantity is approached, we introduce both the fully optimised
$k$-copy channel bound

$$
\begin{equation*}
\bar{C}^{(k)}(\mathcal{E})=\min _{\left|\psi_{0}\right\rangle, \Pi^{(k)}} k C^{\mathrm{C}}\left(\mathcal{E}^{\otimes k},\left|\psi_{0}\right\rangle^{\otimes k}, \Pi^{(k)}\right) \tag{5.7}
\end{equation*}
$$

and the $k$-copy bound of the HCRB-optimal initial state

$$
\begin{equation*}
\tilde{C}^{(k)}(\mathcal{E})=C^{(k)}\left(\mathcal{E},\left|\tilde{\psi}_{0}\right\rangle\right) \tag{5.8}
\end{equation*}
$$

for which in general $\tilde{C}^{(k)}(\mathcal{E}) \geq \bar{C}^{(k)}(\mathcal{E})$, even though they both tend to $\bar{C}^{\mathrm{H}}(\mathcal{E})$ as $k \rightarrow \infty$. The relationships between the various bound considered in this work is schematically summarised in Fig. 5.2.

### 5.2 Numerical techniques

Before the discussions of new results we describe the details involved in the numerical optimisations. There are two main numerical optimisation techniques that were used for the results of this chapter, the first being a swarm based technique for unitary optimisation and a newly developed genetic inspired method for circuit optimisation. Particle swarm, we use to optimise the space of measurements and/or input states for 3D magnetometry. We use a swarm inspired optimisation because it covers large areas of the search space and is highly paralellisable. This is the best case scenario when faced with an optimisation problem that does not present itself with any analytic or geometric simplifications. One of the difficulties when it comes to circuit optimisation is the mixed geometry. That is, the circuit's gates have some binary encoding, being on or off where as the parameters of a given gate are continuous. This split in geometries motivates us to split the optimisation in a similar vein. We utilise a genetic inspired optimiser for the discrete part of the circuit and then optimise the continuous parameters given the proposed gate structure.

### 5.2.1 Unitary optimisation

## Parameterisation and permutational invariance

We utilise a Pauli Bloch-vector parameterisation of a Hamiltonian, the exponential of which gives rise to a unitary operator. That is, the exponential of the linear combination of $S U(n)$ generators. This set of generators, $\left\{\mathbb{1}, \sigma_{x}, \sigma_{y}, \sigma_{z}\right\}^{\otimes n}$, along with a set of coefficients $\hat{\alpha}=\left\{\alpha_{i, \ldots, k}\right\}, i, \ldots, k=1, \ldots 4, \alpha_{1, \ldots, 1}=0$ form our Hamiltonian. This
gives rise to our unitary operator,

$$
\begin{equation*}
U(n, \hat{\alpha})=\exp \left(\sum_{i, \ldots, k=1}^{4} \alpha_{i, \ldots, k} \sigma_{i} \otimes \ldots \otimes \sigma_{k}\right) . \tag{5.9}
\end{equation*}
$$

For state optimisation the initial state is given by $U(n, \hat{\alpha})|0\rangle$ and the set of projective measurements $\Pi=\{U(n, \hat{\alpha})|i\rangle\}_{i=1, \ldots, 2^{n}}$.

Here we note that over multiple copies our global state is permutationally invariant over the $c$-copy tensor structure. Explicitly, the input state is $c$-copies of itself, this implies that we have permutational invariance over the structure of these states, swapping any pair will have no impact on our optimisation. We use this same structure in our POVM structure, whilst still allowing for entanglement over the global state. We use this fact when optimisating the measurements to reduce the number of parameters needed. For example on the two-copy level Hamiltonian parameterisation we have that,

$$
\begin{equation*}
\alpha_{i, j, k, l}=\alpha_{k, l, i, j} . \tag{5.10}
\end{equation*}
$$

This invariance does not hold on the $i-j$ level as we do not require the single copy states to be permutationally invariant (although for this problem we do find the permutational-invariant space to containt the optimal states). In this way we restrict our POVMs to also being permutationally invariant, which allows us to work with fewer parameters to optimise.

The number of parameters is the character of $S U\left(2^{n * c}\right) / S U\left(2^{n}\right)^{\otimes c}$. The dimension of this Hilbert space for $q$-qubits and $c$-copies is given by,

$$
\begin{equation*}
\operatorname{dim} \mathcal{H}(q, c)=\frac{1}{\left(4^{q}-1\right)!} \Pi_{i=1}^{4^{q}-1}(c+i) . \tag{5.11}
\end{equation*}
$$

Which goes from exponential in $q$ and $c$ to a polynomial of order $4^{q}-1$ in $c$. Precisely, this invariance on the Hamiltonian generator is given by,

$$
\begin{equation*}
\alpha_{i, j, k, l} \sigma_{i} \otimes \sigma_{j} \otimes \sigma_{k} \otimes \sigma_{l}=\alpha_{k, l, i, j} \sigma_{k} \otimes \sigma_{l} \otimes \sigma_{i} \otimes \sigma_{j} \tag{5.12}
\end{equation*}
$$

## Particle Swarm

particle swarm optimisation (PSO) is a meta-heuristic global optimiser which takes multiple particles (points in the input space) and moves them through the search space given a local and global current best known answer [109]. We imbue each particle
with not just a position but a velocity too. Over each iteration a particle's position is updated by a velocity which is weighted between the local and global currently known best solution. PSO is intended to mimic the collective behavior of animals such as schooling fish or ants, where the animals are free to move along their own path but within the confines of some collective behavior.

The PSO algorithm is a bio-inspired algorithm. The orignal authors took inspiration from collective behavior of swarming animals, ants searching for food, flocks of birds, school of fish [109]. In their words, "an individual can profit from the experience of all other members", that is to say that sharing the knowledge of many memebers of a group and moving collectively with the best current solution ensures the ant finds the food and we can optimise our functions.

Let $x_{i} \in \mathbb{R}^{m}$ be the $i^{\text {th }}$ particle's position, with velocity $v_{i} \in \mathbb{R}^{m}$. We also need to track to current best known position $y_{i}$ for the $i^{\text {th }}$ particle along with $\tilde{y}$, the global best known position. We also have three meta-parameters $\omega, c_{1}, c_{2}$, which are the inertia factor, local solution bias and global solution bias respectively. Each position $x_{i}$ is updated in the following way,

$$
\begin{align*}
x_{i}(t+1) & =x_{i}(t)+v_{i}(t+1)  \tag{5.13}\\
v_{i}(t+1) & =\omega * v_{i}(t)+c_{1}\left[y_{i}(t)-x_{i}(t)\right]+c_{2}\left[\tilde{y}(t)-x_{i}(t)\right] \tag{5.14}
\end{align*}
$$

and the optimal solutions are updated if needs be. This procedure is repeated until a termination condition is met. In this case, if optimising the measurement for CFI then that would be the HCRB. But if a minimum is not known the termination condition will be a number of iterations or wall time. This is a natural issue with non-gradient based approaches where termination lacks a clear criterion. However, for this case the gradient is well defined so we are at least able to numerically check the gradients of the final solution are small. There are many more possibilities that can be added to the update step, including some random perturbations to increase the exploration of the search space.

## Genetic-Gradient Piecewise Optimisation of a Quantum Circuit

Here we will examine the variational quantum circuit (VQC) parameterisation. The fundamental idea of this set-up is to break down the circuit optimisation problem into a discrete part and a continuous part. The choice of having gates "on" or "off" constitutes the discrete part and the single qubit rotations, the continuous part. We
can see an example of a 2 -qubit VQC in figure 5.3. The key idea is to parameterise the gates of some arbitrary quantum circuit. In this setting we have a piecewise discrete-continuous optimisation process. Each single qubit gate has three continuous parameters to be optimised, given by,

$$
\begin{equation*}
R_{i, j}=\exp \left(-i\left(\alpha_{i, j, x} \sigma_{x}+\alpha_{i, j, y} \sigma_{y}+\alpha_{i, j, z} \sigma_{z}\right)\right) \tag{5.15}
\end{equation*}
$$

The discrete component is parameterised by two bit strings, one representing the single-qubit gates and the other the two-qubit gates. If the bit string is 1 , the gate is "on" and 0 is "off" conversely. While it is true that strictly there is no need to have the single qubit gates have on-off states too, as we could set all coefficients to 1 and get the same effect we choose to leave that option in. This is because if we want this to become the blueprint for some experiment then we want to leave in the possibility of minimising the total number of gates. It also lessens the numerical burden.

The circuit is parameterised by a layer of single-qubit gates then a layer of CNOT gates. Within each layer of CNOT gates the control qubit is fixed and we apply a CNOT to each other possible target qubit. Then after the next layer of single-qubit gates we move the control qubit down by one. This gives us $n(n+1)$ single-qubit gates and $n(n-1)$ two-qubit gates. We call this collection of gates a gadget and also allow for gadgets to be concatenated.
$|0\rangle$


Figure 5.3:
General 2-qubit circuit for estimation of multi-dimensional field.

The flowchart for the algorithm used can be seen in Figure 5.4. It follows a typical genetic algorithm with genetic elitism, except the evaluation of the cost function involves the optimisation of the continuous single-qubit gate parameters. This can, of course be done with any continuous optimisation technique, in this work we have found a simple gradient descent to perform well. As there are typically a small number of parameters (when compared to the PSO case above), gradient descent is capable of performing well. For example, if the circuits that are being optimisation are deeper then returning to a PSO would perform better.

### 5.3 Asymptotic classicality in 3D magnetometry

Here, we highlight the necessity of using the HCRB for the analysis of 3D magnetometry using $M$ qubits in the presence of dephasing noise. The parameters to be estimated $\varphi=\left(\varphi_{1}, \varphi_{2}, \varphi_{3}\right)$ appear via the single-qubit Hamiltonian $H^{(j)}(\varphi)$ outlined in Sec. 2.

We use as probe states the family of 3D-GHZ states

$$
\begin{equation*}
\left|\psi_{M}^{3 \mathrm{D}-\mathrm{GHZ}}\right\rangle=\frac{1}{\mathcal{N}} \sum_{k=1}^{3}\left|\phi_{k}^{+}\right\rangle^{\otimes M}+\left|\phi_{k}^{-}\right\rangle^{\otimes M} \tag{5.16}
\end{equation*}
$$

which was shown to present Heisenberg scaling in the noiseless case [19]. The states, $\left|\psi_{k}^{ \pm}\right\rangle$are the eigenvectors corresponding to the $\pm 1$ eigenvalues of the $k^{\text {th }}$ Pauli matrix and $\mathcal{N}$ is the normalisation. The final state is given by, $\rho_{\boldsymbol{\varphi}}=\mathcal{E}_{\gamma}^{\otimes M}\left[U_{\varphi}\left|\psi_{M}^{3 \mathrm{D}-\mathrm{GHZ}}\right\rangle\left\langle\psi_{M}^{3 \mathrm{D}-\mathrm{GHZ}}\right| U_{\varphi}^{\dagger}\right]$, choosing equal parameter values $\varphi_{i}=1$. This is the family of states for which we compute the relevant bounds.

The results in Fig. 5.5 demonstrate a non-trivial relationship between the three key values, HCRB, SLD-CRB and incompatibility for 3D magnetometry over a range of dephasing strengths.

The Frobenius norm $\left\|D_{\varphi}\right\|_{\mathrm{F}}^{2}=\sum_{i j}\left|\left(D_{\varphi}\right)_{i j}\right|^{2}$ is the scalar metric we use to capture the violation of the weak commutativity condition.

Panel (a) shows that the relative difference $1-C^{\mathrm{S}} / C^{\mathrm{H}}$ is monotonically decreasing for 2 and 3 qubits, while it has a non-monotonic behaviour for 5 or more qubits. Panel (b) shows that this behaviour is not always reflected at the level of incompatibility; this is remarkably different from the simple monotonic relationship found for 2-parameter pure state models [130]. Furthermore, whilst the matrices $D_{\boldsymbol{\theta}}$ have a comparable magnitude for different number of qubits, the relative differences do not, e.g., being around $0.2 \%$ for 5 qubits and around $30 \%$ for 2 -qubits.

A single qubit will always give rise to a singular statistical model when estimating all components of $\varphi$ [19]. We therefore look to $M=2$ as the smallest qubit number. In Fig. (5.5) we see that around $\gamma=0$ for 2 -qubits there that there is a considerable relative difference of around $30 \%$. Recalling that in the previous chapter 4 , we demonstrated that this bound is in fact attainable with a single projective measurement, the simplest possible case of attainability.

From this example we see that the pair of matrices $J^{\mathrm{S}}$ and $D_{\boldsymbol{\theta}}$ are not sufficient for a complete description of a given state's performance for multi-parameter estimation from a practical view point. The size of a state's incompatibility does not yield
any information on its performance when compared to the ultimate attainability. Further, there is no guarantee that for a state with non-zero incompatibility there is any advantage to using additional copies of said state to improve its sensing performance.

### 5.4 Attainability of 3D-magnetometry in the presence of dephasing noise

Following on from our examinations of asymptotic classicality into how it is not a useful metric when assessing the attainability of a model we go into more detail into the attainability of 3D-magnetometry. In this section we are interested in the asymptotic nature of the attainability of the HCRB. In order to explore this feature of the bound we begin by taking the optimal state for the HCRB and optimise the CFI for many copies.

The known results on the attainability of mixed-state estimation are summarised in [8], most of these results are built around classic models that we are not able to take advantage of. We utilise numerical optimisation for the main results and make some analytic conjectures from these results.

In the real world, quantum-limited 3D magnetometry will be noisy, making an initially pure probe mixed. Attaining the HCRB for mixed states is intimately tied to collective POVMs across multiple copies of the states [53]. Furthermore, the optimal asymptotic collective measurement identified by the theory of quantum local asymptotic normality is not projective [53]. This implies the need for noiseless ancillas which is theoretically typical [56, 100, 174, 217, 197, 171, 83] but practically impossible.

### 5.4.1 The effects of multiple copies

In the absence of any feasible analytic techniques for evaluating the HCRB for 3D magnetometry in the presence of dephasing noise, we look to numerical techniques for insights. We consider multiple fixed values of noise $(\gamma)$ between 0 and 0.9 in jumps of 0.1 . We stick to 1,2 and 3 copies of the input state and $\varphi=(0,0,0)$. Our explorations begin by computing the bounds $\bar{C}^{\mathrm{H}}\left(\mathcal{E}_{\boldsymbol{\varphi}, \gamma}^{\otimes 2}\right)$ and $\tilde{C}_{*}^{(k)}\left(\mathcal{E}_{\boldsymbol{\varphi}, \gamma}^{\otimes 2}\right)$, (see figure 5.2). In words, we begin by finding the optimal state with respect to the HCRB for each value of noise. Then for each HCRB optimal state at a given $\gamma$ value we optimise the CFI over projective measurements for $k$-copies.

We begin by parameterising the set of projective measurements or initial state for the optimisation. Since we work with a multi-qubit system, we utilise a Bloch-vector parameterisation of a Hamiltonian. That is, the Hamiltonian is formed from a linear combination of $\mathrm{SU}(4 k)$ generators obtained by taking the tensor produce of $2 k \mathrm{SU}(2)$ generators. In particular, $\lambda(k)=\left\{\mathbb{1}, \sigma_{x}, \sigma_{y}, \sigma_{z}\right\}^{\otimes 2 k} \backslash \mathbb{1}^{\otimes 2 k}$. This gives rise to a unitary matrix of form,

$$
\begin{equation*}
U(k, \tilde{\boldsymbol{\alpha}})=\exp \left(\mathrm{i} \sum_{i=1}^{16^{k}-1} \tilde{\alpha}_{i} \lambda(k)_{i}\right) . \tag{5.17}
\end{equation*}
$$

An initial single-copy pure state is then given by $U\left(1, \tilde{\boldsymbol{\alpha}}_{\psi}\right)|0\rangle$, starting from a zero two-qubit state $|0\rangle \in \mathbb{C}^{4}$. We then optimise over the coefficients $\tilde{\boldsymbol{\alpha}}_{\psi}$ to find the optimal state $\left|\tilde{\psi}_{0}\right\rangle$. This is the only state we seek to optimise here. A $k$-copy projective measurement is then parameterised by $\Pi=\left\{U(k, \tilde{\boldsymbol{\alpha}})|i\rangle\langle i| U(k, \tilde{\boldsymbol{\alpha}})^{\dagger}\right\}_{i=1, \ldots, 4^{k}}$, with canonical basis states in the computational basis $\{|i\rangle\}$ of $\mathbb{C}^{4 k}$. In the same way as previously mentioned for the input state we optimise the coefficients $\tilde{\boldsymbol{\alpha}}$. To recall, quantity $\bar{C}^{\mathrm{H}}\left(\mathcal{E}_{\varphi, \gamma}^{\otimes 2}\right)$ which depends on $\left|\tilde{\psi}_{0}\right\rangle$ is found by minimizing $C^{\mathrm{H}}\left(\mathcal{E}_{\varphi, \gamma}^{\otimes 2}, U\left(1, \tilde{\boldsymbol{\alpha}}_{\psi}\right)|0\rangle\right)$. The state $\left|\tilde{\psi}_{0}\right\rangle$ is then used to find the optimal $k$-copy projective measurement by minimizing $k C^{\mathrm{C}}\left(\mathcal{E}_{\varphi, \gamma}^{\otimes 2 k},\left|\tilde{\psi}_{0}\right\rangle^{\otimes k},\left\{U(k, \tilde{\boldsymbol{\alpha}})|i\rangle\langle i| U(k, \tilde{\boldsymbol{\alpha}})^{\dagger}\right\}\right)$ as the objective function. This leads to $\tilde{C}^{(k)}\left(\mathcal{E}_{\varphi, \gamma}^{\otimes 2}\right)$. The detail of this optimisation process are in section 5.2.

The results from the numerical optimisation (the dashed 'quantum-classical' line will be examined later) are shown as the solid lines in Fig. 5.6. The red, blue and light green solid lines show the quantity $\tilde{C}_{*}^{(k)}\left(\mathcal{E}_{\varphi, \gamma}^{\otimes 2}\right)$ for $k=1,2,3$ respectively. The channel HCRB $\bar{C}^{\mathrm{H}}\left(\mathcal{E}_{\varphi, \gamma}^{\otimes 2}\right)$, is compared against these results, shown by the green line. In the low-noise regime, we see that there is almost no advantage coming from the addition of a second and third copy of the input state. On the other hand, at the high-noise end of the scale adding a second copy of the state effectively attains the HCRB, with a third copy offering no additional advantage. The intermediate value ranges show a distinct advantage being offered with each additional copy of the input state. These three distinct cases of low, medium and high noise fit in with the single parameter case and appears to be one of the intuitions that carries over.


Figure 5.6: The solid lines represent the the CQ strategy portion of this analysis (left diagram in Fig. 5.1 for $k=2$ ), and the dashed lines, the QC strategy. The solid green line, the channel $\operatorname{HCRB} \bar{C}^{\mathrm{H}}\left(\mathcal{E}_{\varphi, \gamma}^{\otimes 2}\right)$ is the optimised initial state over noise. With the red, yellow and blue lines representing the $k$-copy projective bounds $\tilde{C}_{*}^{(k)}\left(\mathcal{E}_{\varphi, \gamma}^{\otimes 2}\right)$. Where projective measurements are optimised for the initial state from the corresponding channel HCRB for that value of $\gamma$. See Fig. 5.2). The dashed line CRB channel bound defintion from figure 5.2 is given by, $\bar{C}_{* Q C}^{(2)}\left(\mathcal{E}_{\varphi}, \gamma\right)$. We note the dashed line approaching the solid line. This occurs because as entanglement at the state preparation stage becomes too strong the optimal state approaches that of $\tilde{C}_{*}^{(1)}\left(\mathcal{E}_{\varphi, \gamma}^{\otimes 2}\right)$. This happens due to the lack of entanglement over the copies on the measurement stage.

## Low and high noise analytic conjecture

Low noise regime- Following the numerical results, we conjure that in the low noiseregime where $\gamma \approx 0$,

$$
\begin{equation*}
\tilde{C}_{*}^{(1)}\left(\mathcal{E}_{\varphi, \gamma}^{\otimes 2}\right) \approx \tilde{C}_{*}^{(2)}\left(\mathcal{E}_{\varphi, \gamma}^{\otimes 2}\right) . \tag{5.18}
\end{equation*}
$$

That is to say, for low-noise there is no advantage to adding a second copy of the input state. Based on our numerical observations, we further conjecture that

$$
\begin{equation*}
\tilde{C}_{*}^{(2)}\left(\mathcal{E}_{\boldsymbol{\varphi}, \gamma}^{\otimes 2}\right)>\bar{C}^{\mathrm{H}}\left(\mathcal{E}_{\boldsymbol{\varphi}, \gamma}^{\otimes 2}\right) . \tag{5.19}
\end{equation*}
$$

That is, a gap remains between $\tilde{C}_{*}^{(2)}$ and $\bar{C}^{\mathrm{H}}$. This is distinct from the high-noise case that we will discuss shortly. Some intuition may be obtained by noting that for $\gamma \approx 0$, the two-copy state $\rho_{\varphi, \gamma}^{\otimes 2}$ is approximately close to being pure for which the HCRB is attainable with a projective measurement as found in chapter 4. From this, the intuition follows that one additional copy provides little benefit. However, as the number of copies $k$ is increased, the mixedness of $\rho_{\varphi, \gamma}^{\otimes k}$ also monotonically increases. As a rough mathematical outline, we would like to show, letting $\delta>0$ be given,

$$
\begin{align*}
F_{i, j}\left(\rho_{\lambda, \gamma}, \Pi\right) & \approx F_{i, j}\left(|\psi\rangle\left\langle\left.\psi\right|^{\otimes 2}, \Pi\right)+\left.\gamma F_{i, j}^{\prime}\left(\rho_{\lambda, \gamma}, \Pi\right)\right|_{\gamma=0}\right.  \tag{5.20}\\
& =(1+\delta) F_{i, j}\left(|\psi\rangle\left\langle\left.\psi\right|^{\otimes 2}, \Pi\right)\right. \tag{5.21}
\end{align*}
$$

In words, that is to say if we were to Taylor expand the CFI around $\gamma=0$ then we would find the derivative of the CFI with respect to $\gamma$ was small and the CFI could be approximated as some perturbation of the initial pure state.

High Noise regime We conjecture that for $\gamma \approx 1$,

$$
\begin{equation*}
\tilde{C}_{*}^{(2)}\left(\mathcal{E}_{\boldsymbol{\varphi}, \gamma}^{\otimes 2}\right) \approx \bar{C}^{\mathrm{H}}\left(\mathcal{E}_{\boldsymbol{\varphi}, \gamma}^{\otimes 2}\right) \tag{5.22}
\end{equation*}
$$

That is, only 2-copies are required in order to attain the HCRB with a projective measurement. An additional implication of this conjecture would be, $\tilde{C}_{*}^{(2)}\left(\mathcal{E}_{\boldsymbol{\varphi}, \gamma}^{\otimes 2}\right) \approx$ $\bar{C}_{*}^{(2)}\left(\mathcal{E}_{\varphi, \gamma}^{\otimes 2}\right) \approx \bar{C}^{(2)}\left(\mathcal{E}_{\varphi}^{\otimes 2}\right)$. In words, we also conjecture that non-projective measurements for $k \geq 2$ would not be required in order to attain the channel bound $\bar{C}^{(k)}$.

### 5.4.2 Quantum vs classical

In order to answer questions on the asymptotic attainability of 2-qubit 3D magnetometry we looked at adding multiple independent copies of the input state and performing collective measurements. In order to implement a collective measurement over a $2 k$ qubit system we would have to implement one large entangling unitary operation. This case is the classical-quantum case (left hand side of figure 5.1), because the input is classical on the copies level. We now turn out attention to the quantum-classical case
(the right hand side of figure 5.1), that is when the input state is found by optimising some global entangling unitary and the measurement at the end is performed over some classically separable space. In particular we choose to explore a 4 qubit input with measurements over 2 copies of 2-qubits a piece. Looking into where entanglement offers most advantage can be motivated in two ways. Firstly, in practice it is often the case than an experimentalist is only capable of performing one large entangling operation before the dephasing and noise interactions cause too much harm to the experiment. It would be of great interest to such experimentalists where best to put their entangling resources. Secondly, the question of where a quantum advantage comes from in metrology is one of the perennial questions of quantum enhanced metrology.

The QC bound,

$$
\begin{equation*}
\bar{C}_{\mathrm{QC}}^{(2)}\left(\mathcal{E}_{\boldsymbol{\varphi}, \gamma}\right)=\min _{\left|\psi_{0}\right\rangle, \Pi} 2 C\left(\mathcal{E}_{\boldsymbol{\varphi}, \gamma}^{\otimes 4},\left|\psi_{0}\right\rangle, \Pi^{\otimes 2}\right) \tag{5.23}
\end{equation*}
$$

is not explicitly presented in Fig. 5.2. The initial state $\left|\psi_{0}\right\rangle$ is over 8 qubits ( $\mathbb{C}^{8}$ ) and the measurement is 2 copies of a 2 -qubit measurement $\left(\mathbb{C}^{4}\right)$. This is directly compared against $\tilde{C}^{(2)}$. This direct comparison is made as $\tilde{C}^{(2)}$ corresponds to the unitary encoding over 4 qubits. It is important to note that an ideal comparison for $\bar{C}_{\mathrm{QC}}^{(2)}\left(\mathcal{E}_{\boldsymbol{\varphi}, \gamma}\right)$ would be done against $\bar{C}^{(2)}$. Preliminary numerical checks found no effective difference between $\bar{C}^{(2)}$ and $\tilde{C}^{(2)}$, as is to be expected. As such, we use $\bar{C}^{(2)}$ as our comparison point, lessening the computational demand.

The quantity (5.23) is plotted in Fig. 5.6, represented by the black dashed line. In both the low and medium noise regimes, the QC strategy outperforms a CQ strategy. In the low noise regime at least this was exactly what we would expect. Recalling the assumption that the state is approximately a pure state with some small perturbation, then we are able to lean on the purely unitary case [19] for some intuition. This is not the case as $\gamma$ reaches 1 . The impact of the noise brings the bound almost to the level of the single copy bound. There is almost zero advantage in this regime from entanglement at the input state level, however it can be strongly felt at the measurement stage. Demonstrating this advantage coming from a collective measurement reveals a new unique aspect to quantum multiparameter estimation.

### 5.5 Attaining Cramér-Rao bounds with shallow circuits.

In order to take the results presented in this chapter and bring them to experimentalists we must give some recipe on how these bounds could be generated in some experimental setting. In particular we look to target noisy intermediate-scale quantum devices (NISQ) [138], the current state of the art. The key feature of NISQ devices is their suseptability to noise, as such the number of operations (especially 2 -qubit and beyond) must be minimised. With this in mind, we use programable quantum circuits as a representation of a general unitary operation. The study of parameterised quantum circuits have already found success in single parameter quantum metrology and quantum machine learning, using various different parameterisations [143, 206, 182, 133]. Incorporating the ideas from [143] of using a genetic algorithm for experiment design in the photonic setting and fixed structure circuits for optimising a set of continuous parameters we minimise both the total number of gates and the CRB within the cost function. We base our circuits on the programmable universal quantum circuit proposed by Sousa and Ramos [179].

We begin by splitting the circuit into a discrete and continuous representation. The discrete part is further split into two bit strings. One bit string represents the on/off state of single qubit gates and the second bit string represents the on/off state of the CNOT gates. The continuous part is a vector of floating point values (3 per gate in the "on" state) which represent some single qubit Pauli rotation. The numerical optimisation is performed by combining a genetic-inspired algorithm and a gradientdescent algorithm. Originally design for discrete optimisation [203], a genetic-inspired algorithm makes an excellent optimiser over bit strings. We then perform a local search over the continuous space using a gradient descent algorithm. Details on the numerical methods used to be found in Sec. 5.2. The key additional feature is to incorporate the number of gates into the CFI cost function. As with all heuristic optimisation algorithms, cost function design is subtle and contributes heavily to the performance of the optimiser. We found through initial experimentation that,

$$
\begin{equation*}
\left(\left(\sum_{i} S Q_{i}\right)+2 *\left(\sum T Q_{i}\right)+1\right) * C F I \tag{5.24}
\end{equation*}
$$

gave the best results qualitatively. Where $S Q$ and $T Q$ represent the single and two qubit bit string respectively.

The results from this process are presented in Fig. 5.7. They show that with one,
two and three copies of the input state, the final circuits remain relatively shallow in depth. With a modified cost function it is important to make explicit that the CFI of these circuits came within $10^{-4}$ relative difference with the results obtained in Fig. 5.6. These results are promising for an experimentalist with a NISQ device wishing to perform optimal 3D magnetometry experiments, for example, only a single two qubit gate is required for the generation of the input states. We can gain some intuition into this result by recalling the results presented in figure 3.3. Given the one to one relationship between the amount of entanglement and QCRB, this implies that simple circuits could be employed for state generation, as we can easily tune the amount of entanglement with one qubit rotations followed by a CNOT gate.


Figure 5.4: Flowchart for the genetic algorithm utilised in this chapter. An initial population is first generated, this consists of generating a set of random vectors required to construct the gadgets described in figure 5.3. Following this, the fitness is computed. In order to compute the fitness we construct the quantum circuit from figure 5.3 and use a gradient based optimiser to optimise the single qubit rotation angles against the CFI. At this stage, each member of the population each now has an associated fitness, i.e. the CFI of the circuit it generates. The next series of stages generate the population of the next iteration. This begins with randomly selecting two members from the population, these are the 'parents'. The probability that an individual member is selected is proportional to the inverse of of its fitness (as we are trying minimise our cost function). A new potential member of the population is then generated (the 'child'), for each element in the input vector, an element is randomly selected from one of its parents. Following this, the child's vector is mutated, this involves some small probability of randomly manipulating an element of its input vector. Finally in this step, the fitness of the child is computed. The member that is selected to be part of the next iteration population is the member is the best fitness out of the two parents and the child. This process is repeated until the termination condition is met and best member of the population returned. A common termination condition in non-gradient based optimisation is to check how many iterations it has been since the best value has been updated. This is the termination condition we use, no change in best value for 100 iterations.


Figure 5.5: Comparison of the SLD-CRB, the HCRB and incompatibility for a $M$ qubit for 3D magnetometry using the 3D-GHZ state as the initial sate. The magnetic field components all taking the same value, $\varphi_{i}=1$. This parameter encoding is then followed by local dephasing of strength $\gamma$ in the $z$-direction. (a) Relative difference $1-C^{\mathrm{S}} / C^{\mathrm{H}}$ between the SLD-CRB and HCRB. (b) The Frobenius norm of the matrix $\left(D_{\varphi}\right)_{i j}=\operatorname{Im}\left(\operatorname{Tr}\left[L_{j} L_{i} \rho_{\varphi}\right]\right)$, which defines the incompatibility of the model. The values for $M=6$ and $\gamma=0$ ) are omitted along with $M=4,8$, since such models are asymptotically classical.

(a) One copy circuits

(b) Two copy circuits for medium noise

(d) Three copy circuits for medium noise

(c) Two copy circuits for high noise

(e) Three copy circuits for high noise

Figure 5.7: Optimal quantum circuits for 3D magnetometry across noise strengths and number of copies. We first note that the state creation circuits are much simpler than the measurement circuits as every two qubits marks an input state that is repeated 1,2 and 3 times. The measurement circuits span this global state. The meter boxes at the end of each circuit represent standard projection onto the $\sigma_{z}$ eigenstates measurement. The values for $\gamma$ chosen are $0.1,0.5$ and 0.8 for low, medium and high noise respectively. The general structure on a single copy does not deviate from (a) over any noise value. Beyond the relatively shallow depth of these circuits, we note that for both (b),(c) and (d) we have entangling CNOTs between the two the copies. Further, in (e), the lack of a CNOT to the third copy demonstrates the lack of benefit from collective measurement in adding an addition copy. The above serves as an independent reinforcement of another conclusion of Fig. 5.6.

## Chapter 6

# Magnetic field estimation on a spin chain 

Don't for heaven's sake, be afraid of talking nonsense! But you must pay attention to your nonsense.

Ludwig Wittgenstein

### 6.1 Introduction

In this chapter we present preliminary investigations into beating the classical sensing limit with estimation of a 1D magnetic field on a spin chain. Hitherto we have considered the case in which state preparation and measurement are completely decoupled from the encoding Hamiltonian. Whilst this is a very useful assumption to make in order to find tight analytic results it is not necessarily always justified. In this chapter we will explore the scenario where we are unable to freely decouple our probe state from an external magnetic field that we wish to measure. With this motivation we will use controls for state preparation and measurement that are more feasible with particular experimental set-ups.

There are parallels between the approach we take in this chapter and the early days of CCD cameras. In the early days of CCD camera technology, we did not have the ability to individually address a pixel. Only the edges could be accurately detected. As such, when a photon hit somewhere in the middle of the CCD detection and generated a signal, it is the timing information to the edge that gave us positional information.

Camera technology is now sufficiently advanced that such techniques are no longer required. Similarly, quantum technologies are not at the point where we have perfect single qubit addressing or arbitrary two qubit gate operations. As such, restricting the number of these operations required and only applying them to an easily accessible edge node could prove to be greatly advantageous.

The experimental work of Cappellaro and coworkers is of particular inspiration [35, 107,163 ] who has repeatedly demonstrated experimental viability of long spin-chains for their use in quantum information processing. A further promising experimental design could center around the $\mathrm{NV}^{-}$in diamond [57]. Demonstrations of practical $\mathrm{NV}^{-}$spin chains have been made $[117,151]$ as well as the development of some theoretical models under noisy conditions [208].

This work builds on the previous work [110] where a $Z Z$ Hamiltonian was studied. Only the first site could be controlled or measured whilst the final site was coupled to an external magnetic field. In that work they were interested in the case of remote estimation, when only the final site on a spin-chain is coupled to some magnetic field. They demonstrated the problem's equivalence to state transfer and were able to demonstrate quadratic scaling of sensitivity in time as well as stable control over large spin chains. For an intuitive picture, prepare $a|+\rangle$ state on the first site, transfer it to the end of the chain, hold it there to collect phase of the external magnetic field and finally transfer it back for measurement. This work has since been further developed [134, 135], where they allow local control on each site and a period boundary conditioned chain. These works demonstrated the importance of the driving force of controls in many body systems, bringing together ideas of driven enhanced estimation [119] and more general many-body control theory [34, 33].

Beyond the specific scope of quantum control theory the interaction of many-body physics and magnetic field estimation has been a fruitful area of research. Heisenberg scaling was shown possible with an Ising spin chain by utilising the GHZ state [178], given the interaction strength is known. Magnetic field gradient estimation along a spin-chain [12, 140] as well as the study of particular spin-chain properties such as anisotropy [129] have also been active areas of interest.

Here we attempt to bring together previous ideas of many-body control and estimation on a spin chain by proposing a simplified model which is experimentally feasible and demonstrates an advantage in magnetic field estimation.

### 6.2 Mathematical setup

We consider the Hamiltonian given by,

$$
\begin{equation*}
\hat{H}=\frac{1}{2} \sum_{n=1}^{N-1} c_{n}((1+\gamma) X X+(1-\gamma) Y Y)_{n, n+1}+\lambda \sum_{n=1}^{N} Z_{n}+f(t) X_{1}+g(t) Z_{1} . \tag{6.1}
\end{equation*}
$$

This describes a spin chain of next-nearest neighbour interacting electrons. The $\lambda \sum_{n=1}^{N} Z_{n}$ term describes an external magnetic field with strength $\lambda$ and $\gamma \in[-1,1]$. We aim to estimate $\lambda$ with control and measurement on the first site in the chain, only. The initial state is given by $|\underline{0}\rangle=|0\rangle^{\otimes N}$. The controls given by $\left\{f(t) X_{1}, g(t) Z_{1}\right\}$ are local operations on the first site, the unknown functions $f(t)$ and $g(t)$ are the pulse sequences we will be optimising in order to optimise the estimation of $\lambda$. The generation of a GHZ state is known to be optimal for estimation of a single direction magnetic field [191], it is known to give the quantum speed up with respect to the classical estimation. Further, the GHZ state is an eigenstate of the drift Hamiltonian can be stabilized without control [153].

The first step is to simplify the control design by making the Jordan-Wigner (JW) transformation [142, 45]. The JW transformation is defined by $a_{n}$ and $a_{n}^{+}$, the annihilation and creation operators of fermionic modes, i.e., spin. The anitcommuator is defined as $\{A, B\}=A B+B A$. These operators satisfy the fermion anti-commutator relations given by [142],

$$
\begin{align*}
& \left\{a_{n}, a_{m}^{+}\right\}=\delta_{n, m} \mathbb{1}  \tag{6.2}\\
& \left\{a_{n}, a_{m}\right\}=0 . \tag{6.3}
\end{align*}
$$

The JW transformation is given by,

$$
\begin{align*}
& a_{n}=\bigotimes_{m<n} Z_{m} \otimes \sigma_{n}^{-},  \tag{6.4}\\
& a_{n}^{+}=\bigotimes_{m<n} Z_{m} \otimes \sigma_{n}^{+} . \tag{6.5}
\end{align*}
$$

Where $\sigma_{n}^{+/-}$are defined as,

$$
\begin{align*}
\sigma_{n}^{+} & :=\frac{X+i Y}{2},  \tag{6.6}\\
\left(\sigma_{n}^{+}\right)^{\dagger}=\sigma_{n}^{-} & :=\frac{X-i Y}{2} . \tag{6.7}
\end{align*}
$$

It is prudent here that we confirm that this transformation satisfies the anti-commutator relations.

$$
\begin{align*}
\left\{a_{n}, a_{k}\right\} & =\left\{a_{n}^{+}, a_{k}^{+}\right\}=0, w \log n>k,  \tag{6.8}\\
& =\left\{\bigotimes_{m<n} Z_{m} \otimes \sigma_{n}^{-}, \bigotimes_{m<k} Z_{m} \otimes \sigma_{k}^{-}\right\},  \tag{6.9}\\
& =\left(\bigotimes_{m<k} Z_{m} \otimes Z_{k} \otimes \bigotimes_{k<m<n} Z_{m} \otimes \sigma_{n}^{-}\right)\left(\bigotimes_{m<k} Z_{m} \otimes \sigma_{k}^{-} \otimes \bigotimes_{k<m<n} \mathbb{1}_{m} \otimes \mathbb{1}_{n}\right), \\
& +\left(\bigotimes_{m<k} Z_{m} \otimes \sigma_{k}^{-} \otimes \bigotimes_{k<m<n} \mathbb{1}_{m} \otimes \mathbb{1}_{n}\right)\left(\bigotimes_{m<k} Z_{m} \otimes Z_{k} \otimes \bigotimes_{k<m<n} Z_{m} \otimes \sigma_{n}^{-}\right), \\
& =\left(Z_{k} \sigma_{n}^{-} \otimes \bigotimes_{k<m<n} Z_{m} \otimes \sigma_{n}^{-}\right)+\left(\sigma_{n}^{-} Z_{k} \otimes \bigotimes_{k<m<n} Z_{m} \otimes \sigma_{n}^{-}\right),  \tag{6.11}\\
& =\left(Z_{k} \sigma_{n}^{-} \otimes \bigotimes_{k<m<n} Z_{m} \otimes \sigma_{n}^{-}\right)-\left(Z_{k} \sigma_{n}^{-} \otimes \bigotimes_{k<m<n}^{\bigotimes} Z_{m} \otimes \sigma_{n}^{-}\right),  \tag{6.12}\\
& =0 . \tag{6.13}
\end{align*}
$$

The operator is also fermionic for $\left\{a_{n}, a_{m}^{+}\right\}=\delta_{n, m} \mathbb{1}$, by similar reasoning. Now we are able to express the Pauli operators in terms of the fermionic operators,

$$
\begin{align*}
X_{n} & =\left(\bigotimes_{m<n}\left[a_{m}, a_{m}^{+}\right]\right)\left(a_{n}+a_{n}^{+}\right),  \tag{6.15}\\
Y_{n} & =\left(\bigotimes_{m<n}\left[a_{m}, a_{m}^{+}\right]\right)\left(a_{n}-a_{n}^{+}\right),  \tag{6.16}\\
Z_{n} & =\mathbb{1}-2 a_{n}^{+} a_{n} . \tag{6.17}
\end{align*}
$$

For simplicity let us consider the case $c_{n}=1$ and $\gamma=0$. Finally, the Hamilto-
nian 6.1 is now transformed into the JW picture.

$$
\begin{align*}
H & =\sum_{n=1}^{N-1}\left(a_{n}^{+} a_{n+1}+a_{n+1}^{+} a_{n}\right)+\lambda \sum_{n=1}^{N}\left(1-2 a_{n}^{+} a_{n}\right)  \tag{6.18}\\
& +f(t)\left(a_{1}+a_{1}^{+}\right)+g(t)\left(1-2 a_{1}^{+} a_{1}\right) .
\end{align*}
$$

### 6.2.1 Lie algebra calculation

The natural next step is to compute the Lie algebra of our physical model. We do this in order to confirm our assumption that whilst the setup we have limited ourselves to may not be universal, it has enough complexity to generate good states for magnetic field estimation. With a Lie algebra calculation we are no concerned with coefficients on each term, as highlighted in section 2.5. We therefore, take $\lambda=1$ for the sake simplifying ou following computation. We compute this Lie algebra in order to demonstrate that this system is non-universal, but does demonstrate 2-body terms and 1-body rotations. This gives us the intuition that the system has enough features for single parameter magnetic field estimation. The Lie algebra of our physical model is defined by, $\mathfrak{L}=$ $\left\langle i\left(a_{n}^{+} a_{n+1}+a_{n+1}^{+} a_{n}\right)+i\left(\mathbb{1}-2 a_{n}^{+} a_{n}\right), i\left(\mathbb{1}-2 a_{1}^{+} a_{1}\right), i\left(a_{1}+a_{1}^{+}\right)\right\rangle=\left\langle h_{1}, h_{2}, h_{3}\right\rangle$.

$$
\begin{aligned}
h_{4}=\left[h_{1}, h_{2}\right] & =i^{2}\left[a_{n}^{+} a_{n+1}+a_{n+1}^{+} a_{n}, \mathbb{1}-2 a_{1}^{+} a_{1}\right] \\
& =-\left[a_{1}^{+} a_{2}+a_{2}^{+} a_{1}, a_{1}^{+} a_{1}\right]+0 \text { for } n>1, \\
& =a_{1}^{+} a_{2} a_{1}^{+} \stackrel{a_{1}}{0}+a_{2}^{+} a_{1} a_{1}^{+} a_{1}-\left(a_{1}^{+} a_{1} a_{1}^{+} a_{2}+a_{1}^{+} a_{1} a_{2}^{+}{a_{1}}^{0}\right) \\
& =a_{2} a_{1}^{+}+a_{2}^{+} a_{1} \\
& =a_{2}^{+} a_{1}-a_{1}^{+} a_{2}
\end{aligned}
$$

Here we must make note of some short-cuts that have been made in this initial calculation. In a Lie algebra, we are permitted to take linear combination of elements, this is what allows us to neglect constants. We have also used $a_{n}^{+} a_{n} a_{n}^{+}=a_{n}^{+}$and $a_{n} a_{n}^{+} a_{n}=a_{n}$. This can be seen with a simple matrix calculation, however if we allow ourselves to think physically for a moment, then flipping a spin, up, down and then up, will have the same effect as just a single up and visa versa. Finally, we have
$a_{n} a_{n}=a_{n}^{+} a_{n}^{+}=0$.

$$
\begin{aligned}
h_{5}=\left[h_{4}, h_{2}\right] & =i\left(a_{2}^{+} a_{1} a_{1}^{+} a_{1}-\underline{a}_{1}^{+} a_{2} a_{1}^{+}{\widehat{a_{1}}}^{0}-\left({\left.\left.\underline{a_{1}^{+}} a_{1} a_{2}^{+}{\overrightarrow{a_{1}}}^{0}-a_{1}^{+} a_{1} a_{1}^{+} a_{2}\right)\right),}=i\left(a_{2}^{+} a_{1} a_{1}^{+} a_{1}+a_{1}^{+} a_{1} a_{1}^{+} a_{2}\right)\right.\right. \\
& =i\left(a_{2}^{+} a_{1}+a_{1}^{+} a_{2}\right) .
\end{aligned}
$$

These terms correspond to $(X Y-Y X)_{1,2}$ and $(X X+Y Y)_{1,2}$ respectively in the Pauli picture.

$$
\begin{aligned}
h_{6}=\left[h_{4}, h_{5}\right] & =\left[a_{2}^{+} a_{1}-a_{1}^{+} a_{2}, i\left(a_{2}^{+} a_{1}+a_{1}^{+} a_{2}\right)\right], \\
& =i\left(a_{2}^{+} a_{1} a_{1}^{+} a_{2}-\underline{a}_{1}^{+} a_{2} a_{1}^{+}{\widehat{a_{2}}}^{0}+a_{2}^{+} a_{1} a_{2}^{+}{\widehat{a_{1}}}^{0}-a_{1}^{+} a_{2} a_{2}^{+} a_{1},\right. \\
& \left.-\left(a_{1}^{+} a_{2} a_{2}^{+} a_{1}+a_{2}^{+} a_{1} a_{2}^{+}{\widehat{a_{1}}}^{0}-a_{1}^{+} a_{2} a_{1}^{+}{\widehat{a_{2}}}^{0}\right)\right), \\
& =2 i\left(a_{2}^{+} a_{2}+a_{2}^{+} a_{2} a_{1}^{+} a_{1}-a_{1}^{+} a_{1}-a_{2}^{+} a_{2} a_{1}^{+} a_{1}\right), \\
& =2 i\left(a_{2}^{+} a_{2}-a_{1}^{+} a_{1}\right) \Longrightarrow i\left(a_{2}^{+} a_{2}\right) .
\end{aligned}
$$

Seeing as we already have $a_{1}^{+} a_{1}$, we are able to take linear combinations to remove it from the $h_{6}$ term. This is equivalent to $Z_{2}$ in the Pauli picture. So we start over, with $Z_{2}$ this time.

$$
\begin{aligned}
h_{7}=\left[h_{1}, h_{6}\right] & =\left[i\left(a_{n}^{+} a_{n+1}+a_{n+1}^{+} a_{n}\right)+i\left(\mathbb{1}-2 a_{n}^{+} a_{n}\right), i a_{2}^{+} a_{2}\right], \\
& =\left[a_{1}^{+} a_{2}+a_{2}^{+} a_{1}, a_{2}^{+} a_{2}\right]+\left[a_{2}^{+} a_{3}+a_{3}^{+} a_{2}, a_{2}^{+} a_{2}\right]+0 \text { for } n>2, \\
& =a_{1}^{+} a_{2}-a_{2}^{+} a_{1}+\left[a_{2}^{+} a_{3}+a_{3}^{+} a_{2}, a_{2}^{+} a_{2}\right],
\end{aligned}
$$

we already have $a_{1}^{+} a_{2}-a_{2}^{+} a_{1}$ and so it can be removed,

$$
\begin{aligned}
& =a_{2}^{+} a_{3} a_{2}^{+}{\xrightarrow[a_{2}]{ }}^{0}+a_{3}^{+} a_{2} a_{2}^{+} a_{2}-\left(a_{2}^{+} a_{2} a_{2}^{+} a_{3}+\underline{a}_{2}^{+} a_{2} \vec{a}_{3}^{+}{\widehat{a_{2}}}^{0}\right), \\
& =a_{3}^{+} a_{2}-a_{2}^{+} a_{3} .
\end{aligned}
$$

$$
\begin{aligned}
h_{8}=\left[h_{7}, h_{6}\right] & =\left[a_{3} a_{2}^{+}-a_{2}^{+} a_{3}, i a_{2}^{+} a_{2}\right], \\
& =i\left(a_{3}^{+} a_{2} a_{2}^{+} a_{2}-a_{2}^{+} a_{3} a_{2}^{+}{\widehat{a_{3}}}^{0}-\left(\underline{a}_{2}^{+} a_{2} a_{3}^{+}{\widehat{a_{2}}}^{0}-a_{2}^{+} a_{2} a_{2}^{+} a_{3}\right)\right), \\
& =i\left(a_{3}^{+} a_{2}+a_{2}^{+} a_{3}\right)
\end{aligned}
$$

$$
\left.\begin{array}{rl}
h_{8}=\left[h_{7}, h_{8}\right] & =\left[a_{3} a_{2}^{+}-a_{2}^{+} a_{3}, i\left(a_{3}^{+} a_{2}+a_{2}^{+} a_{3}\right)\right] \\
& =-i\left(\underline{a}_{3}^{+} a_{2} a_{3} a_{3}^{+}\right. \\
0 \\
& =a_{3}^{+} a_{2} a_{3}^{+} a_{3}+a_{2}^{+} a_{3} a_{4}^{+} a_{2}-a_{2}^{+} a_{3} a_{2} a_{3}
\end{array}\right)
$$

By induction we can generate $a_{n+1}^{+} a_{n}+a_{n}^{+} a_{n+1}, a_{n+1}^{+} a_{n}-a_{n}^{+} a_{n+1}$ and $a_{n}+a_{n}$, as well as their linear combinations. Again, if we look to the Pauli picture this gives us, $X_{n} X_{n+1}+Y_{n} Y_{n+1}, X_{n} Y_{n+1}-Y_{n} X_{n+1}$ and $Z_{n}$. Here we only have next nearest neighbour interactions, we can now also show that we can generate interaction between qubits of arbitrary distance. We have,

$$
\begin{aligned}
& h_{k}=\left[a_{n}^{+} a_{n+1}+a_{n+1}^{+} a_{n}, a_{n+1}^{+} a_{n+2}+a_{n+2}^{+} a_{n+1}\right], \\
&=a_{n}^{+} a_{n+1} a_{n+1}^{+} a_{n+2}+a_{n+1}^{+} a_{n} \theta_{n+1}^{+} a_{n+2}+\underbrace{a_{n}^{+} a_{n+1} a_{n+2}^{+} a_{n+1}}_{\mathbb{1}} 0 \\
&=\underbrace{\left(a_{n+1} a_{n+1}^{+} a_{n+1}^{+} a_{n+1}\right)}_{\mathbb{1}} a_{n}^{+} a_{n+2}+\underbrace{+}_{n+1} a_{n} a_{n+2}^{+} a_{n+1}^{+} a_{n+1}, a_{n+1}^{+} a_{n+1}) \\
& a_{n} a_{n+2}^{+}, \\
&=a_{n}^{+} a_{n+2}-a_{n+2}^{+} a_{n} .
\end{aligned}
$$

$$
\begin{aligned}
h_{l} & =\left[a_{n}^{+} a_{n+2}-a_{n+2}^{+} a_{n}, i a_{n}^{+} a_{n}\right] \\
& =i\left(a_{n}^{+} a_{n+2}+a_{n+2}^{+} a_{n}\right) .
\end{aligned}
$$

In this way and with a little help from induction, we now have $X_{n}\left(\otimes_{n<k<m} Z_{k}\right) X_{m}+$ $Y_{n}\left(\otimes_{n<k<m} Z_{k}\right) Y_{m}$ and $X_{n}\left(\otimes_{n<k<m} Z_{k}\right) Y_{m}-Y_{n}\left(\otimes_{n<k<m} Z_{k}\right) X_{m}$. Now, let's not neglect the fact we actully have two controls on the first site!

$$
\left.\begin{array}{rl}
h_{9}=\left[h_{1}, h_{3}\right] & =-\left[a_{n}^{+} a_{n+1}+a_{n+1}^{+} a_{n}+\left(\mathbb{1}-2 a_{n}^{+} a_{n}\right), a_{1}^{+}+a_{1}\right] \\
& =a_{1}^{+} a_{2} a_{1}^{+} 0 \\
& =-\left(a_{2}^{+} a_{1} a_{1}^{+}+a_{1}^{+} a_{2} a_{1}+a_{2}^{+} a_{1} a_{1}^{+} a_{1}^{+} a_{2}\right. \\
0
\end{array}+a_{1}^{+} a_{2}^{+} a_{1}+a_{1} a_{1}^{+} a_{2}+a_{1} a_{2}^{+} a_{1} 0\right), ~(\underbrace{}_{\mathbb{1}} \underbrace{\left(a_{1} a_{1}^{+}+a_{1}^{+} a_{1}\right)}_{\mathbb{1}},
$$

$$
\begin{aligned}
h_{10}=\left[h_{9}, h_{6}\right] & =\left[a_{2}^{+}-a_{2}, i\left(a_{2}^{+} a_{2}\right)\right] \\
& =i\left(a_{2}^{+} \vec{a}_{2}^{+}{ }^{0}-a_{2} a_{2}^{+} a_{2}-\left(a_{2}^{+} a_{2}-a_{2}^{+}{\underset{2}{ } a_{2}}^{0}\right)\right), \\
& =i\left(a_{2}+a_{2}^{+}\right)
\end{aligned}
$$

Again, through the power of inductive reasoning we are able to add $a_{n}+a_{n}^{+}$and $a_{n}^{+}-a_{n}$ to our Lie algebra. There is a very important point here, when we look to the Pauli picture again. We do not have precisely $X_{n}$ and $Y_{n}$, we actually have $\left(\otimes_{m<n} Z_{m}\right) Y_{n}$ and $\left(\otimes_{m<n} Z_{m}\right) X_{n}$. We can now collate all the terms in our Lie algebra at our disposal.

| Fermionic term | Pauli term | number of terms |
| :---: | :---: | :---: |
| $i\left(1-2 a_{n}^{+} a_{n}\right)$ | $Z_{n}$ | $N$ |
| $i\left(a_{n}^{+}+a_{n}\right)$ | $\otimes_{m<n} Z_{m} X_{n}$ | $N$ |
| $a_{n}^{+}-a_{n}$ | $i \otimes_{m<n} Z_{m} Y_{n}$ | $N$ |
| $i\left(a_{n}^{+}+a_{n}\right)\left(a_{m}^{+}-a_{m}\right)$ | $Y_{m} \otimes_{m<k<n} Z_{k} Y_{n}$ | $\frac{(N-1) N}{2}$ |
| $i\left(a_{n}^{+}-a_{n}\right)\left(a_{m}^{+}+a_{m}\right)$ | $X_{m} \otimes_{m<k<n} Z_{k} X_{n}$ | $\frac{(N-1) N}{2}$ |
| $\left(a_{n}^{+}-a_{n}\right)\left(a_{m}^{+}-a_{m}\right)$ | $i X_{m} \otimes_{m<k<n} Z_{k} Y_{n}$ | $\frac{(N-1) N}{2}$ |
| $\left(a_{n}^{+}+a_{n}\right)\left(a_{m}^{+}+a_{m}\right)$ | $i Y_{m} \otimes_{m<k<n} Z_{k} X_{n}$ | $\frac{(N-1) N}{2}$ |
|  | $\operatorname{dim}(\mathcal{L}):$ | $2 N^{2}+N$ |

Table 6.1: Table of all terms contained in the Lie algebra

It is from Table 6.1 that we justify the assumption that is Lie algebra is sufficient despite its lack of universality. We have close to local rotations and two qubit $X-Y$ operations, that also include a $Z$ term. In essence, these are the key components of generating states for estimation in the $Z$-direction.

### 6.2.2 Linear space reduction

The work of Colpa $[45,46,47]$ extensively developed the theory of the diagonalisation of quadratic Hamiltonians, including those with linear components.

Importantly for us, the key step to the diagonalisation of such Hamiltonians is to transform them into a linear space that only acts on a "state vector" of the linear creation and annihilation operators. If we consider a general quadratic Hamiltonian with linear part, it can be expressed in terms of complex matrices of coefficients,
$D_{i, r, r^{\prime}}$ and $M_{r}$ such that,

$$
\begin{align*}
\hat{H} & =\sum_{r^{\prime}, r=1}^{N} a_{r^{\prime}}^{\dagger} D_{1, r, r^{\prime}} a_{r}+a_{r^{\prime}}^{\dagger} D_{2, r, r^{\prime}} a_{r}^{\dagger}+a_{r^{\prime}} D_{3, r, r^{\prime}} a_{r}+a_{r^{\prime}} D_{4, r, r^{\prime}} a_{r}^{\dagger}  \tag{6.19}\\
& +\sum_{r=1}^{N} M_{r} a_{r}+M_{r}^{*} a_{r}^{\dagger} . \tag{6.20}
\end{align*}
$$

In the absence of $M_{r}$, the dynamics can be written in a linear space,

$$
\tilde{H}=\left[\begin{array}{ll}
D_{1} & D_{2}  \tag{6.21}\\
D_{3} & D_{4}
\end{array}\right]
$$

We introduce a new Hilbert space of dimension $2(N+1)$ by the introduction of a "ghost particle" at the 0th site. By defining the transformations,

$$
\begin{align*}
& \tilde{a}_{1} \rightarrow a_{0}^{\dagger} a_{1}-a_{0} a_{1},  \tag{6.22}\\
& \tilde{a}_{1}^{\dagger} \rightarrow a_{1}^{\dagger} a_{0}-a_{1}^{\dagger} a_{0}^{\dagger} . \tag{6.23}
\end{align*}
$$

This allows for the re-writing of our general quadratic Hamiltonian (Eq. 6.19) with a linear part, such that the elements of $M_{r}$ and $M_{r}^{*}$ fill the new $0^{t h}$ row and column respectively (beside the 0,0 -th element as the linear ghost particle has no impact on dynamics). We can transform the Hamiltonian 6.18 into a linear space. Using the terminology of Colpa [45] we define the grand dynamical matrix,

$$
\mathcal{D}=\left(\begin{array}{c|cccc|c|cccc}
0 & \frac{f}{2} & 0 & 0 & 0 & 0 & \frac{f}{2} & 0 & 0 & \ldots  \tag{6.24}\\
\hline \frac{f}{2} & -g-\lambda & 1 & 0 & 0 & -\frac{f}{2} & 0 & 0 & 0 & 0 \\
0 & 1 & -\lambda & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & -\lambda & 1 & 0 & 0 & 0 & 0 & 0 \\
\vdots & 0 & 0 & 1 & \ddots & \vdots & 0 & 0 & 0 & 0 \\
\hline 0 & -\frac{f}{2} & 0 & 0 & \ldots & 0 & -\frac{f}{2} & 0 & 0 & \ldots \\
\hline \frac{f}{2} & 0 & 0 & 0 & 0 & -\frac{f}{2} & g+\lambda & -1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & -1 & \lambda & -1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & -1 & \lambda & -1 \\
\vdots & 0 & 0 & 0 & 0 & \vdots & 0 & 0 & -1 & \ddots
\end{array}\right) .
$$

This matrix $\mathcal{D}$ acts as an effective Hamiltonian acting on the $2 N \times 2 N$ dimen-
sioned state,

$$
\boldsymbol{\alpha}=\left[\begin{array}{c}
a_{0}  \tag{6.25}\\
a_{1} \\
\vdots \\
a_{n} \\
a_{0}^{\dagger} \\
a_{1}^{\dagger} \\
\vdots \\
a_{n}^{\dagger}
\end{array}\right]
$$

of creation and annihilation operators.
The action of which is given by the Heisenberg equations of motion,

$$
\begin{equation*}
\alpha(t)=e^{-i t \mathcal{D}} \alpha(0) \tag{6.26}
\end{equation*}
$$

More directly,

$$
\begin{equation*}
a_{i}(t)=\sum_{k}\left[e^{-i t \mathcal{D}}\right]_{i, k} a_{k}(0) \tag{6.27}
\end{equation*}
$$

However, we must remember that we are not interested in $a_{i}(t)$, rather $\tilde{a_{i}}(t)$, which for $i \neq 0$ is given by,

$$
\begin{equation*}
\tilde{a}_{i}(t)=\left(a_{0}^{\dagger}(t)-a_{0}(t)\right) a_{i}(t) . \tag{6.28}
\end{equation*}
$$

along with their respective derivatives with respect to $\lambda$,

$$
\begin{align*}
\partial_{\lambda} \tilde{a}_{i}(t) & =\left(\partial_{\lambda}\left(a_{0}^{\dagger}(t)-a_{0}(t)\right)\right) a_{i}(t)  \tag{6.29}\\
& +\left(a_{0}^{\dagger}(t)-a_{0}(t)\right)\left(\partial_{\lambda} a_{i}(t)\right) . \tag{6.30}
\end{align*}
$$

Recall the definition of the Fisher information given in terms of a state's Bloch vector [216] for pure states,

$$
\begin{equation*}
C^{s}\left(\left|\psi_{\lambda}\right\rangle\right)=\|\partial \boldsymbol{\alpha}\|^{2} \tag{6.31}
\end{equation*}
$$

where $\alpha$ is the Bloch vector of $\left|\psi_{\lambda}\right\rangle$.

$$
\begin{align*}
U_{\lambda} & =e^{-i t \mathcal{D}(\{,\}, \lambda)},  \tag{6.32}\\
\partial_{\lambda} U_{\lambda} & =\partial_{\lambda} e^{-i t \mathcal{D}(\{,\}, \lambda)},  \tag{6.33}\\
\omega_{1} & =\sum_{i=0}^{n+1}\left[U_{\lambda}\right]_{0, i} *\left[\partial_{\lambda} U_{\lambda}\right]_{1, n+1+i},  \tag{6.34}\\
\omega_{2} & =\sum_{i=0}^{n+1}\left[U_{\lambda}\right]_{0, i}^{\dagger} *\left[\partial_{\lambda} U_{\lambda}\right]_{1, i},  \tag{6.35}\\
\omega_{3} & =\sum_{i=0}^{n+1}\left[\partial_{\lambda} U_{\lambda}\right]_{0, i} *\left[U_{\lambda}\right]_{1, n+1+i},  \tag{6.36}\\
\omega_{4} & =\sum_{i=0}^{n+1}\left[\partial_{\lambda} U_{\lambda}\right]_{0, i}^{\dagger} *\left[U_{\lambda}\right]_{1, i},  \tag{6.37}\\
\left\langle\partial_{\lambda} X_{1}(t)\right\rangle & =2 * \operatorname{Re}\left(\omega_{1}+\omega_{2}+\omega_{3}+\omega_{4}\right),  \tag{6.38}\\
\left\langle\partial_{\lambda} Y_{1}(t)\right\rangle & =2 * \operatorname{Im}\left(\omega_{1}+\omega_{2}+\omega_{3}+\omega_{4}\right),  \tag{6.39}\\
\left\langle\partial_{\lambda} Z_{1}(t)\right\rangle & =2 *\left|\left(\sum_{i=0}^{n+1}\left[U_{\lambda}\right]_{1, i} *\left[\partial_{\lambda} U_{\lambda}^{\dagger}\right]_{1, i}+\left[\partial_{\lambda} U_{\lambda}\right]_{1, i}\left[U^{\dagger}\right]_{1, i}\right)\right|, \tag{6.40}
\end{align*}
$$

where $[\cdot]_{i, j}$ refers to the element on the $i^{\text {th }}$ column and $j^{\text {th }}$ row of the given matrix. Combining the above allows us to analytically compute the QCRB for the spin chain in Equation 6.18 in a linear computation space. Explicitly given by,

$$
\begin{align*}
C^{S}(\lambda) & =\left\|\partial_{\lambda} U_{\lambda}\right\|^{2}  \tag{6.41}\\
& =\left\langle\partial_{\lambda} X_{1}(t)\right\rangle^{2}+\left\langle\partial_{\lambda} Y_{1}(t)\right\rangle^{2}+\left\langle\partial_{\lambda} Z_{1}(t)\right\rangle^{2} \tag{6.42}
\end{align*}
$$

### 6.3 Results

We utilise GRadient Ascent Pulse Engineering (GRAPE) [168] algorithm implemented with QUTIP [104] for the optimisation of the control functions $f(t)$ and $g(t)$. GRAPE is an algorithm originally developed in the context of NMR quantum computing in order to optimise the control sequence needed in order to implement some desired quantum logic gate. GRAPE typically uses the fidelity error as a distance metric between the desired evolution and the currently achieved one. Let $U_{t}$ be our $N \times N$ dimension target unitary evolution and $U_{c}$ be our current one, then the fidelity error is
defined as,

$$
\begin{equation*}
f_{e}\left(U_{t}, U_{c}\right)=\mathbb{1}-\left\langle U_{t}, U_{c}\right\rangle=\frac{\operatorname{tr}\left(\mathbb{1}-\left(U_{t} U_{c}^{\dagger}\right)\right)}{N} . \tag{6.43}
\end{equation*}
$$

We substitute this fidelity computation for Equation 6.31 in the numerical runtime. The explicit form of the final state is not relevant, it is the process we are concerned with. By this we mean, we are not interested in a single optimal state, as we have been hitherto in this thesis. Instead, we are interested in the optimal sequence of control pulses for the complete estimation process, state preparation, parameter sensing and measurement.

Our time evolution is now split into a finite number of discrete time slots. The simplest optimisation algorithm would then take a random input control pulse sequence and then calculate the gradient of the fidelity error at each time slot. The algorithm then takes a step in the direction of the variable that has the greatest gradient in the direction which minimised the fidelity error. It does this for each time slot and iterates this process many times until one of the termination conditions is met. The strongest termination condition is termination of the fidelity error.

### 6.3.1 Numerical results

Initially we examine the scaling over the number of qubits with fixed time $t=1$ and parameter value $\lambda=1$. There is now a free choice on the number of time slots we break our problem down into. In order to strike the multi-way balance between computational complexity, reducing optimisation potential with too few time slots and introducing too many variables thus increasing the number of local minimum, we do a sweep over multiple values. The values chosen were $[1,5,10,20,50]$ time slots. A linear computational space allows us to explore much higher qubit numbers than would previously have been possible. As such we can sweep the qubit number dimension with values $[2,3,4,5,6,7,8,25,50,100]$, in order to see trends form at low qubit numbers as well as the performance at very large spin-chain sizes. These results can be seen in Figure 6.1

The ultimate QCRB is $4 N^{2} t^{2}$, is the optimal QCRB when a GHZ probe state is used. We find that the QCRB for 2-qubits approaches $\approx 98 \%$ of $4 N^{2} t^{2}$. This first data point is very promising as we have found a very efficient series of pulses for 2-qubits. The results for the remaining qubits however, do not increase above this value. That is to say we are unable to find a series of pulses such that there is any advantage to adding more qubits after the second.

Following the first set of results we explore the time dimension. For two qubits we indeed see the same efficiency in the results. We once again find no advantage in the higher number of qubits when additional time is given.


Figure 6.1: Results of optimisation of magnetic field estimation over a spin chain. In (a) we see the results for a fixed number of qubits $N=2$ and varying over time. In (b) we see a fixed time $t=1$ and a varying number of qubits.

### 6.4 Discussion and conclusions

In this chapter we sought to find an experimentally viable spin chain set up that allowed for both efficient classical simulation and an advantage in magnetic field estimation over a classical chain. A classical chain being one where there no entanglement present, only product states. The $X X$ spin chain set up we explored in this chapter contained sufficient Lie algebra elements that intuitively allow for beneficial states to be prepared. Further to this, we were able to write the dynamics of the system and the final QCRB in a linear $(2(N+1))$ dimensional space. For the $N=2$ case, we found the desired quadratic scaling in time, coupled with a QCRB that approached the optimal QCRB given by a Greenberger-Horne-Zeilinger state (GHZ) state. We
did not however, find any advantage in adding any qubits after the second. There was also no advantage found with increasing time for these higher qubit numbers. The implication of this is that there is no sequence of control pulses that could be found which are able to kick-back the phase information from more than two qubits.

Whilst these initial results are disappointing, there is still much to explore in this space. A geometric wrinkle with this particular control set up is the $N=2$ case is in fact universal with sub-universality only being a property of greater qubit numbers. This not only explains the success of 2-qubits, but also implies that there could be a deep local minimum at the boundary of the second qubit. This is further supported by the numerical result itself coming very close to the optimal answer even when the optimal state is directly coupled to the magnetic field. This leads to three main avenues of exploration to improve these results:

- Change the optimisation method used,
- Change the control model,
- Find better initial seed values for the control pulses.

Firstly, there are improvements that can be made to gradient based optimisation on the assumption that there are large local minimum. Often turning to stochastic gradient method are not sufficient for very large minimum, as we suspect we have in this case. One technique used in the DFT community when they are presented with such a scenario is to artificially "fill-in" the minimum. This is done with iterative modification of the cost function, taking record of the current cost function value along with its parameter values and modifying the search for the best value. This can be achieved efficiently with the fire-fly algorithm [149]. This allows the optimiser to escape such minimum points, at a computational cost. Further, moving away from gradient based optimisation techniques is possible too, such as the particle swarm method we utilised in a previous chapter.

Secondly, making adjustments to the control model is a much more nebulous solution to explore. The goal should always be to keep the set-up practical for an experimentalist to execute. There are still experimentally impractical ideas that could shed some light for our results, such as the control and measure qubit in the middle of the chain, adding another control and measure qubit at the other extreme of of the chain or keeping the control qubit at one end and the measure qubit to the other extreme end. In particular the latter should give some insight to the ability to transfer the information (even for $N=2$ ) efficiently down the length of the chain.

Finally we look to seeding the initial values of the control pulses with something more meaningful than random values. Initially finding the control pulses for the GHZ state and adding them in as the first half of the values was attempted with no success. This would indicate that it is in fact the "phase-kickback" portion of the control problem that is difficult to obtain numerically. Exploring initial pulses to coax some kickback from the optimiser could prove to be very fruitful.

## Chapter 7

## Conclusions

We can only see a short distance ahead, but we can see plenty there that needs to be done.

Alan Turing

### 7.1 Conclusions

Magnetometry is of great scientific importance. In particular NV center magnetometry, which was first proposed in 2008 [189], has demonstrated many of these key experimental successes. Since 2008, the NV center has found its uses in biological research [172, 127, 88, 23], medical application [50, 115, 17], geological [80] and condensed matter research [38]. Further, it is of great benefit to more general metrological techniques such as NMR [32, 108], magnetic field imaging [13, 103, 62] and detectors for fundamental physics [162]. These applications serve to highlight the ubiquitous and essential nature of magnetometry in fundamental physics, application and general metrology techniques.

Theoretical study of magnetometry and metrological bounds offers interesting insight into the non-commutative nature of quantum information theory [20, 48, 67, 184]. The non-commutative nature of quantum information theory is one of the core differentiators to classical information theory. Through the study of multiparameter quantum estimation problems we unlock the possibility of not only furthering technology but also our fundamental understanding of quantum information theory.

To this end, within this thesis we have explored the optimisation and attainability
of 3D-magnetometry with qubit probes. Here we enumerate the key findings contained within this thesis:

## Chapter 3

- 3D-GHZ state optimal for $N>8$
- Developed a genetic inspired optimiser capable of finding structure in the optimal results
- Numerically found optimal states for $N<8$
- Found numerically optimal states over $\sigma_{z}$ dephasing noise

It remains an open question how the analytic optimal state changes with parameters not around 0 .

## Chapter 4

- Computed the HCRB for zero-valued 3D magnetometry with real valued states, representing the first analytic computation of the HCRB for more than 2 parameters when the bound does not collapse to another
- We further calculated the bound for diagonal weight matrices
- Demonstrated the bound can be attained with a single projective measurement despite never being asymptotically classical
- Presented the 1-1 relationship between the value of the HCRB and the amount of entanglement in the initial state


## Chapter 5

- Showed the non-trivial relationship between attainability of a bound at its asymptotic classicality
- Used numerical optimisation to reveal the relationship between attainability and the number of input state copies of 3D magnetometry over noise
- In the low noise regime, where a state is approximately pure there is effectively no benefit to additional copies of the input state
- In the middle noise regime there is an incremental improvement with each addition input copy of the input state
- In the high noise regime the HCRB is effectively attained with two copies of the input state.
- We developed a genetic inspired algorithm that minimised circuit depth as well as minimising some additional cost function
- Using the newly developed algorithm we found circuits which attained the optimal CCRB found previously


## Chapter 6

- Set up a quadratic sub-universal Hamiltonian in a linear space along with an analytic form of the QCRB for such a system
- Found that when trying to estimate a 1D magnetic field on the first site along we were unable to make improvements beyond an effective 2-site spin chain. This is despite the rich dynamics of this Lie algebra, being non-universal by only a Hadammard operation of the second site.


### 7.2 Discussions and further work

From chapter 3, a natural question that remains unanswered is the dependency of the reduced two-body density matrices on the QFI, with a noisy channel. The case where the input state is mixed (equivalently the noise channel commuting with the encoding channel), we can see that the QFI depends solely on the two body reduced density matrices of the input state's eigenstates. The less fundamental, but still interesting question is to explore optimal states over varying parameter values.

Chapter 4 offers some very rich veins of inquiry. In particular, do all the properties of a coherent bound extend to this apparent odd-coherent model in general? If not, then where do the similarities break down. This could extend the classes of statistical models further and give scope for simpler analytic computation of bounds. There also exist the purely technical extensions of the work from this chapter; explicitly finding the relationship between the HCRB and entanglement, extending the bound over arbitrary parameter value and exploring attainability over varying parameters.

Chapter 5 gives the outline of a recipe for an experimentalist. To take these result and tune them for an exact experimental set up would be of great interest, especially if the optimisation can be done in-situ with the experiment. Beyond this, there remains the analytic answers to the questions of where the differences in adding many copies
of a state comes from. We can formulate some loose arguments, however, they lack the required analytic rigour.

Finally, in Chapter 6 we have many lines of enquiry in order to attempt to un-stick the optimisation of sensing over a spin chain. It would be pertinent to first confirm the hypothesis that the optimiser is indeed stuck in a local minima. If this is not the case then it suggests there is some fundamental limit involved. As previously expressed. Whilst this is not expected to be the case, the investigation would still yield interesting results in the limitations of sub-universal control models.
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Do not go gentle into that good night,
Old age should burn and rave at close of day;
Rage, rage against the dying of the light.

Dylan Thomas


[^0]:    ${ }^{1}$ More generally it is common to consider the figure of merit $\operatorname{Tr} W V_{\varphi}$ depending on a positive weight matrix $W$; however, in this work we choose $W=\mathbb{1}$, except when explicitly stated

[^1]:    ${ }^{2}$ The superscript $S$ denotes that the bound is obtained from the SLDs rather than other logarithmic derivatives. We will not use them in this work as they are less informative than the HCRB.

[^2]:    ${ }^{3}$ This bound for $k=1$ is also known as the most informative bound [136], not to be confused with the maximum between SLD and right logarithmic derivative (RLD) bounds [75].

[^3]:    ${ }^{1}$ In the context of evaluating the HCRB, with the phrase trivial cases we refer to those quantum statistical models for which the HCRB collapses to other bounds (SLD or RLD) that are easier to evaluate [7, 184].

