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I l l

INTRODUCTION

The concept o f matroids was orig ina lly  introduced by Whitney and Van 

der Waerden in the 1930's to generalise the notion of linear dependence in 

a vector space; certain axioms satisfied  by this relation were observed to 

be satis fied  by other types of ’ dependence’ relations, such as algebraic 

dependence and ’ cycle ’ dependence in a graph. Consequently a matroid was 

defined to be a set with an abstract dependence relation satisfying these 

axioms. One of the most natural questions to ask is whether every such 

’ matroid' is  representable in the obvious sense in a vector space. The 

answer is  o f course no (otherwise matroid theory would be equivalent to 

linear algebra) although in the early years o f the subject examples of 

non-representable matroids were not easily obtainable. In this thesis we 

continue the work of Inglcton (in  [20]) and Vamos (in  [35,36]) on the 

representation problem, buiding up to an algebraic treatment in the 

important last chapter.

Chapter one is  essentially preliminary material and is  subdivided 

into four sections which, broadly speaking, re fle c t  the subject content 

o f the rest of the thesis

1) Algebra in which the basic set notation and algebraic conventions are 

lis ted . Since the main body o f the thesis is  in matroid theory rather than 

algebra, we have lis ted  here without proof as many as possible of the 

algebraic definitions and theorems which we w ill  be using to avoid clu tter­

ing up the text la ter on. However, because of the specialised nature of 

some o f the algebraic machinery (notably in  §5) some has had to be deferred 

until the relevant stage in the thesis. Standard texts which adequately 

cover a l l  the necessary algebra here are [2,8,14,42].

2) Pro jecti ve geometry. This is  a constantly recurring theme throughout 

and this preliminary account prepares the reader fo r  the more substantial 

material which appears in §2 and in particular in §4. For a fu lle r  account
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we re fer to [3,24,25].

3) Graph Theory. Y/e shall assume a fam iliarity  with the basic notions o f 

graph theory but l i s t  here some particularly relevant defin itions and results. 

A good account of the subject may be found in [17].

if) Matroid Theory. Being a re la tive ly  new development in mathematics, 

matroid theory has even fewer universally accepted definitions and notation 

than other more established branches of the subject, and consequently i t  

is  a prerequisite to lay these down from the outset. In doing this i t  should 

be noted that fo r  my own purposes i t  has been inconvenient to fo llow  exact­

ly  the notation of any one standard work, although [37] is  the closest 

approximation fo r  definitions and conventions. The texts [1,10,15,34,37] 

adequately cover most results lis ted  here and are a continual source of 

reference throughout the rest o f this work.

In chapter two we make a detailed study of the notion of projective 

equivalence o f matrices. Although labourious and technical in places, the 

work here is  of fundamental importance fo r  this thesis since projective ly  

equivalent matrices represent the same isomorphism.class of matroids. We 

show by construction (Theorem (2 .8 )) the existence of a 'canonical'form 

with respect to the relation of projective equivalence. This is  achieved 

by introducing the notion o f s-projectivc equivalence and the atomic 

entries o f a matrix. Once the atomic entries o f a matrix are known, the 

proof o f (2.8) provides an algorithm fo r determining the projective can­

onical form. Using the projective canonical form we provide a new proof 

of the 'second fundamental theorem of projective geometry', and proofs of 

the uniqueness of repressstability of binary and ternary matroids 

(Theorems (2.13) ana (2 .18 )). In [12], Brylawski and Lucas have also 

studied this problem (from a d ifferen t angle) and we describe the connect­

ion between the two d ifferen t approaches (Theorem ( 2. 19) being the 

important 'l in k ') ,  although i t  must be stressed that the work here was 

achieved without the aid of [12 ]. We conclude the chapter by describing
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the 'step diagonal form' of a matrix (defin ition  (2.24)) and show in ( 2 .25) 

that every matrix is  permutation equivalent to a matrix in step diagonal 

form. The relevance of this result is  indicated by proposition (2.26) 

which has important implications fo r la ter chapters.

In chapter three we study a class o f matroids (which I  ca ll 'atomic 

matroids') arising naturally from the work in §2. In Theorem (5.6) we 

show that atomic matroids are precisely binary fundamental transversal 

matroids (described in [ 6,9] ) .  In (5*7) we introduce a class of graphs 

called  A-graphs, and prove that atomic matroids are precisely the cycle 

matroids of A-graphs (Theorem (3 .12 )), thus providing a complete graphical 

characterization of binary fundamental transversal matroids.

In chapter four we return to the main theme o f the thesis; we are 

primarily interested here in the representations o f matroids defined by 

dependence of points from a projective space. Y/e describe a method fo r . 

constructing matroids which are in an important sense 'uniquely represent­

able' (Theorem (4.10)) and thin leads to a procedure fo r constructing 

matroids with certain predetermined characteristic sets . (bxamples (4 . 14) ) .

The notion o f generalised projective equivalence is  introduced 

(de fin ition  (4 . 15) )  and we show that from both an algebraic and geometric 

viewpoint (Theorems (4 .21 ),(4 .23 )) this notion is  essentially the same as 

projective equivalence. In Theorem (4.1?) we prove that any two 

representations of a fu ll  projective geometry (over an arbitrary f ie ld )  

are generally projectively equivalent, thus generalising a result in [12] 

which states that fu ll  projective geometries over f in ite  prime fie ld s  are 

uniquely representable.

The chapter concludes with a section on the representation of uniform 

matroids; the sign ificant problem is  to determine the smallest f ie ld  over 

which a uniform matroia is  representable, and we show (proposition (4 .26)) 

that this is  essentialy equivalent to determining the maximum value k fo r
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which k-arcs exist in a certain projective space. The la tte r  problem has 

been studied extensively by geometers, and we show how considerable 

simplifications of the proofs o f some o f their important results ( (4 .27) - ( 4 .31) )  

can be achieved by using (4 .26) together with straightforward matroid 

arguments.

In chapter fiv e , which forms a substantial proportion of the thesis, 

we reduce the whole problem of matroid representation to an algebraic 

problem. The main result of Vamos in (" 35] (given here as Theorem (5 .5 )) 

leads fa ir ly  naturally to the construction of a ring (which I  have 

called the Vamos ring) associated with each matroid M. This ring is  a 

polynomial type ring based on a generic matrix X of indeterminates, and is  

non-zero precisely when M is  representable (proposition ( 5.7 ) ) .  Theorems 

( 5 .8) and ( 5 . 15) show that A is  a ’’ universal object' with respect to rep­

resentations of M, and there is  a natural correspondence (although not a 

b ijeo tion ) between the prime ideals o f and the representations o f M

(Corollary (5 *9 )). Consequently by using only some well known results from 

commutative ring theory v/e ai’e able to deduce results about representability 

which v/e re previously very d if f ic u lt  to prove (fo r  example ( 5. 11 ) and ( 5. 13) ) .  

Although the ring A has some very nice properties, i t  is  based on too 

many indeterminates to be ex p lic it ly  described easily  even fo r the simplest 

matroids M. Consequently by a tv/o stage process of sim plification which 

corresponds to reducing the matrix X f ir s t  to column echelon form and then 

to projective canonical form, we are able to define new rings R , V , with 

successively fewer indeterminates, such that both rings retain a ll  the 

important properties o f . At the same time we are able to determine 

the exact algebraic relationship between the three rings (Theorems (5.22) 

and ( 5.26) )  so that v/e are ju s tified  in restricting  our attention to the 

simplest o f the rangs V . The most remarkable by-product o f this simp­

lif ic a t io n  is  theorem (5.24); that the natural correspondence between the 

prime ideals of V)( and the representations o f M in projective canonical
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form is  actually a b ijection . Thus the representation problem is  reduced

to the study of the prime ideal structure of Vj, and on this we can bring

the fu ll  weight and sophisticated machinery of commutative algebra to bear.

V<’e are thus able to determine exp lic itly . ( in (5.28)) the ring V,, fo r manyM
important classes of matroids, the most satisfing o f these results being 

that V„ is  equal to the ring of integers i f  and only i f  M is  regular. We 

also provide a partia l solution to the problem of determining which rings 

can arise as Vamos rings of matroids (5 .28.7 )).

In theorems (5.19), (5.29), (5.21 ), we determine the e ffec t on̂ i.i of 

performing matroid operations on M, and the chapter concludes by exhibit­

ing a relationship ( ri'heorem(5.29) ) between the Vamos ring and White's 

bracket ring (described in [38,39,40,41] ) .

Apart from chapter one, a ll  results appearing in the text which are 

not attributed to any author or which have no reference provided, are to 

the best of my knowledge new.
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REPRESENTATIONS OF MATROIbS

ty

Norman E llio t t  Fenton 

SUMMARY

Chapter one is  preliminary material subdivided into the four 

main sections which re fle c t the subject content of the thesis, '

1) algebra, 2) projective geometry, 3) graphs, 4 ) matroid theory.

In chapter two we make a detailed study of the notion of 

projective equivalence of matrices, showing by construction the ex ist­

ence of a canonical form with respect to this relation. The relevance 

o f this is  that projectively equivalent matrices represent the same 

isomorphism class of matroids.

In chapter three we study a class o f matroids which arises natur­

a lly  from the work.of the previous chapter, showing that these are 

precisely binary fundamental transversal matroids. Vie provide a 

complete gaphical characterization of these matroids.

In chapter four we are interested in the representations of 

matroids defined by dependence of points from a projective space. We 

establish the uniqueness of representability of certain matroids inc­

luding a ll fu ll  projective geometries. The representation of uniform 

matroids is  also tackled from a geometrical viewpoint.

In chapter fiv e  we show that we can associate a ring with each 

matroid M in such a way that this ring is  a universal object with 

respect to representations of M. There is  a natural b ijection  between 

the prime ideals of this ring and the projective equivalence classes 

of representations of M.
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§1 PRELIMINARIES

1. Algebra

The usual set theoretic notation is  adopted throughout. The symbol c  

denotes containment but not necessarily s tr ic t  containment. The empty set 

is  denoted by 0 ; the expression x\Y denotes the set difference o f X and 

Y, and the cardinality of a set X is  denoted by |x|.

Unless otherwise stated a l l  rings are commutative with identity and 

by a ring homomorphism we shall mean a homomorphism which preserves the 

identity. A ring isomorphism is  a homomorphism ".which is  both in jective 

(one -to-one) and surjective (onto). An automorphism of a ring A is  an 

isomorphism of A onto i t s e l f . The ring of integers is  denoted by 2 , 

and the ring of rational numbers is  denoted by Q .

The only rings to be considered which are not assumed to be commutative 

are division rings ; a division ring is  a ring in which every non-zero 

element has a multiplicative inverse. A (non-zero) division ring which is  

also commutative is  a f ie ld . A ring without zero-divisors is  an integral 

domain ; every integral domain possesses a quotient f i eld which is  unique 

up to isomorphism. An ideal a of A is  prime i f  fo r  any x,y £ A, xy e a 

implies x c a or y c a . The collection  of prime ideals o f A is  denoted 

by Spec A. An ideal of A is  maximal i f  i t  is  not properly contained in any 

other ideal of A. For any ideal a, the quotient ring A/a is  an integral 

domain i f  and only i f  a c Spec A, and is  a fie ld  i f  and only i f  a is  a 

maximal ideal. Every maximal ideal is  prime and every ring A (j- 0) contains 

at least one maximal ideal. The ring A is Nocíherían i f  every ideal is  

f in ite ly  generated.

Let A,B be rings. Then B is  said to be an A-algebra i f  there is  a 

homomorphism f :  A— >B fo r which B is  an A-module with respect to 

'm ultip lication ' defined by

ab = f(a )b  fo r  a-eA, b £ B

In particular, every ring is  a 2-algebra (v ia  the mapping n~»n.l) and i f
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A contains a field. F as a subring, then A is  an F-algebra (v ia  the inclusion 

mapping). These are the only examples o f algebras we shall hoed .

For any two rings A,B, by a product (C,y, ( )  o f A,B (over Z) we mean a 

ring C and homomorphisms y:A •* C , (:B  -* C , such that C is  generated by

fy (A ), ( ( b )] . In particular the tensor product of A and B (over z ) , which 

always exists, is  denoted by A ^  B and is  characterized by the following

(1 .1 )Proposition (Universal mapping property o f tensor products).

T.F.A.E. (the foilcaving are equivalent)

i )  The product (C ,Y ,() of A and B (over Z) is  a tensor product o f A and B.

i i )  Given any two homoaorphisms g and h of A and B respectively into a ring D, 

there exists a homomorphism f:C  -* D such that f=gy on y ( a ) and

f=h ( 1 on ((B ) .

Analagous results hold when A B is  the tensor product over R o f two 

R-algebras A,B.

For any ring A and abelian group G, the group ring o f G over A is  denoted 

by A(G). I f  H is  the free abelian group on t generators x ^ , . . . ,x  (so that H 

consists o f a l l  elements o f the form x ^ l ^ . x ^ t  where the n̂  e V ) ,  the group 

ring a (h) is  usually denoted by A<x^,.*.,x > .

For any integer q=p  ̂ where p is  a positive prime and t is  a positive 

integer, there is  (up to isomorphism) a unique f ie ld  o f q elements; this f ie ld  

is  denoted by GF(q). Conversely every fin ite  f ie ld  in isomorphic to  some GF(q).

(1 ,2)Proposition: The f ie ld  GF(q) possesses non-identity automorphisms i f  and 

only i f  q is  non-prime.

For any f ie ld  F the prime subfield o f F is  the smallest subfield contained 

in F. Up to isomorphism the prime subfield is  always either O or GF(p) fo r  

some prime p. The characteristic of F, denoted char(F) , is  defined to be zero 

i f  the prime subfielu o f F is <Q', and p i f  the prime subfield of F is  GF(p).
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i ’or any fie ld s  E,F, the f ie ld  E is  called an extension of F (written E/F) 

i f  E l  F. I f  a1 > • • • >an c E we write F (a i , ' . . . , a ) fo r the subfield o f E 

generated by n OVGr F. An element cteE is  algebraic over F i f

f(a )=0  fo r  some non-zero polynomial f (x ) e F[X]. If  a is  not algebraic over 

F, a is  transcendental over F. The extension E/F is  an algebraic extension 

i f  every element in E is  algebraic over F, and is  a transcendental extension 

otherwise.

Given any f ie ld  extension E/F, le t  £ E. Then p is  algebraic­

a lly  dependent on a1>»»*»an over F i f  p is  algebraic over F (a ^ ,. . . , «  ) .

I f  X C E, the elements of X are said to be algebraically independent over F 

i f  each fin ite  subset of X consists o f elements which are algebraically ind­

ependent over F. Such a set X is  called a t r anscendence set (over F ); a tran­

scendence set X in E is  called a transcendence basis of E/F i f  i t  is  maximal,

that is , i f  X is  not a proper subset of another transcendence set.

(1 .3 )Proposition Transcendence bases fo r E/F always exist, and any two have 

the same cardinality. Moreover a transcendence set X is  a transcendence basis 

o f E/F i f  and only i f  E/F(x) is  an algebraic extension.

The common cardinality of the various transcendence bases of E/F is  called 

the transcendence degree of E/F, written tr .d  (E/F).

(1 .4 ) Proposition Suppose__F C K C K are successive f ie ld  extensions. Then

t r .d (K/F) - t r .d (K/n) + t r.d ( e/f )

A f ie ld  is  algebraically closed i f  i t  possesses no proper algebraic 

extensions. I f  K/F is  an algebraic extension, then K is  said to be the algeb­

raic closure of F i f  i )  K/F is  algebraic, and i i )  K is  algebraically closed.

(1 .5) Theorem I f  F is  a f ie ld  then thei'e exists an algebraic closure o f F, 

and any two algebraic closures o f F are isomorphic fie ld s .



-4-

The following well known theorem can be found in [38] p.107

(1 .6 )Theorem Let K be an algebraically closed f ie ld  and le t  E/F be an algebraic 

extension. I f  cr: F -> K is  a monomorphism (in jec tive  homomorphism), then 

cr can be extended to a monomorphism o'1: E-* K .

(1 .7 )Corollary Suppose F^,F^ are fie ld s  with the same algebraic closure K. 

I f  a: F —» F  ̂ is  an isomorphism then there is  an automorphism cr* of K 

which extends cr . * 2

Proof Take E=K and F=F. in (1 .6 ). Certainly then cr is  a monomorphism of F 

into K which can be extended to a monomorphism cr1 : K -> K. But cr* must be 

surjective (and hence an automorphism) for otherwise cr’ ÎK) is  an algebraic 

closure of Fg s tr ic t ly  contained in K and this is  impossible since K/cr* ( k ) 

is  then a propel' algebraic extension.

1

A basic knowledge of linear algebra w ill be assumed. A vector v.'ill mean

a row vector and w ill  be denoted by v . The transpose of a matrix A w ill  be 

Tdenoted by A . The (r * r ) identity matrix is  denoted by I  , and a diagonal

is  denoted by diag(a^, . . . ,a^) .matrix
a1 0

0 *i

2. Projective Geometry

A projective space (or projective geometry) is  a system consisting of a 

set cP  of points together with certain subsets o£> of called lines such 

that sa tis fies  the following axioms

( i )  any two d istinct points are on exactly one line

( i i )  i f  x ,y ,z ,w four d istinct points, no three o f which are collinear 

(on the same lin e ) and i f  xy (the unique line containing x and y) 

intersects zw then xz intersects yw.
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( i i i )  each line contains at least three points.

A subset is  called a subspace i f  fo r any two d istinct points of

[I i t  contains the whole line determined by them. I t  follows from ( i i )  that 

subspaces can also be introduced inductively using the concept o f dimension 

(which in  the event of possible confusion w ill  be specified as projective 

dimension) A point is  a subspace of dimension 0, a line is  a subspace of 

dimension 1. I f  n is  a subspace of dimension d and i f  the point *  1 n , 

then n together with a ll the lines joining x to points of n is  a subspace 

o f dimension d+1 . I f  fo r  some integer n, has dimension n, we say that 

the projective space has dimension n. otherwise (.P j- i,) is  called

an in fin ite  dimensional projective space. I f  (¿Dje& ) has dimension n>1, a 

hyperplane of (^ ,-C ) is  an (n-1 )-dimensional subspace o f (</£>,«£). 

Projective spaces o f dimension 2 are usually called projective planes; we 

shall be generally only considering projective spaces o f f in ite  dimension n>2. 

For any subspace n o f a projective space we define rank n = dimension n + 1

( 1 ^ D e fin it io n  Suppose T = is a projective space o f dimension n.

A simplex in F is  a set o f n-i 2 points, no n+1 of which are contained 

in a hyperplane o f T . Yfhen n-2, a simplex o f r is  called a quadrangle.

( 1,9)Def in it io n Suppose f  = (<P *<&), I’ * = («^ •5 ') are two projective

spaces. A p ro jec tiv ity  (or isomorphism) from f  to f*  is  a one-to-one, 

order preserving mapping o f the pa rtia lly  ordered set of a l l  subspaces of p 

upon the pa rtia lly  ordered set of a ll  subspaces of F*.

Given a collection  of points x-j>***»xm in a projective space i t  is

easily  seen that there is  a unique smallest subspace containing j x . , . . . , x

called the subspace spanned by x , . . . , x and denoted by <x, , . . . , x  >. The
------------ 1 , 1,1 1 m

set o f points x . j, . . . ,x  is  said to be dependent i f  fo r  some 1<i<m,

x. c <x^, . . .  ,x^_^,x^+^, . . . ,xra> . A set of points which is  not dependent is

said to be independent.
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The projective geometry PG(in,F)

Suppose F is  a f ie ld  and Fm the collection  of ordered m-tuples o f F, so 

that Fm is  a vector space over F of (vector space) dimension m. Let cP be 

the collection  of one-dimensional subspaces of F and le t  Ĵ > be the co llec t­

ion o f two-dimensional subspaces (planes) of F .  The fu l l  projective 

geometry of rank m (o r (projective) dimension m-1) is  (¿O,<£>) where a 

'po in t' P is  on the 'l in e ' C i f  and only i f  P c  i  in Fm. Thus the 'points' 

of PG(m,F) have the form P-Fv where o|=v e Fm, and we shall c a ll v a 

coordinate vector o f P ; i f  |F| = q < «>, there are q-1 d istinct coordinate 

vectors of P, but i t  is  easily seen (in  a ll cases) that there is  a Unique 

coordinate vector whose f ir s t  non-zero coordinate is  equal to 1, and we shall 

c a ll this the natural coordinate vector o f P. I f  we iden tify  the points of 

PG(in,F) with their natural coordinate vectors in Fm then fo r  k=0,1 , . . . ,m-1 

the subspaces of PG(m,F) o f (projective ) dimension k (or rank k+1) correspond 

precisely to the (k+1) -dimensional subspaces o f Fm.

In PG(m,F) the notion o f dependence corresponds corresponds to linear 

dependence over F i f  again we iden tify points with their coordinate vectors. 

For most of our purposes F w ill be fin ite , hence a f ie ld  o f q=p  ̂ elements 

fo r some prime p and integer ts>1. In this case PG(m,F), a lternatively denot­

ed FG(m,q), is  a fin ite  projective geometry with qm 1+...+q+1 points. The 

projective plane PG('j,2) (o f  7 elements) is  the smallest ncn-trivia l example 

o f a projective space and is called the Fano plane. I t  should be noted that 

some authors write PG(m-1,F) fo r our PG(m,F). also the fu ll projective geom­

etry PG(m,D) is  defined in an analagous way when D is  a division ring.

The following classical result may be found in [3 ] p.302

(1 .10) Theorem Any projective geometry of rank m>4 is  isomorphic to PS(jn,D) 

fo r  some division ring D ; a projective plane is  isomorphic to PG(3,D) fo r  

some division ring D i f  and only i f  the plane is  Desarguesian (see [2^,p.140 

fo r  de fin ition ).
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By Wedderburn's theorem (see fo r  example [14]) every f in ite  division ring 

is  a fie ld , hence by (1.10) we deduce that every fin ite  projective geometry 

o f rank m?4 is  isomorphic to PG(m,P) fo r  some fie ld  P, and that every f in ite  

Desarguesian plane is  isomorphic to PG-(3,F) fo r some f ie ld  F.

(1 .11) Dsfinition Let V,1V be vector spaces over fie ld s  F,K respectively.

A semi-linear transformation of V upon W is a pair cr = (cr',cr") consisting 

of an isomorphism cr’ of the additive group o f V upon the additive group of 

W, and a f ie ld  isomorphism of F upon K subject to

o'* (av) = cx" (a )cr '(v ) fo r each a e F, v e V

I f  F=K and cr" = idp , then cr is  a linear transformation. When we are 

considering a vector space V of dimension m over F we shall usually take V=Fm.

(1 .12 ) Proposition Suppose cr- (aJ ,cr" ) is  a semi-linear transformation o f Fm 

upon Km . Then cr induces a p ro jec tiv ity  between PG(iu,F) and PG-(m,K).

Proof Suppose S is  a subspace of PG(m,F) of rank k fo r  some 0<k<m-1, so 

that (by the above mentioned convention) S corresponds to a k-dimensional 

subspace of the vector space Fm. The set cr(s) of a l l  elements cr^s) with
Hi

s e S is  clearly a subspace of K . Hence the mapping o f the subspace S of 

PG(m,F) upon the subspace cr(s) o f PG(m,K) is  the desired p ro jec tiv ity .

The converse to the above result fo r projective geometries o f rank m. > 4 

is  the following ' f i r s t  fundamental theorem of projective geometry’ .

(1 .1 j ) Theorcm For m > }  any p ro jec tiv ity  o f pq(m,F) upon Pd(m,K) is  

induced by a semi-linear transformation of Fm upon Km.

Proof See [3 ] »P 44-48

A p ro jec tiv ity  o f PG(m,F) upon it s e l f  is  called an auto-projectivity of
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PG(m,P). By (1.13) any auto-projectivity is  induced by a semi-linear 

transformation of Pm. Consequently we have:-

(1.14) Definition An auto-projectivity which is  induced by a linear 

transformation is  called a co ll ineation.

(1.15) Theorem ('Second Fundamental Theorem of Projective Geometry') 

In PG(m,D) (where D is  a division ring, m>2) there is  one and only 

one collineation mapping any given simplex onto another given simplex 

i f  and only i f  D is  a f ie ld .

Proof See [3] pp.66-68.

3. Graphs

/ill graphs considered w ill be fin ite , that is , i f  G(V,E) (or more 

simply G) is  a graph then the vertex set V and the edge set E are both 

f in ite .  The notions of loop, parallel edge, simple graph, subgraph, 

isomorphism, homeomorphism, tree, forest, connected component, path, 

cycle, contraction, deletion are a ll defined as in [17]. With these 

defin itions we have the following well known resu lt:-

( 1 . 16) Proposition I f  the graph G(V,E) has k connected components 

then any spanning forest fo r G has exactly |v| - k edges.

I f  the vertex set of a graph can be partitioned into two sets 

in such a way that every edge of the graph joins a vertex of 

V to a vertex of then the graph is  said to be b ipartite. A 

complete graph is  a simple graph in which an edge joins each pair of 

The complete graph on n vertices is  denoted by K
n’

vertices . I f  a
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bipartite graph has the property that every vertex of V is  joined

to every vertex of and i t  is  simple then i t  is  called a complete

bipartite graph and is  denoted by  ̂ where m = | |  and n = |V^|.

The graph obtained from the cycle o f length k on replacement o f each
2edge by a pair of para lle l edges is  denoted by C, .

The graph obtained from G by subdividing an edge e into two edges 

is  called the series extension of G at e. The graph obtained by add­

ing an edge para lle l to e is  called the para lle l extension o f G at

e. A series-parallel network is  a graph which can be obtained from

a single edge (which may be a loop) by a f in ite  sequence of series 

and para lle l extensions.

4 . l/.atroid Theory

(1.17) Definition A matroid M(e ) (or simply M) consists of a fin ite

set K, together with a non-empty collection  g of.subsets o f E, c a ll­

ed the independent sets, which satisfy the following two axioms :-

1) I f  A e 4 and B C A , then B e g •

2) I f  A,B e g with |A| = |b| + 1, then there exists an x e A\B

such that B U ¡xj e g  .

(1.18) Proposition Suppose A.,B are independent in M with |B J  < |a |. 

Then there exists C C A\B such that ¡B u C [ = [ a| and ."B U C is  

independent.

(1.19) Defin ition Two matroids and on Ê  and respectively 

are isomorphic i f  there is  a bisection ¿JE^E^ which preserves

independence
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(1.20) Examples

1) The most natural example of a matroid is  a fin ite  set o f vectors 

together with the collection  of its  linearly independent subsets.

The central theme o f this thesis concerns matroids which are isomor­

phic to matroids arising in this way. (We shall presently give an 

alternative defin ition  oi these so-called * linearly representable * 

matroids). Closely related to this example is  :-

2) Any fin ite  set o f points o f a fu ll  projective geometry FG(in,D) 

together with the collection  of its  independent subsets. In particu­

la r, fo r the fin ite  f ie ld  GF(q), Pg(m,q) i t s e l f  may be viewed as a
171”” 1

matroid on q + . . .  + q + 1 elements. The Fano plane PG(3,2) 

is  usually called the Fano matroid when viewed in this way and is  

denoted by F-,.

3) Let G = G(V,E) be a graph. Let X c E, i f  and only i f  X does not 

contain a cycle of G (fo r  X C E ). Then g is  the collection  of 

independent sets of a matroid on E, called the cycle matroid of G , 

denoted by m( g) .  An arbitrary matroid M is  graphic i f  there is  a 

graph G for which M is  isomorphic to m( g) .

4) Suppose F,K are fie ld s  with F C K. Let E be a fin ite  subset of 

K and le t  X c £ i f  and only i f  X C E and the elements of X are 

algebraically independent over F. Then g is  the collection  o f 

independent sets of a matroid on E.

5) Let E be a set of cardinality n, and le t  £ be the collection

o f subnets o f cardinality < r (where r <; n ). Then £ is  the

collection  o f independent subsets o f a matreid on E called the

Uniform matroid (o f rank r, size n) and is  denoted by IJ 
--------------------  r,n

6) I f  c/4/ is  a family o f fin ite  subsets o f a set E then the co llec t­

ion partia l transversals o f ¿?L> (see, e.g. [1 ] p .279) is  the set

o f independent sets o f a «.r.atroid on E. An arbiraxy matroid M on E 

is  called a transversal matroid i f  thex'e exists some family
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M . = i-X1,. • . ,x t J say of subsets o f E such that £ (m) is  the 

family of partia l transversals of c&- . This ioatroid is  denoted by 

MiX ] and we ca ll 6$. a presentation of M. In this case, i f

E:= f e ^ w ^ e j  , then the matrix induced by the presentation is  the 

(nxt) zero-one matrix v.ttose ( i , j ) ^ h entry is  equal to 1 i f  e e X .
1 j

For a matroid M on E the notions of basis, c ircu it and rank are

defined in a manner entirely analagous to the same concepts in vector

spaces; thus a basis of M is  a maximal independent subset, a c ircu it

is  a minimal dependent set, and the rank o f a set A c  E is  the

cardinality of a maximal independent subset o f A (and is  denoted by

p (A )) .  The rank of the matroid M is the rank of E, i .e .  the common

cardinality o f any basis of M, so that fo r example the uniform inatroid

U has rank r. In the case of a graphical matroid e(g) ,  the circu its r, n

o f M(G) are precisely the cycles o f G, and the bases are precisely 

the spanning forests. Consequently, by (1.16), we now have :-

(1.21) Proposition I f  the graph G=G(V,E) has k connected components, 

then the cycle matroid f.'(G) has rank I Vj - k .

Any one of the concepts o f bases, circu its or rank could have 

been used (instead of independent sets) to axiomatize matroids, fo r 

example we have :~

(1.22) (Basi s axioms) A non-empty collection  c£) o f subsets o f E is  

the set o f bases of a matroid on h i f  and only i f  i t  sa tis fies

Y.'hcnever e ^  an  ̂ X e > ‘there is a

y £ such  t h a t  ( b1 U \ y j  )\[ x  | e
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(1.23) (C ircu it Axioms) A collection  of subsets of E is  the

set of circu its o f a matroid on E i f  and only i f  i t  sa tis fie s :-

1) I f  C e (5 then no proper subset of C is  in i j  .

2) I f  C. ,C are d istinct members o f &  and i f  x e C O C
_____ !___±________________________________________________ 1____ 2

then there is  a e (jj such that C7 C (C1 U C2)\f x| .

A loop of M(E) is  an element x e E such that fx  j is  a depen- 

ent set. Two elements x,y e E are said to be para lle l i f  neither 

are loops and [x,y| is  a dependent set. V.’e shall also say that x 

is  a para lle l element i f  fo r  some y e E, x,y are para lle l. A 

coloop is  an element which is  contained in every basis of M. In the 

case o f a graphical matroid, loops and para lle ls correspond precisely 

to the graph-theoretical notions. As fo r graphs a simple matroid is 

then a matroid without loops or para lle ls . Associated with every 

raatroid M(e) is  a canonical simple matroid fb (ib ), the underlying 

simple matroid of M(K) , which may be constructed as fo llows:-

(1.24) Let E7 = {e e E; e not a loop ]. For each e cE7 le t  [e ] 

denote the equivalence class of elements para lle l to e (with the 

convention that [e ] = fej i f  e is  not a p a ra lle l). Let e be a unique 

representative of [ e ] .  Y.'rite ib - je ; e c' E7 J , then M0 is  the 

matroid on lb fo r  which a subset A C 1b is independent in Mq i f  

and only i f  A is  independent in M.

(1.25) Coro llary  For a fin ite  fie ld  F, PG(m,F) (viewed as a matroid 

as in (1.20.1)) is the underlying simple matroid of Fm (viewed as a 

matroid as in (1 .20.1)).

For any suset E7C  E the matroid l.i induces two matroids on E7 

which correspond in the natural way to subgraphs of a graph obtained
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by deletion and contraction of edges. The restriction  of M to 

written M|v/ is  the matroid on E7 whose independent sets are 

precisely those subets of E7 which are independent in M. In a graph 

this corresponds to 'deleting ' the edges E\E/ . Y/e shall w r it e  M\E7 

fo r  Mj^p/ and say that M\E7 is  the matroid formed from M by 

deleting the set E7 . The contraction of U to E7 , written M /

is  the matroid on E/ in which a subset A C E7 is  independent i f  and 

only i f  A U B is  independent in M for some basis B o f M\E7. In

a graph this corresponds to 'contracting away' the edges E\E7. We

shall write m/E7 fo r  the matroid and say that m/e7 is  the

matroid fo rmed from M by contracting away from YJ .

The dual matroid o f M, denoted M* is  the matroid on E whose

collection  o f bases is  the set [ e\B; B is  a basis of m} . For example

the dual o f U is  precisely U . I t  is  clear that (?<;*)* = M.r } n n-r y n

A set A c E is  a cobasis  ( cocircu it) i f  A is  a basis (c ircu it) in M . 

Restriction, contraction and dual are related by the following well 

known result (see, e.g. [10] p.38, or [37] p .63) : -

(1.26) Proposition For any subset E7C E, M/E7 = ( m*\E7)*

I f  E7C E a matroid M7 on E7 is  called a minor of M i f  M7 is  

obtained from U by any combination of restrictions and contractions. 

Suppose now that , . . . ,M̂  are matroids respectively on the (pair­

wise disjoint) sets E^,...,E^ . Write E - u IP . The direct sum of 

the matroids ÎP ( i= 1 , . . . , t ) ,  written ©  . . .  ©M is  the matroid 

on E whose collection  o f bases is  the set

jB. : B. is  a basis of M. fo r  i=1, . . . , t i

For any two elements x,y e E, x is  connected to y i f  x-y or 

there is a circu it o f M which contains both x and y. This is  an . 

equivalence relation on K*whose equivalence classes are called the
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connected components of M. I f  there is  one connected component then 

then M is  connected. Clearly, loops and coloops are connected comp­

onents of M. I t  must be noted that the defin ition  o f connectivity 

does not correspond to connectivity in a graph, but we do have the 

follow ing important result(see [ 17 ] p .27)

(1 .27 )Theorem Suppose G is  a connected graph without loops and hav­

ing at least 3 vertices. T.F.A.E.

( i )  M(G) is a connected matroid

( i i )  G is  a 2-connected graph

For our purposes the following (eas ily  proved) characterization 

o f the connected components of M w ill be particularly useful.

(1.28) Suppose M has connected components E^,...,E

Then M = M, ©  . . .  ©Mi
lh1 lLt

The remaining definitions and results in this section are crucial 

fo r the understanding of this thesis. In particular i t  should be 

noted that where I  am using rows of a matrix some authors are using 

columns.

(1.29) Definition The matroid M is  said to be (lin ea rly ) represent­

able over a f i e ld F (or simply F-representable) i f  there is a one- 

to-one correspondence between the elements o f E and the rows of a > 

matrix A over F such that dependence in M corresponds to linear 

dependence (over F) of rows of A. The matrix A is  said to be a rep­

resentation o f U over F (or an F-representation). I f  M is  

representable over at least one fie ld , v.re say that !.' is  a (lin ea rly ) 

representable matroid.
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I t  is  not d if f ic u lt  to see that the above defin ition  is equival­

ent to the defin ition  suggested in (1.20.1). Henceforth we shall 

always assume that M has size n and rank r, in which case i t  is  easily 

seen that we may always assume that a representation matrix A of U 

is  an (nxr) matrix.

Suppose now that A is  an arbitrary (nxr) matrix over a f ie ld  P 

whose rows are indexed by the n elements of E. For each X C E, le t  

A(x) denote the (|x|xr) submatrix o f A consisting of those rows 

indexed by X. Then the following result (which is  easily proved 

using (1.18)) provides us with a workable c r ite r ia  for determining 

whether A is  an P-representation o f M, a result which w ill be used 

extensively and without further comment throughout this work:-

(1.30) Proposition For an (nxr) matrix A over P, T.F.A.E.

( i )  A is  an P-representation o f M.

( i i )  For every r-subset X C E, X is  a basis of M 

i f  and only i f  det A(X) 4 0.

Let us assume henceforth that E = |e^ ,...,e  j and that 

B = ie_|,...,e^} is  a basis o f M .

( 1 . 31)  proposition For a f ie ld  F, M is F-representable i f  and only 

i f  there is  an F-representation matrix of the form

en

Proof Since the f i r s t  r  elements of E are independent, the f i r s t  r 

rows of any F-representation matrix k are linearly independent over 

F. But then the column echelon form o f A/ is  a matrix of the form



( 1 . 31 . 1 ) having the same corresponding linearly independent sets of 

rows as A' ,  whence A is  also an F-representation of M.

In [37Ip*143 i t  is  shown that i f  A is  an F-representation o f M 

of the form A =

F-representation o f M with respect to the ordering e e , e , . . .
r+1 ' n 1

. ,.,e^  . Since M = (M*)* ,we can thus deduce from (1 .30 ):-

(1.32) Proposition The matroid M is  F-representable i f  and only i f  

M* is  F-representable.

I f  M is  F-representable by the matrix A and i f  1J/C E then 

c learly  the matrix A(E/) is  an F-representation o f M ĵ ,/ . consequent­

ly  by (1.26) and ( 1 .32) we may deduce

(1.33) Proposition I f  M is  F-representable then every minor of M 

is  F-representable.

The next two results are proved in chapter 7 o f [ l ]

(1.34) Proposition The matroid M(e) is  F-representable i f  and only 

i f  the underlying simple matroid Mp(lb) is  F-representable.
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then the matrix A =
. 1 /r

is  an

(1.35) Proposition Suppose

on E. ,  with B.= BO i4 (ax *  1 1
B. { r  i „  ■Then i f  A .  =  i t1 A P i  { . Ai  .

M = M. © . . .  0  M where' M. is  defined ______ 2____________t___________1__________ _

basis fo r t.h) and I B j = r. fo r i  = 1 , . . . , t .

is  an F-representation of M for 
_________________ _____________i

i-1J •••> i t the matrix
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A =
rI

is  an P-representation o f M (with respect to the obvious ordering of E ).

( 1 . 36) Corollary The matroid M is F-representable i f  and only i f  

each o f its  connected components is  P-representable.

Proof Sufficiency follows from (1.28) and (1.35) whereas necessity 

follows from ( 1 . 33)

A matroid is  said to be binary i f  i t  is  representable over GP(2)( 

ternary i f  i t  is representable over Gp(3) and regular i f  i t  is  re­

presentable over every f ie ld . The next two results show that binary 

and ternary matroids may be characterized by 'exclusion of certain 

minors.' The f ir s t  result is  due to Tutte, and is  proved in [37] pp. 

167-169, while the second is  credited to Reid with proofs in [4 ],[3 0 ].

(1.37) Theorem A matroid is  binary i f  and only i f  i t  does not con­

tain U„ , as a minor.
_ __T.t__,__________

( 1 . 38) Theorem A matroid is  ternary i f  and only i f  i t  does not con­

tain ary of the matroids U„ r , F-. oi' their duals.
2 , 0  t

A matrix N over It, is  called uni modular i f  every square submat­

rix  has determinant (over ©) equal to 0,1 or -1. A matroid is  called 

unimodular i f  i t  possesses a unimodular representation matrix (over Q ).

The following theorem summarises the various characterizations o f 

regular matroids and can be deduced from results o f Tutte, [34 ] , and

Aigner, fl ] pp.344-346, and (1.37), (l«38 ).
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(1.39) Theorem For a matroid M , T.F.A„E

1) M is regular

2) M is  unimodular

3) H is  binary and does not contain as a minor either F

4) M is  binary and ternary

5) M is  binary and F-representable fo r  a f ie ld  F with

or

char

*

F 4= 2

The characteristic set c( m) of a matroid M consist of those 

integers n fo r which M is  representable over a f ie ld  o f characteristic 

n. Thus c ( m ) C PU j Oj where P denotes the set of positive primes, 

and M is  representable i f  and only i f  C(M)=| <f>.

Suppose now that B is  a basis of M. I t  follows easily from (1,23) 

that fo r each e e E\B there is  a unique c ircu it contained in 

B U [e j .  This c ircu it is  called the fundamental c ircu it of B U [ e] 

in M, and is  denoted by C (B,e) or more simply C(B,e) i f  there is  no 

ambiguity. For the following important defin ition  we shall assume 

that E = [ e ^ . . . ^  } and that B = .

(1.40) Defin ition  The B-basic c ircu it incidence matrix (B-basic c . i .

matrix) AR= fa . .] is  the ((n -r )x r ) zero-one matrix with columns

indexed by B and rows indexed by E\B where a. . = 1 i f  e. e C (B ,e.).
•̂-1 0 i

The matrix is  obviously dependent on the ordering o f E; a 

permutation of B corresponds to a permutation o f the columns of A  ̂

and a permutation of E\B corresponds to a permutation o f the rows.

(1.41) Proposition Suppose is  given as above, and B*= E\B

T * . •Then is  the B -basic c.i.m atrix of M with respect to the 13 __  ___  ______  ________

ordering e ,4 * • • • • e «6 .•+1’ ’ n 1
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Proof I f  e ̂  e Cf,(B,e^) (l< j< r, r+1ri<n) then (B\[e^.j )u  J e^j must

be a basis of M. Write B/= (B \ [e .j) U |e.j , then E\B/ is  a basis

of M* . But E\B; = B*\| e . J ) U {e .j and since this set is  independ-
r  d

ent in M*, we must have e^ e Ĉ ,. (B’ ,e^.). The converse follows by 

duality.

T
(1,42) Suppose A = [1^ |A'] is  a (column echelon) F-representation 

of M. Then the matrices A/ and Ag have their non-zero entries in 

the same corresponding positions.

Proof Write A=[a .  .], A/=[b. .] with the same indexing as above. For ----- b xj ij

each i,d  write X = (b\ {e j ) U [e J . Then
iJ **•

det N(X±J) = + b _  (1.42.1)

I f  a . .=0 then e . i C(B,e . ) , whence C(B,e. ) C ( b\{ e . })  U [ e. j = X. .. 
i j  J 1 1 d i  x j

But then X . . is  a dependent set in M, so by (1.42.1) b, .=0. I f  
■̂i) d

conversely b. 0 then by (1.42.1), X. . contains a c ircu it o f M.
 ̂d  ̂d

Since CC BU [ e±| , we must have C = C(B,ei ) by uniqueness of the

la tte r . Thus C(B,e.) C X. . so that e. e C(B,e.) whence a. .= 0.1 i d  d i  i d

m
( 1.4 3) Corollary I f  W is  binary, the matrix f I  | Afi] is  a 

representation o f M over GF(2).

(1.44) Definition Let A be a matrix with rows R and columns C. Then 

A is  block reducible i f  there exist proper subsets R/ç  R and c 'c  C 

such that a ll non-zero entries o f A are contained in either the sub­

matrices R̂ x C* 1 or (R\R/)x(C\C7) .  Similarly the matrix A has k 

blocks i f  the rows and columns can be partitioned into k blocks 

R , ...,R k  and Ci » . “ ,Cjc respectively such that a l l  non-zero entries 

o f A are contained in the submatrices R̂ x fo r i= 1 ,. . . ,k  and

each submatrix is  block irreducible. Also by convention we shall 

always assume a block irreducible matrix has no zero row or column.
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(1.45) Proposition I f  M has B-basic c.i.m atrix Ag=[ a „ ]  . Then

1) n  is  a zero row o f Ag i f  and only i f  is  a loop.

2) c i s  a zero column of Ag i f  and only i f  ê . is  a coloop.

3) £ r. , . . .  ,r. } x [ c . , . . .  ,c . } forms a block of A i f  and only
— 11 ------ xs ------ ----- Jt -----------------------------■“ ------------------

i f  je .  . , e, . }  is a connected component of M.
• J J. A  ̂„ ___________  _ __

4) For r+1<i<n and 1<j<r, e . ,e .  are para lle l i f  and only i f  a =1.
1 J i j

Proof For 1 ),2 ),3 ), see [ 12] .

4) The elements e . ,e .  are para lle l i f  and only i f  je . ,e  j is  a 
1 J i  j

c ircu it. But then C(B,e ) = je .,e .|  , so the result follows.
i  i  J

(1.46) Corollary Suppose Ag has r7 zero rows, c/ zero columns and 

k blocks. Then M has r /+ c/+ k connected components, and fo r some 

suitable ordering of B, E\B,

[A1. °

^  = 0 * ‘Ak
0

r / 0 0

where the A^ s  are the blocks corresponding (as in (1.45.3)) to the

k (non-triv ia l) components of M. Moreover i f  these k connected

components are -respectively and i f  B ^  B D E ( i= 1 , . . . ,k ) ,

then A. is  the B.-basic c.i.m atrix fo r  Mi --------1  -------------x ------------------------------ I h.
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§2 PROTECTIVE EQUIVALENCE OF MATRICES

Unless otherwise stated a ll matrices considered w ill be over a fixed 

f ie ld  P, although the next defin ition  is  also valid  fo r matrices over a 

division ring.

(2.1 ) Definition Let M, N be (nxm) matrices. Then M is  projective ly  

equivalent to N i f  there exists an (mxm) non-singular matrix C and an 

(nxn) non-singular diagonal matrix D such that DMC = N. In the case 

where C is  also diagonal we shall say that M is  strongly protectively 

equivalent to N ( s-projectively equivalent).

I t  is  clear that projective equivalence is  an equivalence relation 

on the class of ( nxm) matrices (over P ) . I t  is  also easily  seen that i f  

M,N are projectively equivalent then any set of rows of M is  linearly 

dependent over P i f  and only i f  the same corresponding set of rows of N 

is  linearly dependent over P. I t  now follows by defin ition  (1.29) that 

p ro jective ly  equivalent matrices represent the same isomorphism class 

of matroids, and herein l ie s  its  importance to this .work.

As its  name suggests, another (more classica l) motivation fo r  the 

study o f projective equivalence is  in projective geometry:-

(2 .2 )Proposition Let M,N be (nxm) matrices without zero rows, so that 

the n rows of M,N respectively are the coordinate vectors o f n points,

say P .j, ...,P n anĉ  Q1»• • • »_Qn in Pl(m,F) .__Then M,N are projectively ?

equivalent i f  and only i f  there i s a con jugation o f PG(m,F) in which 

p. is  mapped to fo r  i=1, . . . , n.

Proof I f  M,r.’ are projective ly  equivalent then DMC - N fo r some non­

singular diagonal matrix D and non-singular matrix C. Since AP = P 

fo r each point P in FC(ra,F) and 0 l  A e F the rows of DM also are the 

coordinate vectors o f P ^ ,... ,P n • Being non-singular, C represents a
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linear transformation of Pm whose induced auto-projectivity of PG( m,F) 

is  thus (by (1.12)) the required collineation. Conversely suppose that 

there is  a linear transformation of Fm, represented by an (mxra) non­

singular matrix C say, inducing the specified collineation. Then fo r

fo r  each i=1, . . . ,n i f  v. is  any coordinate vector of P. and w anv—x x —i  J
coordinte vector of i t  follows from the defin ition  in §1 that 

FÍy^C) = Fvv̂  . In particular this is  true when v^,w^ are the i ^  rows 

o f M,N respectively. But then fo r i= 1 ,. . . ,n  there exist 0  ̂ \ . e F 

fo r  which X^(v^C) = w¿ . Writing D = D ia g ^  , . . .  ,X^) i t  follows that 

D is  non-singular and DMC = N .

Let us consider some other fam iliar equivalence relations defined on 

matrices :-

i )  I f  M,N (nxm) matrices, write M ~ N i f  and only i f  there exists an 

(nxn) non-singular matrix B and an (mxm) non-singular matrix C for 

which BMC = N.
p

i i )  I f  M,N (nxn) matrices, write M ~ N i f  and only i f  there exists an 

(.nxn) non-singular matrix C fo r which C 1MC = N (s im ila rity )

i i i ) I f  M,N (nxm) matrices, write M ~ N i f  and only i f  there exists 

an (mxm) non-singular matrix C fo r which MC = N (column equivalence)

In each o f these cases we ask the question: ' is  there a canonical 

form of matrix with respect to the given equivalence relation, i .e .  is  

there some special simple type of matrix fo r which we can say that every 

matrix within the given class is  equivalent to a unique matrix of this 

type ? ’ The answer in each o f the above cases is  affirm ative and well 

known. The canonical form of i )  fo r  a matrix of rank r is precisely

"l 0r

0 0

The canonical form of i i )  is  the rational canonical form, which in the 

case when F is  algebraically closed becomes the simpler Jordan Canonical
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form. The canonical form of i i i )  is  none other than the column echelon 

form. We shall show by construction that a canonical form exists for 

projective equivalence (we shall henceforth ca ll this the 'projective 

canonical form' ) .

F irst we observe that projective equivalence, like the equivalences 

above, is  rank preserving. Accordingly we may re s tr ic t our attention to 

matrices having the same rank r, and so we define G> to be the class of 

a l l  (nxm) matrices of rank r (over F ). I t  should be noted that equival­

ence i i i )  above is  closely related to projective equivalence; clearly 

column equivalence implies projective equivalence, hence every matrix 

is  projectively equivalent to a matrix in column echelon form. Consequent­

ly  we begin in earnest by taking a closer look at the column echelon form.

Let A e (3 and suppose the rows of A are indexed by [1 , . . . ,n ] .

Since A has rank r there is  at least one r— subset J c  p , . . . ?n] fo r  

which A (j) (defined in §1) has rank r. Let J be the f i rst such sub­

set in the natural lexicographic order. Then i t  is  easily seen that A

is  in column echelon form (which in this case we shall ca ll J -column1

echelon form) i f  and only i f  A (j^ ) - [ 0 ]  , and in this case we must 

have A = [A/ | 0] fo r  some (nxr) matrix pJ . Suppose r.ow that

= [1 ,...,n|\J1 and that A is  in J^-colurcn echelon form, then the only 

'part* o f A not already determined by J is  the (n -r)xr submatrix 

A/( j  ) .  We shall ca ll k '( J^) the non-identity submatrix of A.

With this notation we have:-

(2 .3 )Proposition Suppose A,B e (3 are in -column echelon form, with 

respective non-identity submatrices A/ = [ a  ̂ ] and ^  - f 0, _ 1 

(1 < t < n-r, 1 < s < r ) . T.F.A.K.

i )  A, 13 are projectiv 'ely equivalent. ii)

i i )  A/,B/ are s-projec tive ly  equivalent

i i i )  There are non-zero elements__p^, . . . , p^,__5^ , . . . , o Qf  p

fo r which__6 + a^.p^ = b ^  fo r each t ,s .



Proof (ii)<=> ( i i i )  is  clear so i t  suffices to prove (i)<£=3(iii) .

( i )= ^ } ( i i i )  Let D - D i a g ( \ ^ . ,X^) , C = [ °i^.] be non-singular

matrices fo r which DAC = B. Then in particular we have

dacCj ^  = B(J^ ) = [ i r | o] ( 2. 3. 1 )

Suppose that { i ^ . . . , !  } and J^= j .  Then fo r each

t= 1 , . . . , r  the i +th row of DA. is  (0 ,...,0 ,X . ,0 , . . . ,0 )  . Hence the

i th row of DAG is  (x . c , . . .  ,X . c ) , and so DAC(j ) = fx . c, 1
t 1 .] t1 1t 1 1t

(lj;t< r, 1<s<m). By (2.3«1) this means that

C =

r -1 0X.
l i .

•.-1 0
0 X.1r

_ c;

Now write =x71
X1

. - 1n =x.
r

Ô . —X •• • • • • • ô —X .
1 J1 ”- r V r

Then ^1, , , ,J ^n-r are the re(luircd elements o f P.

( i i i ) —7>(l ) Suppose that > • • • > ^  > • • • >  ̂ satisfy the given

relations and that are as above.

-1 -1
Y/rite X. X- =p,. X. =£ > ,...} X. = 6

11 r J1 Jn-r 1

Then i f  D = Diag(x 1,...,Xn) and G = Diag(p1,...,p , 1,1,..., 1) ,
we have DAG = B (so in fact we have shown A,B are s-projectively equiv­

alent in this case).

(2 .4 )Remark In our search fo r the projective canonical form i t  now 

suffices (by ( 2 . 3) and the comments prior to i t )  to find a canonical 

form with respect to s-projective equivalence; fo r suppose such a can­

onical form exists - ca ll i t  the strong canonical form (s . c . f ) ,  so that 

every matrix B is  s-projectively equivalent to a unique matrix in s .c . f  

(ca lled  the associated s .c . f .  of B) . Then every matrix is  projectively 

equivalent to a unique matrix in column echelon form whose non-identity

submatrix is  in s .c . f .  Thus fo r any matrix A the associated projective
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canonical form of A would be precisely the associated column echelon 

form o f A in which the non-identity submatrix B say, is  replaced by the 

s . c . f . of B.

Since by ( 2. 3) s-projectively equivalent matrices have their non­

zero entries in the same corresponding positions, our search fo r an s:.c.f* 

w il l  be restricted to finding certain privileged non-zero entries which 

would become equal to 1. What are these privileged entries ? They cert­

ain ly cannot comprise a l l  the non-zero entries, since fo r  example

1is  not s-projectively equivalent to'1 1 
1 2

On the other hand i t  is  easy to see that any matrix is  s-projectively 

equivalent to a matrix in which every leading entry ( f i r s t  non-zero 

entry in a row or column) is  equal to 1, so we would certainly expect 

our 'privileged* entries to include a l l  leading entries. However these 

w ill not in general be su ffic ien t to give a canonical form since, e.g .

0 1 
1 2

is  s-protectively equivalent to 0 1
1 3J (2.4.1)

and these matrices are not equal even though their leading entries are 

a l l  equal to 1. So in truth we -will have to search somewhere between 

these two extremes to find the 'p riv ileged ' entries. In order to do so 

we introduce some new notions.

Suppose that A = [a. .] is  an arbirary matrix. We shall be concerned

with sequences of non-zero entries o f A in which the position ( i , j )  of

the non-zero entry a . . concerns us rather than the specific  value a. ..
iJ l j

C o n s e q u e n t l y  w e s h a l l  f r e q u e n t l y  u s e  t h e  n o t a t i o n  ( i , j )  t o  r e p l a c e  t h e

c u m b e r s o m e  a .  . a n d  a l s o  d e s c r i b e  a .  , a  ,  / a s  d i s t i n c t  i f  ( i , j ) f ( i 7 , j 7 ) .
1J

(2 »5 )Definition A chain in A is  a sequence of distinct non-zero entries

o f A such that consecutive terms are either in the same row or the same 

column, with a s tr ic t  alternation between the two. Thus a chain from 

( i , j )  to ( i 7, j 7) can be any one o f the following four types o f sequences 

o f non-zero entries o f A »-
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( i )  ( i p+1, j p),  ( i p+1, j 7) ,  (i-' >d') \

( I I )  ( i , . i ) ,  ( i p, jp ),  ( i  » jO ,  U ' , / )
P>1

( i l l )  ^>cip )* ^  ^

(IV ) ( i ,d ) ,  ( i f <) 1)»  ( i ^ ^ ) , . . . ,  ( i p>j p+1) ,  ( i ' f j  J fC i'fd ') J

(Also by convention, i f  ¿-¿' the tr iv ia l chain ( i , j ) , ( i /, ¿ ' ) w il l  be 

considered, to be a chain o f type ( i l ) ,  and i f  i= i ' i t  w ill be considered 

to be a chain o f type (IV ) ) .

For any such chain we also say that a. . is  connected to a. / ./ by the J id ---------------- 1 j  J
given chain C. The length o f C is  simply the number of terms in C and 

is  denoted by -6(c) . A chain o f type ( i )  or ( i l l )  in which 

i y, , . . , i  . < i  w i l l  be called a u-chain. The key to finding our
1 ’  p+1 ------------

privileged entries fo r  the canonical form is  in the fo llow ing:-

(2 .6 )Definition A non-zero entry a . . of A is  non-atomic i f  fo r  some 
------- - ~

\<y< j there is  a u-chain o f type ( l )  connecting a. . to , a. ./ . Other-
3 11 J

wise a. . is  atomic. An atomic chain in A is  a chain in which each term ±J -------------------------

is  atomic.

(2 .7 )Example

1) Every leading entry of a matrix is  atomic.

2) In the matrix

A =

0
a l 2 a 1 3

0

21 0
a 23

0 ( w h e r e  a l l t h e  m a r k e d

0
a 32

0
a 34

a . . ' s  a r e n o n - z e r o )

4 1
0 0

■p
”

;__
_

the entry ap. is  atomic even though i t  is  not a leading entry (the same

is  true of the (2,2) entry of the matrices in (2 .4 .1 )). The entry a i i
44

non-atomic by virtue o f the u-chain

( 4 , 4 ) ,  ( 3 , 4 ) ,  ( 3 , 2 ) . ,  ( 1 , 2 ) ,  ( 1 , 3 ) ,  ( 2 , 3 ) ,  ( 2 , 1 ) ,  ( 4 , 1 ) .

3) Suppose A1 is  the submatrix o f A consisting of the f ir s t  t rows o f A
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( where 1 < t < no. of rows of A ). Then fo r  each a. . e A/, a is
i j

atomic in A/ i f  and only i f  a. . is  atomic in A. The corresponding 

statement fo r columns is  not true, since fo r example i f

0
a12 a13 0

-
al2

3. „ . 0 a , and A/ = a 021 23 a21

r 
" P —X a32 a33. a31 a32

then a is  atomic in A' but non-atomic in A because of the u-chain

( 3 , 2 ) , ( 1 , 2 ) , ( 1 , 3 ) , ( 2 , 3 ) , ( 2 , 1 ) , ( 3 , 1 )

4 )  I f  A = [ a . . ] ,  B = [ b .  . ]  a r e  s - p r o j e c t i v e l y  e q u i v a l e n t  m a t r i c e s
i  J

t h e n  a .  . i s  a t o m i c  i f  a n d  o n l y  i f  b .  . i s  a t o m i c ,  s i n c e  b y  ( 2 . 3 ) b o t h  
i  J

m a t r i c e s  h a v e  t h e i r  n o n - z e r o  e n t r i e s  i n  t h e  sam e c o r r e s p o n d i n g  p o s i t i o n s .

(2 .8 )Theorem Every matrix is  s-projectively equivalent to a unique

matrix in which every atomic entry is  equal to 1.

Thus the privileged entries we were looking fo r in  our search fo r  

the s .c . f .  are precisely the atomic entries. Before proving (2.8 ) we 

shall need a lemma:-

(2 .9 )Lemma Any two atomic entries of A are connected by at most one

atomic chain.

Proof Assume the contrary. Then we can consider a l l  *4-tuples' 

n = (aja^jOjC^) where a,a/ arc atomic entries o f A connected by distinct 

atomic chains C ,^ . Of a ll  such 4-tuples choose one, say 

n0= (C i » j ) » ( i / .d ') »  ° , »  C2) fo r  which ¿(C^) + e(Cg) is  minimal.

The chains ,C0 may be any of the four d ifferen t types. Y/e w ill prove 

.the lemma by showing that each possible permutation leads to a contrad­

iction . F irst suppose that both chains begin by moving along column j  

(so that they are a permutation o f types I  and I I I ) ,  say

0 = ( i , j ) , ( i 1» d ) f * » ( i /»d/) and c2 =
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Then le t  be the chain formed from by deleting the f ir s t  term ( i , j )  

only. Let be the chain formed from by replacing the f ir s t  term 

( i , j )  by the term ( i ^ j )  or simply deleting ( i , j )  i f  = i^ . I t  is  

clear that the 4-tuple ( ( i^ , j ) , ( i ; , j ' ) ,  ) contradicts the

choice of Flo • We may arrive at similar contradictions when a) both 

chains begin by moving along row i  (permutation o f types I I  and IV) , 

b) both chains end by moving along column j / (permutation of types I and 

I I )  or c) both chains end by moving along row i / (permutation of I I I  

and IV ). This leaves us with only two p o ss ib ilit ie s :— 

case d) one o f 0^,0^ is  byPe 1 3X1(1 ^he other is  type IV , or

case e) one of 0^,0^ is  type I I  and the other is type I I I

V/e w ill show only that d) is  impossible since the argument against e) 

is  almost identical. Without loss of generality assume that

= ( i  j j ) > ( >  j ) > ( i.| > j  ) > • • • > ( Xp̂ .-j» Op) > ( *  i  ) > ( 1 > j  )

C2 = ( i ,  j ) , ( i ,  j ^ ) , ( i /1,y i ) , * . . , ( i ^ , j ^ +1)> ( i/,Oq+1) , ( i /, jO

First we w ill show that

i » i ^ i •. . » i  +1» i 7J are a l l  d istinct (2.9.1)

Certainly the row indeces i , i ^ , . . . , i  . j , i/ occuring in C1 are a l l  dis­

tinct, for otherwise v/e would have i  = i  for some 0is<t<p+2 (taking 

i^= i, i  2=i^) and then we could 'shorten' to the chain

C' — (i> j )  >( i^ J j )  >•••> (ig » * ̂ i't* f ̂ i^+-| > i-t+l )>•••> ( i  >J/)

(where Jq=Jj j _1=  ̂xn wlixcl1 case ( ( i » j ) , ( i  > j  ),  C ,̂ C^) contra­

d icts the choice o f n0 . By a sim ilar argument a l l  the row indeces

i . i 7 ___ . i ' . i '  occuring in C are d istinct. So to establish
’ 1 q *■

(2 .9 .1 ) i t  suffices to show that [ i 1, . . .  , i p+1} O ( i ' , . . . , i ^ j  = <f> .

Suppose not. Then i  -x1 fo r  some 1<s<p+1 and 1<;t»sq and so we haveS l

the chains

D1 = ^ s ’ j s-1^^i s, ‘)s ^ “ * ^ i p+1’ j/ ^ ^ i/ , j/ ^

D2 " ( i s, j s - 1 ^ i t , 'j t+1') ’ , * * ^ i  » ^ q + l^  ̂  , d/ )

in v/hich case ( ( i  , j ' ) ,  D > D ) contradicts the choice ofS S"“ 1 *

ri0 ,thus proving (2 .9 .1 )*
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Thus the set of row indeces (lis ted  in (2 .9 .1 )) has a unique maximal 

element which is  either i  fo r  some Cks<p+2 or i (  fo r  some 1<tcq.
S t)

Assume f i r s t  i t  is  i  . Then we may 'link* the chains Ch.Ck to forms 1 2

-Ig) > ^g+1 > > * * * * )>(l- >jq+^)>***>

j . . . i ( i j j J| ) j ( i j j J j ( i ij j j ) j ( i ^ j 1‘}^ )^ . . . i ( i^^ ̂  f j  ) } ( i  ̂  t j   ̂) •

By defin ition  o f i  , the above chain is  a u-chain from ( i  , j  ) to s s s
( i  , )  which contradicts the fact that both these entries are atomics ’ s-1
A similar contradiction involving (i^ .,j 

is  the maximal element in .

£+1) and ( i ^ , j ' ) is  deduced i f  i /
t

Proof o f Theorem (2.8)

Let A = [a. .] be an arbitrary (nxm) matrix. There are two things 

to prove:-

(2.8.1) that A is s-projcctively equivalent to a matrix in which every 

atomic: entry is  equal to 1, and

(2.8.2) i f  A,B are (nxm) matrices in which each atomic entry is  equal 

to 1, and which are s-projectively equivalent, then A=B.

By (2 .3 ), to prove (2.8.1) we must find non-zero elements 

o f P fo r whichM ̂ • »P j

5 . a .  .m . = 1 w h e n e v e r  a .  . i s  a t o m i c
1 i j  J ( 2 . 8 . 3 )

fo r then [6 .a. .p .] is  the required matrix. V.'e prove ( 2.8. 3) by in -- 

duction on n . I f  n~1 then A - [ a ^ , . . . , a .  ] and the atomic entries 

are precisely the non-zero entries. So take 6.= 1 and

i f  a. .= 0 
1J

-1a. . i f  a, .1 0 
1 .1 1 /)'

(ij—1 > • • • > m)

N e x t  a s s u m e  t h a t  n  >1 a n d  t h a t  t h e  r e s u l t  h o l d s  f o r  m a t r i c e s  o f  l e s s  t h a n  

n  r o w s .  I n  p a r t i c u l a r  t h e  r e s u l t  h o l d s  f o r  t h e  s u b i n a t r i x  o f  A c o n s i s t ­

i n g  o f  t h e  f i r s t  n - 1  r o w s .  T h e n  ( b y  ( 2 . 7 - 3 ) )  t h e r e  i s  a t  l e a s t  o n e  s e t  

o f  n o n - z e r o  e l e m e n t s  6^ . .  , i 1 , * " , t lm oi> s a t i s f y i n g

5 . a .  .u . ~ 1 w h e n e v e r  a .  . i s  a t o m i c  i n  A a n d  1<i<n-1 ( 2 . 8 . 4 )
1 i j  j  3-3
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Of a ll the sets o f elements of P which satisfy (2.8.4) choose one, say

S = [61>.. . »6 n ^, .|i.j, •. • ,pmJ fo r which X(s) is maximal where X(s) is

the set of atomic entries a . in the last row o f A for which a . u . = 1.nj nj f j
I f  X(s) contains every atomic entry in the last row of A then (2.8.3) is  

c learly satisfied  by the elements 6^, . . .  , 5 ^  , 8^=1, I1-)>• • • >Nm* So

assume this is  not the case and seek a contradiction. Let (n ,j^ ) be an 

atomic entry in the last row fo r which (n, j  ) X(s). V.'e are going to

construct a new set S; satisfying ( 2.8.4 ) for which X(s; ) s tr ic t ly  con­

tains x(s). F irst define

-1p . = a
Jo n’ Jo

(2.8.5)

Now replace p . in S by p/ . . The resulting set Sq c learly  sa tis fies
J° °°  . . +h 

X(S) C X(So) , but i f  there is  another atomic entry ( i^ ,Oq) in the j

column then we do not necessarily have ¿ . a .  . p( = 1 .  So what we
V ’ 3o Jo

must do is  consider the ,set of a ll  possible atomic u-chains from (n , j^ ) }  

fo r  every row index i  and every column index j  appearing in such a chain

in S.we w ill define b/ , p . respectively to replace b . , p .
J  ̂ t)

Suppose then that

is  such an atomic u-chain (where the appearance of the last term is  dep­

endent on whether G is type I  or I I I ) .  Each even-numbered term ( i  )

( for s=1 ,...,p+0  in C w ill determine d( and each odd-numbered term
*t

( i  i3 ) ( f ° r t=0 ,. . . ,p+1, with i  =n) w ill determine p. according to 
t t u Jt

the following inductive procedure:-

By (2.8.5) the f ir s t  term (n, j  ) determines p(. = a - .

I f  ( i  , j  . ) is  a subsequent even-numbered term, with p  ̂ already
Js-1

determined,write

6( = (a1 )
-1

V s -1  Js-1
(2.8.6)

I f  ( i  , j  ) is  a subsequent odd-numbered term, with b'. already t t i t

determined, write
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l  = (8 ' a. . ) " 1
1t xt V t

(2.8.7)

Y/e have to check that there is  no ambigxzity about the choices of the

8/ ,s and the \if ' s J suppose that row i  appears as an'index in two

d ifferen t atomic u-chains from (n, j^) .  Then considering only the f ir s t

part of these chains (up to the f ir s t  occurence of i )  we get two

subchains say from (n ,^ )  to ( i , j /) and ( i , ^ )  respectively. I f

these chains are identical then of course the above pz'ocedure w ill

lead to the same choice of 8  ̂ in each case. I f  they are d istinct,

then we can add the term ( i , ^ )  to C^, obtaining two distinct atomic

chains from (n, to ( i , j 7) which contradicts ( 2.9) .

Thus each rov.' i  can be'reached’ by an atomic u-chain from (n ,^ )

in at most one way, and in the case when i t  can be reached ^  is
i

uniquely determined according to (2 .8 .6 ). I f  row i  cannot be reached

in this way simply take 8^=?4 . For similar reasons each column j

can be reached in at most one way, in which case p( is  uniquely
0

determined according to (2 .8 .7 ), and i f  column j  cannot be reached

we simply take ¡i . .
J «3

The new set S/ , . .  . now sa tis fies  (2 .8 .2 ).

Moreover i f  a . e X(s) then clearly column j cannot be reached by an 
nj

atomic u-chain from (n, j.^) fo r otherwise we could construct an

atomic u-chain from (n, j  ) to (n , j )  which contradicts the fact that

both these entries are atomic. Thus \x'.= fi . and a . u/. = a . u . = 1 .J J nj j  nj
Thus X(S) C x (s ; ) and s tr ic t inequality now follows from the choice 

o f a together with (2 .8 .5 )« This contradicts the choice o f S.

To prove (2.8.2), suppose A - [a . .] , B = [b. .] are s-projectively
J-J -LJ

equivalent matrices in which each atomic entry is  equal to 1. By

( 2 . 7 .4) a. . is  atomic i f  and only i f  b . . is  atomic and in this case i j  1.1
a =b. .= 1 . Also there are non-zero elements 8 , ,  . . . , 5  , i j  1 j • 1 n’ f m

o f F fo r which

Si ai j  ,aj  = ^ i j  (l<i«rn, l<j<m) (2.8.8)
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Vi’e have to show that a. .= b. . fo r each i , j  and we do this by induction

on n. I f  n=1 then every non-zero entry of A,B is  atomic, hence equal

to 1. So assume n>1 and that the result holds fo r  matrices of less

than n rows. In particular, by (2.7*3) we may assume that a .= b
i j  i j

whenever 1<i<n-1. By (2.8.8) we deduce that

6. p. = 1 whenever a. . 0 and 1<i<n-1 (2.8.9)i  J i j  1:

I t  now suffices to show that 6 p . = 1 whenever a .4= 0 . Assumen J nj
t; le t  (n ,jQ) be the f ir s t  non-zero entry in the last row fo r  whichnoi

5 p. . | 1. Then certainly (n, j  ) is non-atomic (by (2 .8 .8 )), hence
n jq

there is  a chain

( ¿Q ) > ( i  ̂  J Jq) ip> j ) 3 ( j )

where j  < and i , , . . . , i  < nU I p

But then, by (2 .8 .9 ),

8. p . = 6. . p . = 8 . p . = . . .  = 6, p . - 1
...................................................................  T  01̂ Jq 11 J1 12 J-l

Thus' p . = p . = . . .  = P ., whence 6 p . = 6 p . = 1 , by
Jq U1 n JQ n J cnoice

o f (n, j  ).. This contradiction completes the proof of the theorem.

(2.10) Definition An arbitrary matrix A is  in projective canonical 

form (p. c*f_.) i f  A is  in column echelon form and every atomic entry 

o f the non-identity submatrix o f A is  equal to 1.

(2.11) Corollary Every matrix A is  protectively equivalent to a 

unique matrix in  p .c .f .  (ca lled the associated p .c . f .  of A)

Proof Follows immediately from remark (2 .it-) and theorem (2.8)

(2.12) Remark

1) The method described in the proof of (2.8) of considering a l l  poss­

ib le  atomic u-chains from atomic entries in the last row of a matrix
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A j>rovides an algorithm for finding the associated s .c . f .  of A (once 

the atomic entries of A are known). Consider, fo r  example the matrix 

A of (2 .7 .2 ). The entry a is  the only atomic entry in the last row,
41

a n d  t h e  a t o m i c  u - c h a i n  ( 4 , 1 ) , ( 2 , 1 ) , ( 2 , 3 ) , ( 1 , 3 ) » ( 1 , 2 ) , ( 3 } 2 ) , ( 3 , 4 )  

d e t e r m i n e s  ( a c c o r d i n g  t o  t h e  f o r m u l a e  ( 2 . 8 . 6 ) , ( 2 . 8 . 7 ) )

- 1 1 -1

a 41  » h 2 ~  a 21 M3  =  a 2 3  a 21 a 41

-1  -1

V
-1  -1

CM
n

-  a 12  a 13  a i ( / |  , a 32  a 12  a i 3  \  1 >

c - 1O . — 3. Clw ,, *1 13 41
- 1 -1 -1

12 a13a4l

Taking ft. =1 (as in the proof) the s .c . f .  of A is  thus the matrix
4

Diag(81, A V \ ) A

’0 1 1 0
. / 1 0 1 0A' = 0 1 0 1

1 0 0 \

(»here X = )

Thus- i f ,  for example B =

the matrix -~f=- A

A
A then the associated p .c .f .  of B is

2) Throughout the proof of (2.8) the only elements of the f ie ld  P 

which are used arc those in the subfield of F generated by the entries 

o f the matrix A. Consequently the s .c .f  is  independent of P in  the 

sense that P could be any f ie ld  which contains a ll  the entries of A. 

Thus i f  two matrices A,B (over P) are not' ( s-)p ro jective ly  equivalent 

over F then they are not ( s-)protective ly equivalent over any f ie ld  

containing F.

As has already been observed, projective (and s-projective) equiv­

alence are v.-ell defined fo r  matrices over an arbitrary division ring.

In fact the commutativity o f P is  not used in the proof o f (2 .8 .1 ), 

so we may deduce that any matrix A over a division ring I) is  s-project- 

ive ly  equivalent to a matrix in which every atomic entry is  equal to 

1 ( s . c . f ) .  However in the proof of (2 .8 .2 ), the deduction o f (2.8.9) 

from (2.8.8) is  dependent on the commutativity of P, so in general we
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cannot achieve uniqueness. Indeed i f  a,b are any two non-commuting 

elements of D (so that bab = a) then

■ -i r - 1 ”
b 0 1 1 b 0 1 1

-1 -1
P  b . 1 a 0 b 1 bab

• : - r. -3 1 1 *1 1
C o n s e q u e n t l y ,  t h e  m a t r i c e s 1 a

, a n d _1 b a b _1_
are d is tin ct,

s-projectively equivalent matrices (over D) which are both in s .c .f.  

For similar reasons (which we study in detail in %.) i t  is  quite poss­

ib le  that two matrices over a f ie ld  F may be non-projectively equival­

ent (over F) but projectively equivalent over some division ring 

containing F.

4) Suppose the matrix A has no zero entries in the f ir s t  row. In this 

case the associated s .c . f .  o f A is  particularly easily described; the 

only atomic entries are the leading entries, so the associated s .c .f .  

is  a matrix o f the form

B
1 1 ... 1

B'

where the leading entry of each row of B/ is  equal to 1.

A p p l i c a t i o n s  o f  t h e  p r o j e c t i v e  c a n o n i c a l  f o r m

First we present a new proof of (1.15), the 'second fundamental 

theorem o f projective geometry :-

Proof of  (1.13) Suppose f ir s t  that I) is  a f ie ld  and m>2. As in * 1

(2 .2 ), any simplex in PG(m,D) is  associated with an (m+l)xm matrix 

over D. By defin itions (1.8) and (2.10) any such matrix has project­

ive canonical form
f

In
1 ... 1 (2.15.1)
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and consequently, by (2.2) and (2.11) there is  always at least one 

collineation mapping any given simplex onto another simplex. To 

show that there is  only one such collineation i t  suffices to prove 

that the identity map is  the only collineation which leaves invariant 

every point of the simplex given by (2.15.1). Let y be such a co llin ­

eation and P e PG(m,D). Suppose that the natural coordinate vectors 

of P, Y(P) are respectively (a ^ , . . . ,a m) and (b^, . . . ,b  ) .  By (2.2)

I m I in
1 1 . . .  1 ) 1 1 . . . 1

b b b|_ 1 2 nj 1 2 m

are protectively equivalent matrices. Now since the f i r s t  non-zero 

entry in each of ( a^ , . . . , a  ) ,  (b_j, . . .  ,b ) is  equal to 1, i t  follows 

from (2.12.4) that both these matrices are in p . c . f . ,  hence by (2.11) 

(a_j,. . . ,a^) = (b_j,...,b^ ) so that P - y ( p ) and y is  the identity.

Conversely suppose that D is  not a fie ld , in which case there are 

two non-commuting elements a,b e p. Then the (d is tin ct) matrices

I in
, B =

I
m

1 1 . . .  1 1 1 . . .  1 1
1 1 . . .  a [1 1 . . .  bab

are protectively equivalent over D since (b I^ ^ )  A (b I  ) = B . 

Since the f i r s t  m+1 rows respectively of A,B represent the same 

simplex in PG(m,D), i t  follows from (2.2) that there is  a collineation 

other than the identity mapping one simplex onto i t s e l f .

The main application o f the p .c .f. is  in the study of matroid 

representations. Suppose that M is  a matroid o f rank r on the set 

K = } e 1, . . . , e j  where B - [ e ^ , . . . , ^  is a basis o f M. Then i f  M 

is  P-representable i t  folio-,vs from the above work that the associated

I tp . c . f .  fo r  any representation has the form ~K where every atomic

entry of A is  equal to 1. For example, we can immediately deduce



from (1.43) and (2.11) that every representation of M over GP(2) is  

projectively equivalent to the matrix [i^  lA^l where is  the B- 

basic c.i.m atrix of M. Y/e next use the p .c .f .  to present new proofs 

o f results concerning certain uniqueness o f representability o f binary 

and ternary matroids. The f ir s t  o f these is

(2.13) Theorem Suppose M is  binary. Then there is  a matrix A in p .c .f .  

a l l  o f whose non-zero entries are equal to +1, such that any repres­

entation of M over any f ie ld  P has A as it s  associated p .c .f .

Before proving this important theorem we shall need a defin ition  

and two lemmas:-

(2.14) D e fin ition For any m>2, an (mxm)block irreducible matrix A 

is  a c ircuit matrix i f  every row and every column of A has exactly 

two non-zero entries.

(2.15) Lemma Let A be an (ir.xn) c ircu it matrix  ¿11 of whose non-zero 

entries are equal to +1 except possibly one which is  equal to a say. 

Then (up to sign), dot A = 1 + a

Proof Since A is  block irreducible, i t  is  easily seen that A 

has exactly two non-vanishing permutation products - one o f Yihich 

is  equal to +1 , the other of which is  equal to + a .

(2.16) Lemma Suppose A i s an (mxn) circu it matrix (over F) fo r  which

Tthe matrix k' -  [ l  I A.] is  an F-representation fo r some binary ------------ --------------  --------------------------------------*

matroid M/(K/) of 2m elements. Then the set of  ra elements of 

corresponding to the rows of A form a c ircu it in V/ , so "det‘A - 0.

Proof Let Â  be the (mxm) matrix over GP(2) whose non-zero entries
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appear in the same positions as those of A. Then clearly by defin ition

(2.17) the m rows of form a circu it in (GP(2))m. But by ( l .A3)

i l  I A ] is  a representation of over G?(2) so the result follows, m 1

Proof o f (2.13) Let A=[a^ J be an F-representation in p .c . f .  Y/e 

have to show that every entry of A is  equal to + 1 , where the sign 

is  uniquely determined by the inatroid M ( i . e .  is  not dependent on the 

particular representation). We proceed by induction on n. The cases 

n=1,2 (and n=r) are t r iv ia l so assume that n>r>1 and that the result 

holds fo r binary matroids o f fewer than n elements. Now

A = where A. = 
1

n — v —
3 ay •

and a ll  atomic entries of are equal to 1 . V/ith respect to the

obvious ordering,
L Ai J

is  an F-representation of the matroid m\|e 1
n

which, by (2.7.3) is  in p .c .f .  By (1.33) M\[e ] is  binary so by the 

inductive hypothesis every non-zero entry of A. is  equal to + 1 with 

the sign uniquely determined by the matroid li\[e^j (and a fo r t io r i,  

by M). Thus we have to show that every non-zero entry o f v  (the last 

row o f A) is  equal to + 1 where the sign is  uniquely determined by 

the previous rows.

I f  every entry of v is atomic in A. we are done since then a ll 

the non-zero entries are equal to 1. I f  not we proceed to :- 

stage I There is  at least one u-chain from a non-atomic entiy in the 

last row to an atomic entry" i n ihe last row. Choose one C say, of 

minimal length among a ll such chains. Then C has the form

C = (n, j ) , ( i _|, tj j , ( i ^> tj^ )>» . . , (  i Q_j > Jm_2  ̂> >j/)> (n, j /)

where m>2, i  , . . . , i  . < n and (n , j ' ) is  atomic.

he t 1 =  f n ,i.,, . .« , J — j  _ ̂ y j  i • The choice o f C

ensures that the elements of I, J respectively are a l l  d istinct.
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Moreover i f  N is  the (m*m) submatrix of whose rows are indexed by

I  and whose columns are indexed by J i t  is  easily  seen (by similar

arguments to those used in (2.9))then that the minimality of ¿ (c )

implies that N is  a circu it matrix. Now write

S = B U Î e .  , e . . , e }
m-1 m-2 1

T = B\[e ./ ,e >•••>e .
Jm-2 01 J

Then the minor M/= (M|g)/T of M is  binary (b y (1.33))and by construct­

ion the matrix N is  an F-representation o f W with respect to

the ordering e./,e , . . . , e  , e , . . . , e  ,e . By (2.16), det N = 0.
.Jm-2 J m-1 X1 n

But N satis fies  the hypothesis of (2.18) so (up to sign), det N = 1 + a . 

and so a . = + 1 .
nj

I f  (n, j )  is  the only non-atomic entry in the last row we are done.

I f  not then we proceed to :-

stage I I  there is  at least one u-chain from a non-atomic entry (= j(n ,j))

in the last row to either an atomic entry or (n, j )  in the last row.

Choose one such chain o f minimal length, and suppose i t  is  from the

atomic entry ( n , j " ) .  Proceeding exactly as in stage I  , we again

deduce that a = + 1 since the only possible difference is  that 
V-y D

the (non-atomic) entry a . may be the other entry in the last rownj
used in the proof and this has now been uniquely determined to be + 1 .

I f  ( n , j ) , ( n , j " ) are the only non-atomic entries in the last row 

we are done. I f  not we consider u-chains from other non-atomic entries 

in the last row to atomic entries or (n , j ) ,  ( n , j " ) in the last row, 

and proceed as before. I t  is  clear- that the result must fo llow  a fter 

a f in ite  number o f these steps.

(2.17) Remark The method used in the above proof once again prov­

ides an algorithm fo r  determining the matrix A. This theorem 

appears in a s ligh tly  d ifferen t form in f 12], and a weaker result is  

also proved in [ 39] . I t  is  not d if f ic u lt  to deduce that the matrix A
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is  always unimodular i f  M is  also F-representable fo r  some f ie ld  F 

with char F 2 (see, [ 11 ] fo r  an elementary proof of th is ). 

Consequently, this provides an alternative and more direct proof of 

Tutte's famous Unimodular Theorem (which is  essentially stated in 

(1 .3 9 )). Another immediate consequence is  that a binary matroid is  

uniquely F-representable (that is , any two F-representations are 

protective ly equivalent) fo r  any f ie ld  F over which M is  representable.

The next result has also been proved in [12] and [30].

(2.18) Theorem Suppose M is  ternary. Then any two representations 

o f M over GF(3) are protectively equivalent.

Proof Let be two repi'esentations of M over GF(3) in p.c.f.

. Suppose A,(= ra _ ] (= [ 1^ | A' ] ) and ^ [ a ^ ]  ( = f I r  ! A2] T)* We have

to show that a. . = a .7, fo r each i , j .  By a similar induction arp-

ument to that used in the proof o f ( 2 , 13) ,  we may assume that a l l  the

corresponding entries of A^A^ are equal except possibly those in the

last row. I f  a ll  the corresponding entries in the last row are equal

there is  nothing to prove, so we may assume w .l.o .g . that fo r  some

in . i ) .  a . = 1 and a . = -1 and seek a contradiction. Using v ’ *•" ’ nj nj
exactly the same argument as in ( 2. 13) we may assume there is  an

entry (n, j  ) in the last row with a . = a '  . and a u-chain from
0 n> J0 n, 0̂

( n, j )  to (n, j^)  such that i f  I  is  the set o f .row indeces and J the 

set of column indeces appearing in this chain then the submatrices 

N ,N2 of respectively, indexed by I,J ,are c ircu it matrices.

Now, [ I | Nj J , [ ] are representations over GF( 3) of the

same minor of M. Consequently det = 0  i f  and only i f  det = 0. 

But, by (2.15),

det N1 = 1 + a (up to sign)

and, det N = 1 ± a' (up to sign)



Since a . = 1 and a/ . = -1 , i t  follows that .one o f det N ,, dot
n j  n j  1 * 2

is  equal to zero and the other is  equal to + 2, which is  a contra­

diction since 2 i  0 in GF(3).

Y/e conclude this section by describing the connection between the

projective canonical form and the work done by Brylawski and Lucas

in [12] . For an arbitrary (s * t ) matrix A = [a. .] with row set R

and column set C we may associate a b ipartite graph whose

vertices acre partitioned into the two sets R = j r,j, . . .  ,

C = [c , . . . , c  j and fo r which there is  an edge joining r. to c . i f

and only i f  a. . = 0. Denote such an edge by [ i , j ]  . Brylawski

and Lucas now define a coordinatizing path P of A to be a spanning

forest of the graph , or equivalently a basis of the cycle matroid

M(H ) d e f i n e d  i n  ( 1 . 2 0 . 3 ) .  I n  t h e  c a s e  o f  a  m a t r o i d  M w i t h  b a s i s  B 
A

and P a coordinatizing path fo r A  ̂ (the B-basic c.i.m atrix) they also 

define a representation mati'ix N o f M to be in (B,P)-basic form i f  

N(B) = I  and the entries corresponding to P in the non-identity 

submatrix of N are a l l  equal to 1. Obviously there may be many 

coordinatizing paths F) we now show that fo r a certain natural choice 

o f P, the (B,P)-basic form corresponds precisely to our p .c .f,(a llo w ­

ing fo r  the fact that the role o f rows and columns are interchanged).

F irst we observe that the set of edges of H is  to ta lly  order- 

ed by the lexicographic order

f i , j ]  < [ i /, j / ] i f  and only i f  either 

(a ) i  < x' or (b) i  = i '  and j<  j /

This order now induces a (to ta l) lexicographic order on the set of 

a l l  coordinatizing paths. Let P be the minimal path in this order. 

With this notation we.have

(2.19) Theorem The edge f i , j l  e P* i f  and only i f  the entry 

( i , j )  is  atomic in A.
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Proof Suppose f ir s t  that [ i , j ]  e P* but that ( i , j )  is  

Then fo r  some < j  there is  a chain in A o f the form

j O j i r j O

where i .  , . . . , i ,  < i  1 k

non-atomic.

(2.19.1)

By 'shortening' this chain i f  necessary we may assume that i , i  , . . . , iI K
are a l l  d istinct and sim ilarly j , j . , • . . , are a l l  d istinct. Then 

the set C = { [  i ,  j ]  ,[ ^ , j] ,[ i 1, , . . . , [  i fc, j /] ,[ i ,  j ; ] ] is  a c ircu it

in M(Ha) .  Thus the set X = C\£[i , j  ]j is  independent in M(H ),  and
A. .A

so by (1.17.2) there is  an e f X fo r which the set 

P = P \ [ [ i , j ] |  U [e]

is  a basis of M(H ) ,  that is , a coordinatizing path fo r A. By

( 2 . 19. 1 ) e<  f i ,  j] so the choice of P  is  contradicted.

Conversely suppose that ( i , j )  is atomic in A but that [ i , j ]  Jr P* . 

Then T* U f [ i , j ] j  contains a cycle C of which we may write as

C = (k > 1)

F irst we shov; that

< 1 ( 2 . 19.2)

For suppose not. Then we must have i^ > i  fo r some 1<qCk. Since

C is  the fundamental c ircu it of [ i , j ]  in M(H.), P *\ [[i , j  . ] } ^ { [ i . , i ] l
. A  q q - 1

is  a basis (interpreting jQ- j ) .  This contradicts the choice o f P 

since f i , j ]  < [ i^,^ ^  » and hence proves (2.19.2). But now

( i ,  j ) , ( i 1 f 3 )i •••>(i k>¿ 0 , ( 1 , $ ' )

is  a u-chain in A. This is  impossible i f  j ; < ,j since ( i , j )  is 

atomic. But i f  j  < j / then (by reversing the terms of this chain) 

we in fer that ( i , j ( )  is  non-atomic. But i i , j 7] e P*, so by the ' i f '  

part proved above, ( i , j /) is  atomic - a contradiction.

(2.20) Corol l ary (with the same notation as above) A representation

matrix fo r  M over a f ie ld  F is  in (B,P )-basic

i t  is  in projective canonical form.

fo rm i f  and o n l y  i f  S H E F F I E L D  
j UNIVER SUY.
I lIBRARy



(2.21) Corollary Suppose A is  an (sxt) matrix with r / zero rows, 

c/ zero columns and k blocks _after_zero rows and columns have been 

deleted. Then A has (s+t) - ( r /+ o' + k) atomic entries. In partic- 

ular i f  A is  block irreducible then A has s + t -  1 atomic entries.

Proof The b ipartite graph H has s + t vertices and k + r ; + c' 

connected components. By (1.16) every spanning forest o f H, has 

s + t - (k + r7+ c ' ) edges so the result follows from ( 2 . 19) .

(2.22) Corollary Suppose the n̂atroid M (o f size n,rank r) has k conn­

ected components. Then fo r any basis B of M the matrix: has n - k 

atomic en tries.

Proof I f  M has r 1 loops, c/ coloops and k/ (non -triv ia l) connected 

components, then k = k7+ r ' + c ' . The result follows from (1 .45 ),(2 .22 ).

(2.23) Corollary Suppose A is  a block irreducible matrix. Then there 

is  an atomic chain in A joining any two atomic entries.

Proof The graph is connected. Any coordinatizing path of A , in

particular P*, is  thus a spanning tree of any two o f whose edges

must be connected by a path of this tree. The result now follows from (2.19)

I t  has already been noted that fo r  a given matrix A there may be 

atomic entries in A which'¡are not the leading entries in their respect­

ive  row or column. With the help o f the following defin ition  (and 

the above results) we w ill show that we can always rearrange rows and 

columns o f A so that the only atomic entries of the resulting matrix 

are the leading entries - a result o f some significance in § 5 .

(2.24) Defin ition  Let A be an ( s* t ) matrix. For i= 1 , . . . ,s  supj)Ose
th _ , . ,, th

the leading entry in the i  row o f A appears m the « i  position,
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and fo r j= 1 , . . . , t  the leading entry in the j column appears in the 

P p o s i t i o n .  Then A is  in step diagonal form (s .d . f )  i f  both o f 

the sequences a ^, . . .  ,cc  ̂ and p^ , . . . ,  p^ are non-decreasing.

(2.25) Proposition Every matrix can be brought into step diagonal 

form by rearranging rows and columns, that is , every matrix is  permut­

ation equivalent to a matrix in s .d .f.

Proof I t  suffices to prove the result fo r block irreducible matrices, 

since by rearranging rows and columns, an arbitrary matrix A can always 

be brought into the form

B. 01 .
•

• 0
0 B,k

0 0

where the IP ' s  are the blocks of A. By defin ition  (2.24) A is  in s .d .f.

i f  each is  in s .d .f. So assume A is  block irreducible. Then the

graph II, is  connected. 7/e now relabel the vertices as fo llow s:-

Choose an arbitrary r^ , then label the adjacent vertices as c^,c , . . .

then the remaining vertices adjacent to ĉ  ( i f  any) as r2>r  , . . .  and

so on. Since H, is  connected this procedure w il l  relabel each vertex.
A *

and the induced rearrangement o f rows and columns o f A yie lds a 

matrix which is  in s .d .f.

(•2.26)Proposition Suppose the matrix A i s - t in s .d .f . Then the only 

atomic entries of A are the leading entries.

Proof Again i t  su ffices to assume that A is  an (sxt)  block irreducible 

matrix. By (2.21), A has (s+t-1) atomic entries. But since A is  in 

s .d .f i t  now follows that A has exactly (s+t-1) leading entries since 

no ( i , j )  except ( l , l )  can be the leading entry in both row ar.d column. 

The result now follows by (2 .7 .1 ).



§ 3 CHARACTERIZATION OF ATOMIC MATR0ID3

The work o f the previous chapter leads us naturally to the 

following defin ition

( 3.1 ) Definition A matrix A is  atomic i f  every non-zero entry 

o f A is  atomic, or equivalently (by(2.19)) i f  the b ipartite 

graph H is  a forest. A matroid is  atomic i f  fo r  some basis Bx*.

of M the matrix Â  is  atomic.

( 3.2) Proposition The expansion o f any subdeterminant of an 

atomic matrix A has at most one non-vanishing term. In particular 

every zero-one atomic matrix is  unimodular.

Proof Since HA contains no cycle there can be at most one match- 

ing between any set of t rows and t columns. Thus any ( txt) 

subdeterminant of A has at most one non-zero permutation product.

( 3. 3) Remark

1) The representation problem fo r atomic matroids is  immediately 

c lass ified ; fo r suppose M is  atomic with (atomic) B-basic c . i .  

matrix A,.. Then by (2.11) and (1.42) every representation matrix 

o f M is protectively equivalent to [ I Â_J J ,a unimodular 

matrix. Thus by (1.39) i f  M is  representable i t  must be regular.

2) Rearranging rows or columns of a matrix does not af fect its  

'atomicity'. In particular, although fo r a matroid M(E) the matrix 

A is  dependent on the ordering of E, its  atomicity is  independ­

ent of this ordering.

By a consideration of the b ipartite graph the following 

statements are obvious:-

3 ) A matrix is  atomic i f  and-only i f  each of its  blocks is  atomic.
T

4) A matrix A is  atomic i f  and only i f  A is  atomic.
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5) Any submatrix of an atomic matrix is  atomic.

( 3.4) Corollary

1 ) A matroid is  atomic i f  and only i f  each of its  connected 

components is  atomic.

2) A matroid M is  atomic i f  and only i f  M* * is  atomic.

3) I f  a matroid is  atomic then so too is  its  underlying

simple rnatroid.

Proof

1 )  F o l l o w s  f r o m  ( 3 * 2 . 3 )  a n d  ( 1 . 46) .

2) Follows from (3*2.4) and ( 1 .41 ) .

3 ) Follows f r o m  ( 3 * 2 . 5 )  a n d  ( 1 . 2 4 ) .

(3.5) D efin ition (using the notation of (1.20.6)) A matroid M

is  a fundamental transversal matroid ( FT matroid) i f , 'fo r  some

cobasis B , M = l.l[C , . . . ,C  ] where C , . . . ,C are the fundam-1 r 1 r
• *

cntal circu its o f B in M .

Because of the following result, the main theorem o f this 

chapter (3« ̂ 2 ) is  also a characterisation of binary FT matroids.

( 3.6) Theorem A matroid is  atomic i f  and only i f  i t  is  a 

binaxy FT matroid.

Proof F irst suppose that M is  an atomic matroid with atomic

B-basic c.i.m atrix A^. 'Write B = { e1» . . . , e  } . I f  B* = K\B and

for J = 1, . . . ,  r C*. is  the fundamental c ircu it o f B*U je. j  in M*, 
*1 J

then the matrix induced by the transversal matroid

»2- m[ c^, . . . , is  pr-ecisely A =



over

any f ie ld . I f  we can show that M is  representable i t  follows

from ( 3.3. 1) that A is  also a representation of M (over any

f ie ld ) and hence that M = f.'/ as required.

We shall prove that M is  representable by induction on the

size n of M. I f  n=1 the result is  t r iv ia l so assume n>1 and that

t h e  r e s u l t  h o l d s  f o r  a t o m i c  m a t r o i d s  o n  l e s s  t h a n  n e l e m e n t s .

We may assume M is  simple, for otherwise we could apply (3.4.3)

to the underlying simple matroid and deduce the result from ( 1 .34),

Now, since Ag is  atomic, its  associated b ipartite graph is  a

forest which thus has a terminal vertex. Consequently Ag has

e i t h e r  a  c o l u m n  o r  a  r o w  w i t h  o n l y  on e  n o n - z e r o  e n t r y ;  s i n c e  M

i s  s i m p l e  i t  f o l l o w s  f r o m  ( 1 . 4 5 * 4 )  t h a t  t h e  l a t t e r  i s  i m p o s s i b l e ,

t h
s o  we may a s s u m e  t h a t  t h e  3 c o l u m n  s a y ,  o f  A^ h a s  o n l y  o n e  

n o n - z e r o  e n t r y .  L e t  A '  b e  t h e  m a t r i x  f o r m e d  f r o m  A g  b y  d e l e t i n g  

t h e  3 t h  c o l u m n  a n d  l e t  B / = - B \ { e . l .  T h e n  B / i s  a  b a s i s  f o r  . t h e  

m a t r o i d  M / j e . j  a n d  w i t h  r e s p e c t  t o  t h e  o r d e i ' i n g

By ( 3.2 ) the matrix A represents the transversal matroid w

-v • «g , . .c , . j •. .e 
’ J-1’ J+1 1 r+1 9 9 n

the matrix A/ is  the B/-basic c.i.m atrix for i.l/[e.}. By ( 3. 3. 5)
«3

A/ is  atomic, and thus by the inductive hypothesis M/[e . f is

representable, hence by (1.32) so is  its  dual. But by (1.26)

( M/[e .|)* = M*\}e .} so the la tte r is  representable. By choice of 
«3 «3

the 3^  column i t  follows from ( 1 .41) and ( 1 .45*4 ) that e . is  a 
, 0 

+ / V *
para lle l in  M , and so by (1.34) M is  representable. The result

now follows from another application of ( 1 . 32) .

For sufficiency, suppose that M is  binary and M = mCc, , . . . , C  ]
1 r

where the C.*s are defined as above with respect to some basis 
«3

B of M. I f  the b ipartite graph associated with Ag contained a 

cycle, then there would be a transversal of M fo r  which the 

corresponding subdeterminant of [ I  |Ag] is  equal to zero over 

GF(2)f which contradicts the fact that this matrix is  a represent-
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ation of M over GP(2). Thus A  ̂ is  an atomic matrix and the 

theorem follows.

The above .result is  closely connected to a theorem attrib ­

uted to Edmunds ( see [373,Ex.( 14»4*1)) which states that

A transversal matroid is  binary i f  and only i f  

i t  can be presented by a b ipartite forest.

Corollary A matroid is a binary transversal matroid i f  and

only i f  i t  can be represented (over every f ie ld ) by a zero-one 

atomic matrix.

A-G-PAHiS

Our next (and most important) aim is  to show that atomic 

matroids are precisely the cycle matroids of a special class of 

graphs. A graph w ill be denoted by G(V,E) (or simply G) and 

any subgraph of G w ill be simultaneously iden tified  with its  

edge set as a subset of E in the matroid m( g) (defined in  (1 .20 .3 )). 

In particular, i f  C is  a cycle of G then i t  is  also a c ircu it 

in M(G).

(3*7) D efin ition An A-graph G(V,E) consists of a pair 

( (C1, . . . ,C^), P) where (C^,. . . ,Cm) is  an ordered m-tuple of 

cycles of G (called  the fundamental cycles) none o f which are 

loops, fo r  which E = b C. and for which P (the *p ivot'set) is  

defined by

P = [ e c E; e c C. n C . fo r  some 1< i  i  j  < m j 

In addition we must have:-

1) P contains no cycle o f G, and

2) For each k=1,...,m-1 the cycle  ̂ has exactly one edge x^

say, (called the k pivot) in common with .1̂  and exactly

2 vertices (namely the endpoints of x^) in common.
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I t  is  clear that P = [x , . . . , x  . i , but these pivots mayi m-1

not a ll be distinct (see la ter example). I t  is  also not d if f ic u lt  

to see that A-graphs are precisely those graphs which can be con­

structed inductively on the number of fundamental cycles in the 

following manner:-

( 3.8) (recursive construction for A-graphs)

1) A single cycle C (not a loop) is  an A-graph with P = 0.

2) Suppose G(V,E) = ( (c_j, . . .  ,C^), P) is  an A-graph. Let xme E 

fo r which PU  [x j does not contain a cycle. Let G; be a new 

graph in which a cycle (riot a loop) is  added to G, having

only the edge x  ̂ and its  endpoints in common with G. Then G/ is 

an A-graph with defining pair ( (C^, .. ., ^), PU  [ x^j ) .

( 3.9) Example s

1) The graph of figure 1 is  an A-graph. There are several ways

we can define the fundamental cycles recursively as in ( 3*8) ,

one such way is  G^ i 1,2,3( > C2~ i 3,4,5»6] , [1, 7,8,9,10j ,

C = f 9 , 1 1 , 1 2 , 13J , C ={ 9 , 1 6 , 1 7 , 1 8 }  , C = { 1 1 , 1 4 , 1 5 !  .  In t h i s  
4 P 0

case x^= 3, xp= 1, 9, x^~ 9, 11,

and hence P = i 3,1,9,11 i

2) A-graphs are series para lle l networks.

3) A-graphs arc planar, 2-connected graphs.
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4) The complete bipartite graph K„ , is  not an A-graph since 

i t  consists of just three cycles, any two of which intersect 

in two edges (so that (3*7.2) can never be sa tis fied ). Moreover 

no graph which contains a subgraph homeomorphic to K9 , is  an 

A-graph.
2 , 3

5) For sim ilar reasons no graph which contains a subgraph
2

homeomorphic to or (k>2) can be an A-graph.

(3.10) De fin ition  A generalised A-graph is  a graph whose

( g r a p h i c a l l y  c o n n e c t e d )  c o m p o n e n t s  a r e  A - g r a p h s ,  l o o p s  o r  t r e e s .

(3.11) R e m a r k  A s  f o r  g r a p h s  i n  g e n e r a l  i t  i s  q u i t e  p o s s i b l e  t h a t  

f o r  t w o  n o n - i s o m o r p h i c  ( g e n e r a l i s e d )  A - g r a p h s  G j G ^ ,  t h e  m a t r o i d s  

M( G . j ) ,  M(Gj,) a r e  i s o m o r p h i c .  S i n c e  we a r e  p r i m a r i l y  i n t e r e s t e d

i n  t h e  c y c l e  m a t r o i d  s t r u c t u r e s  we s h a l l  n o t  d i s t i n g u i s h  b e t w e e n  

G. j , G^ i n  t h i s  c a s e .  W i t h  t h i s  c o n v e n t i o n ,  i t  f o l l o w s  f r o m  ( 1 . 2 7 ) 

t h a t  g r a p h s  w h o s e  2 - c o n n e c t e d  c o m p o n e n t s  a r e  A - g r a p h s  a n d  c o l o o p s  

a r e  a l s o  t o  b e  c o n s i d e r e d  g e n e r a l i s e d  A - g r a p h s ,  a n d  l o o p s  c a n  b e  

a d d e d  a n y w h e r e  w i t h  t h e  g r a p h  r e m a i n i n g  a  g e n e r a l i s e d  A - g r a p h .

( 3 . 1 2 )  T h e o r e m  A m a t r o i d  i s  a t o m i c . i f  a n d  o n l y  i f  i t  i s  t h e  

c y c l e  m a t r o i d  o f  a  g e n e r a l i s e d  A - g r a p h .

P r o o f  S i n c e  l o o p s  a n d  c o l o o p s  a r e  t r i v i a l l y  a t o m i c  m a t r o i d s  

( a n d  o f  c o u r s e  g e n e r a l i s e d  A - g r a p h s )  i t  s u f f i c e s  b y  ( 3 . 4 . 1 )  t o  

p r o v e  t h a t

a  c o n n e c t e d  r a a t r o i d  M i s  a t o m i c  i f  a n d  

o n l y  i f  M=M(G) f o r  some A - g r a p h  G .

F i r s t  s u p p o s e  G ( V , E )  i s  a n  A - g r a p h  on t h e  p a i r  ( (C. J, . . .  , C  ) ,  P ) . 

B y  ( 3 . 9 . 3 )  a n d  ( 1 . 2 7 ) ,  M(G) i s  c e r t a i n l y  c o n n e c t e d .  Y.'e h a v e  t o  

f i n d  a  b a s i s  B o f  M.(G) f o r  w h i c h  A i s  a n  a t o m i c  m a t r i x .  Now 

s i n c e  P  c o n t a i n s  n o  C3' d e  o f  G w e may c h o o s e  a  y r e  C \ p
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( f o r  each i= 1 ,...,m ). Write B = E\[y1, . . .  ,y } . Using (3.8) 

i t  follows easily by induction on ra that

V E t .  -  2m + 2 1=1 l w h e r e  t^ =  |G | ( i = 1 , . . . , m )

and sim ilarly that

B = .2 t -  2m + 1
i  = 1 1

Thus, since B is  clearly a spanning subgraph fo r the connected 

graph G and |b | = |v| - 1, i t  follows from (1.16) that B is  a 

spanning tree, that is , a basis fo r  m(g) . ',Ve now show that 

is  an atomic matrix.

By construction Ch= C(B,y^) ( i=1, . . . ,m) .  Vi'rite

D_̂  = p and B̂  = C/\( PU  {y.J ) (which may be empty).

Then i f  p , . . . , p  are the d istinct elements of P there is  a 

suitable ordering of B fo r  which A has the form

y 1

y2

i 1

a '

1 1 ... 1

C l e a r l y  t h e  a t o m i c i t y  o f  A w i l l  f o i l e r , v  i f  we c a n  s h o w  A/ 

i s  a t o n i c .  C e r t a i n l y  A1 i s  b l o c k  i r r e d u c i b l e  ( s i n c e  b y  ( 1 . 4 5 . 3 )  

A g  i s  b l o c k  i r r e d u c i b l e ) ,  t h u s  b y  ( 2 . 2 1 ) i t  s u f f i c e s  t o  s h o w  

t h a t  A  h a s  e x a c t l y  (m + k  -  1 )  n o n - z e r o  e n t r i e s .  F o r  i = 1 , . . . , m  

t h e  i i h  r o w  o f  A1 h a s  |d J  n o n - z e r o  e n t r i e s ,  s o  i t  s u f f i c e s  t o  

p r o v e  t h a t

i?-} I D± I = ,m + p ~ 1 (3 .1 2 .1 )

V/e u s e  i n d u c t i o n  o n  m. I f  m=1, P -  i> - ard both sides of ( 3.12.1)
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are zero. So assume m > 1. Consider the A-graph

G/= Ĉ U . . .  U Ĉ  ^• This graph has pivot set

P/ = j e ; e e C .  HC,  fo r some 1 < i  f  i < m-1 |1 J 0
Writing = Ĉ  O P/, i t  follows by the inductive hypothesis that

m-1 .
.E. K  | = » + I ? '  | -  2 (3 -1 2 .2 )

Without loss of generality assume that p is  the (m-1) pivot 

o f G. We distinguish two cases

case (a ) p,_ e P/ . In this case P/ = P, and so d( = D. fo rK X X

and D = Sp. }. Thus 7 m k

£  Id. I = |d' | + 1 = m + |p/ | -  1 — m + |P! — 1
i=1 1 i=1

case (b) p, 'p '  . By construction p. (= x , )  e C and --------— k » Jc m-1 m

D = ip !, so in this case there is  exactly one C. ( l « i<m-l )  
m k i

fo r which p e C. . Then p e D , and since P7= P\{p \k x k x k

we must have d( = B.\fp.i  and D7. - D. fo r  each 1 1 K J O

j=1, . . . , i-1 , i+1, . . . ,m-1. Thus (3.12.1) follows from (3.12.2). 

This proves sufficiency.

Conversely, suppose that M is  a connected atomic matroid

on the set E. Assume that B = ie e j is  a basis o f Mi r

fo r  which A  ̂ is  atomic. Write Ê B =[ f^ *•* . * f |fl i (so the rows

of A ^  are indexed by f  ̂ , . . . ,  f^ ) and le t  C =̂ C(B,f^) for

i=1 ,...,m . Since (the b ipartite graph associated with

A ) is  a tree, we can certainly reorder the C. 's so that 
B 1

c, ,n .u, c. i  4t+1 i--i 1 fo r  t=1, . . . ,n-1

M o r e o v e r ,  s i n c e  c o n t a i n s  n o  c y c l e  i t  f o l l o w s  t h a t

I Cx , n  .U. C-. ! = 11 t+1 i=1 1 1

( fo r  t=1, . . . ,m-1)

(3.12.3)
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Let £ x ĵ = H Ci  (fo r  t=1, . . .  ,ra-1),  and write

p . . . . ,p, fo r the distinct elements in i x , . . . ,x I .1 k  1 m-1

We may now construct an A-graph G by identifying the edges

with the elements of K and by taking C , . . . ,C  as the
1 m

fundamental cycles; by (3.12.3) each C . ( t=1, . . . ,m-1) has

exactly one 'edge' x̂ _ in common with AĴ  so v.'e can also

ensure that in the construction the endpoints of x̂ _ are the
t

.U,x=1 i

clearly  the pivot set and does not contain a cycle since

only vertices in common with CL . The set P = is

P C B. As in the above proof o f sufficiency, B is  a basis 

(spanning forest) fo r  B.(g) ,  and by construction the B-basic c . i .  

matrix of M(G) is  precisely Ag. Now M(G) is  certain ly binary 

(graphic matroids are in fact regular), and by ( 3 .6) ,  M is  

binary. Thus by ( 3.3*0 both matroids have the same representation 

matrix [i^JAg] over GP(2) from which i t  follows that 

M = M(G) as required.

Theorem (3*12) appears to be the f i r s t  characterization of 

binary FT matroids. I t  has been proved in f 16] that binary 

transversal matroids are graphic, and th is result has since been 

subsumed by Theorem 14.4.1 of [37] identifying the larger class' 

of binary gammgids with the cycle matroids of series para lle l 

networks. Also in [5 ] graphical transversal matroids are char­

acterized as those graphs which contain no subgraph homeomorphic

to K. or C, (k>2) ; o f course A-graphs are more res tr ic tive  
4- *

since K0 , is  not an A-graph (so that ;.i(K ) provides an example

of a transversal matroid which is  not an FT matroid). I t  seems 

reasonable to conjecture that K„ 7 is  the only extra ' obstruction'

fo r  A-graphs .
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§ 4 PROJECTIVE SPACES AND THEIR MATROID REPRESENTATIONS

In this chapter we are primarily concerned with the 

representations o f those matroids (o f example (1.20.2)) arising 

from a collection  of points in the projective space PG(r,P)

(where P is  a f ie ld  and r>3) • Suppose that M is  such a ir.atroid 

defined on the points P^, . . . ,P^ . Then the (nxr) matrix A over 

F, whose i t-1 row ( for  i -1 , . . . ,n )  is  the natural coordinate vector

of P , is  t r iv ia l ly  a representation of M (since M is  isomorphic
i

to the matroid induced by lineal' dependence over F of the rows 

o f A). We shall ca ll A the natural representation of M (over F ) .

Providing there is  no possib ility  of ambiguity, we shall 

iden tify  each point in PG(r,F) with i t s  natural coordinate vector 

in  Fr . I f  M contains the r+1 points ( 1 , 0 , . . . , 0 ) , ( 0 ,1 , . . . , 0 ) ,

. . . , ( 0 , .  .. ,0,1) , (1,1, .  •.,1) v/e shall always assume that in the 

matrix A these correspond to the f i r s t  r+1 rows, in which case, 

by (2.10) and (2 .12.4 ), the natuial representation matrix of M 

is  already in projective canonical form.

The natural representation is  certainly not (even up to 

projective equivalence) the only representation o f M in general. 

However i f  F is  a fin ite  prime f ie ld  and M the collection  of a ll  

the points of PG(r,F) then i t  is  shown in [ 12 ] that M is  unique­

ly  F-representable, so that every representation is  projectively 

equivalent to the natural representation. V/e generalise this 

result to a l l  fie ld s  and this requires our extending the notion 

o f projective equivalence in a way which we w ill show is  

naturally ju s tified .

F irst we describe a procedure fo r constructing matroids whose 

representations are easily c lassified , with interesting character- 

i s t i c  sets, This procedure w ill also be used to prove the result

mentioned above.
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Geometric addition and multiplication

Most classical proofs of the Coordinatization theorem (1.10) 

involve the concept of geometric 'addition' and 'm ultiplication' 

o f points on a line as originated in.the famous 'Von Staudt 

Calculus'. The idea behind the proofs is  to show that with 

respect to these operations, the collection  of points on a line 

form a division ring which is  a f ie ld  i f  and only i f  the project­

ive space is  Pappian. The reader is  referred to [24,25,27] fo r  

a fu ll account of this process. I f  we now 'turn the tables' and 

actually start with a collection  of points in PG(r,P) we may 

mimick the type of constructions fo r  addition and multiplication 

defined fo r an arbitrary projective space and derive some very 

useful consequences fo r our study of matroid representations.

Let us label once and for a l l  certain points of the project­

ive plane FG(3,P) J-

For each x e F, write P =■ ( l , 0 ,x ) .  In particular

p0= ( 1 ,0,0) ,  p 1= (1,0,1)

Let I = (0,0,1),  Qq= (0 ,1 ,0 ), Q1= (0,1,1) ,  J = (1 ,-1 ,0 ) .

The points Qq, I ,P 1,Q1 w ill  be 'ca lled  the five .basic points. 

For any two distinct lines the unique point of in tersect­

ion o f l 1 and t  g w ill be denoted by A l .

Let y5 denote the collection  of points { P^; x e  P,}, so that 

consists of precisely the set of points on P P with the 

exception of I  . iVe now define the geometrical addition and 

multiplication of any two points in 5  ̂ .

(L.1) Addition in 5^ (see f i g .  (4 .1 .0 ) .

Let P , P / be any two points in S2" •
X X.

Let A = (PX(?1) A ( p0Q0) » B = Â I) A ( px/QQ)
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Now define the point P + P / to be the point (P P  ) a (BQ )x x  O i l

A simple argument on determinants shows that A = ( l , - x ,0 ) ,

since P0,Oq,A, collinear implies A must be of the form

( 1 , z,0) fo r  seme z e P and now P^,0 ,̂A collinear implies

0 1 1

1 z 0

1 0 X

= 0

whence z = -x . By similar arguments i t  follows that 

B = ( l , - x , x /) and hence also,that

Px + Px7 = ( I.OiX+x') = Py+x/ (4.4.2)

Thus 'addition' is  a commutative,binary operation on ^  > 

with unique identity P , and each point P has unique inverse P .
U X - Y

( 4 .2) Multiplication in ( f i g .  (4 .2 .1 ))
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For any two points P , P / in

Let C = (PxJ) a ( Q ^ )  , D = (P^Q.,) a  (PqQ0)

Now define P^'P / to be the point (PqPj ) a (DC)

Again by an argument on determinants i t  follows that 

i C = (0 ,1 ,x ), D = ( i j-x ^ O ) and hence that

P -P / = (1 ,0,xx/) = P , (4 .2 .2 ) '

Thus 'multiplication* is  a commutative, binary operation 

on ‘¿ft with unique identity , and each point P^ (x  ̂ 0) has 

unique inverse P

(4.3) Corollary The set f t  together with 'addition* and 

'multiplication* defined in (4 * 0 , (4 *2) respectively, is  a 

f ie ld  and the mapping x —»P  i s an isomorphiem of F onto f t  •

Proof Immediate from (4*1.2) and (4.2.2)

Although the existence o f an additive and multiplicative 

inverse for each P in f t  (x f  0) is  already ensured, we next 

exhibit geometrical constructions of -P and (p ) from the
X X

f iv e  basic points together with P  ̂ :-

(4 .4 ) Construction of -P ( f i g  (4.4.0)

FIGURE (4.4.1)
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L e t  A 1 =  ( P q Oq )  a  ( P ^ ) ,  B 1 =  ( P q Q 1 )  a  ( A ^ )

Now define -P^ = (l^O^) a (PqP.,)

I t  follows that A^= ( l , - x ,0 ) ,  B^= ( l , - x , - x )  and hence that

■ -P = (1,0,-x) = P
a A

U . 5 ) C o n s t r u c t i o n  o f ( x  ^ 0 )

Let C1= (JPx) a (OgQ^, D1= ( C ^ )  a (P0Qq)

Now define (P^) 1 = (D^Q^ a (PqP.|)

I t  follov/s that Ĉ = (0 ,1 ,x ), D̂ = (1 ,-x  \ o ) and hence that

(P ) ' 1 - (1 ,0 ,x "1) = P -i
A A

(4 .6 ) Def initio'n Let z, x , j , . . . ,x  e P. Then z is  constructible

from x ..••• «x  i f  the point P may be constructed by some fin ite  ------ : 1 ------ n z
sequence of the four operations (given above) starting v/ith the

points P , . . . , P  and the five  basic points.X. X1 n

For example, i f  x-j>x2 ( - 0) e F. then the element 
—  1 2

z  = (x.+ x0)x. - X .  x„ i s  constructible from x „,x0. The1 2  1 1 2  1 2

construction may be .achieved in several waysj one way would be 

to f i r s t  construct x̂  + x? (by (4 .1 )),  X? (by (4 .2) ) ,  and 

x~ (by (A .5 )).  Next construct x *x (by (4.2.)) ahd hence
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2
then -(x^- 

(by (4 .2 )) 

ion (4.1 ) ,

Xg) (by (4 -4 )). Next construct (x^+ x^) • x̂  ^

and fin a lly  we get P the result of the construct-z
P/ \ _•) + P 2 •

(x^ + X?J' X1 _X1X2

Given just the basic fiv e  we can s t i l l  construct new points 

since P.j+ P.j = . Any point which is  constructible from the

basic fiv e  points alone w ill simply be called constructible.

(4.7) Proposition For z e F , z is  constructible i f  and only 

i f  z e_(the prime subfield of F ).

Proof For each positive integer m we can construct (inductively)

P = P . + P. • Using (4*4) and (4 »5) we can thus deal with m m-1 1
either of the cases -&=GF(p) or k -  Q>

( 4 .8) Corollary For z , x ,j,...x  e F, z is  constructible 

from x1, x^ i f  and only i f  z e k (x ^ x^ ) .

Suppose then that z e ^(x^, . . . ,x ) .  For a particular

construction o f P from x . , . . . , x  the matroid induced (in  the

sense of (1.20.2)) by precisely the set o f points occuring in

the construction (including the basic f iv e ) w il l  be denoted by

M (For an arbitrary point P, not necessarily on P^P , i f  P

is  constructible from a given set of points then we can also

define M in the same way). Before examining the representability

o f M we note that there is  another very closely related matroid 
z

induced by the construction of P J le t  C be the planar con— 

figuration consisting only o f those points ar.d those lines 

actually drawn in the construction o f (with the exception 

that we always assume C> 'contains' the basic configuration below)/j

P,

*QC
•1

Q.
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Since a ll  the 'points' and 'lin es ' o f were derived from a

projective plane we know that each pair of lines of meets in

at most one point of . Hence i t  follows by a well known

result (see ,e .g . T37] P-3'1) that induces a unique simple matroid

vJ whose bases are those 3~sets o f points which are not collinear 
z

in C . Of course contains the same set of 'points' as M z z z
and any 3 collinear point in must be collinear in M . In

Z 2

general however the converse is  not true; consider fo r  example 

the construction of the point P = (1 ,—1, 1) (in  an arbitrary 

f ie ld ) shown in Figure (4 .8 .1 ). Tf char F e 2 then the points

FIGURE (4.8.1)

P,P(.) ,Q1 are necessarily collinear in PG(3,F) since

1 0 0
0 1 1
1 -1  1

= 2

Consequently the matroid Mp (shown in f i g . (4 .8 .2 )) d iffe rs  from 

Up since the extra line joining P>Pq>Q1 has had to be added. 

(The discerning reader w ill  notice that in this particular case 

M is  precisely the Fano matroid and the non-Fano matroid - 

we shall have more to say about this example in (4 . 14. 1 ) ) .

In general then the best we can say is  that is  always a
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' weak map image' o f M/. In the cases when M = W the matroidz z z

M w ill assume added significance, 
z

Suppose now that the matrix A is  the natural representation

of the matroid M . Vi'e shall always assume the points of M are z z

lis ted  in order of their construction and that the f i r s t  five  

are the basic, five  in the order P ,Q , I ,P  ,Q (th is  ensures A
U U 1 I Z

is  already in p .c . f . )  followed by P . Suppose forX . x1 n

example that z = x̂  + x  ̂ is  constructed from x^x^ (^•'0 *

1 0 0 1 0 1 1 1 1 ■ 1
Then at = 0 1 0 0 1 0

X2 o1

1
X 

X 
m

 -*
• 0Z 0 0 1 1 1 xi z

( 4 .9) Convention Let f  = f (X ^ ,... ,X  ) be a rational function 

over Z [X^, . . .  ,X^] (that is , f  is  a quotient of polynomials in

7. [x^, . . .  jX^] ) .  I f  F is  any fie ld  and x ^ ,. . . ,x n any elements 

in F, then the expression r(x .j, . . . ,  x^) w ill denote the natural 

evaluation of f  at x ^ . . . ^  in F (providing that the denomin­

ator is  non-zero in this evaluation).

Suppose that M is  the matroid induced by the construction z

o f z from x . , . . . , x  with natural matrix representation Ai n  z

Because o f the values o f the points A,B,C,D,A1,B1 ,0 ,̂1)  ̂ deter­

mined in ( 4 . 1 ), (4 .2 ), U -4), (4.5) i t  follows that fo r  each 

entry ( i . j )  o f A there is  a rational function f . . (X  X )

fo r which the ( i , j )  entry is  f.̂  (x^ > * * • >xn) ( in the sense of 

(4..9 )). In fact each entry o f A is  uniquely determined in this 

way by some previous rows. With this terminology we have

(4,10) Proposition Suppose that the matrix A is  a representation 

of M̂  in p .c . f .  over some fie ld  K. Then there ex ist elements

v , . . . , y  of K such that the ( i , j )  entry o f A is  f .  . ( y . , . . . , y  ) .  J 1 - n_______ _____________ __ ________________________ 1,1 1______ n_
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Proof Since A is  a representation o f M in p .c .f.  i t  ------  z

follows from (1.42) that i t s  f i r s t  5 rows are precisely

1 0 0
0 1 0
0 0 1
1 0 1
0 1 1

(noting that the last entry in the 5 ^ row is  atomic hence equal

to 1). Also, the f i r s t  non-zero entry in each subsequent row is

equal to 1, so a ll the rows of A axe natural coordinate vectors

of points in PG(3,K) - and we shall iden tify  them as such. The

next n rows of A (corresponding to the p ’ s) have the form

(1 >0,y,j)> •••»( 1 jOjy^) fo r elements y^>«»*»y^ of K. V<e show

that these are the required elements. Suppose the i ^  row of

A is  the point R. (o f PG-(3,P)) and the i th row o f A is  the point z i  x

r( (o f FG(3,K)). For each i«n+5 the rows R^,R^ correspond in

’ the ascribed way. By induction assume s>n+5 and that the result

holds for a l l  rows R. with i<s. By construction R is  the uniquel  s

point of intersection of two lines in FG(3,F) of the form R.R 
1 i  J
where 1<i,j<s. So suppose R = R. R. a R, r . where '■ •

s X1 x2 a3 \
1 « i1, i 2,i^ ,i^<s • v/e may assume that Rg= (l ,a ,b ) say, (the

proof is even easier i f  the f ir s t  coordinate is  zero) where

a = f(x .,, . .  .,xn) , b = g ix ^ .- .jX ^ ) fo r some rational functions

)> >•••>%■ ) • Suppose R = ( l j ajP) fo r c K.1 n i n a
Vie have to show that a= f i y . j , . . . ^ )  , P = g (y1, . .  • ,y ).

Since R. ,R. ,R. are collinear and R. ,R ,R are 
X1 X2 X3 X4 3 

collinear, v/e have the equations

det R, R; R = 0
X1 12 3 

det R. R. R = 0
X3 \  8

( 4 . 1 0 . 1 )

which are two simultaneous equations in a,b whose coeffic ien t:

are the entries o f R. ,R. ,R. ,R.1 '  ~\ * i 9 1
1 -2 3 4

and whose unique solution
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is  precisely a,b (th is is  her a- R was constructed). But sinces
A is  a representation of , we also have

det R( r( R; = 0 
X2 5

det R( R( R' = 0  
\  3

which are two simultaneous equations in a, p . By the inductive

hypothesis, these equations are the same as (4.10.1) except that

every occurence o f a coeffic ien t say h(x,j, . . .  ,x^) of one of

the R. 's  is  replaced by h(y , . . . , y  ) and every occurence of 
J

a,b is  replaced by a ,(3 respectively. I t  now follows that
- * /

a,P are o f the ascribed form.

(4.11) Corollary For any z e ic the matroid !!__ induced by the
~  . i ■ - —------- -------------------—--------—-----------------------

consti-uction of z ( re c a lling (4 .7 )) is  uniquely K-representable 

fo r any f ie ld  K over which M is  representable.

Proof In this case the 'rational functions' which determine the 

entries o f A a l l  l i e  in Q ,so by (4.10) the p .c . f .  o f any 

representation is  uniquely determined.

(4.12) Corollary Let f ( x) be an i r r educible polynomial in zTx]. 

Then we can construct a matroid M (o f rank 3) with the property 

that U is  only K-representable for f ie lds K7in which there is  a

p c R7 fo r which f (p ) - 0.

Proof The ideal ( f ( x ) )  of ZfX] is  prime. Consequently 2 [X l/ (f(x )) 

is  an integral domain with quotient f ie ld  K say. I f  % is  the 

natural homomorphism from 2 [X] into K, then clearly "  is  the 

identity on 2, and i f  n ix) = x then f (x )  = 0  in K. Suppose 

that f (x )  = a + a^X + . . .  + a^X ; certain ly f (x )  is  construct- 

ib le  from x in PG(3jK) . F irst we construct a from x andO

then aQ+ + . . .  4 a ^ x  (= g (x ) > say) . Now since
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f (x )  = g (x ) + a^x^ we now construct f (x )  by the addition

( 1,0 ,g (x ) ) + ( l ,0 ,a  x'*') described in (4.1) . This part of the

construction yields the new points A = ( l , - g (x ) ,0 )  and

B = (1>“ g (x)>a-x^) • The fact that f (x )  = 0 is  now indicated

by the dotted line in f ig (4 .1 2 .l) ,  since must be the point

o f intersection of BQ. and P P .
1 0 1

Now le t  M be the matroid induced by this construction,

and le t  A be the natural representation matrix of i,l. Suppose 

that M is  -representable, and le t  A/ be a K/-representation 

in p .c . f .  By (4.10) there is  a p e s u c h  that the rows of A; 

corresponding to (1 ,0 ,0 ), (0 ,1 ,1 ), (1 ,- g (x ) , a x^) are resp­

ective ly  (1 ,0 ,0 ), (0 ,1 ,1 ), ( l , - g (P ) ,  â B ) . But these three 

points are dependent since P ,A,B are collinear in FG(3,K) and A/ 

is  a representation of M. Thus in K/

that is , f  ( 3) =

1 0 0

0 1 1 = 0

1 -g( p) at pt

ft = 0 as claimed.

A straightforward generalisation of the above proof y ie ld s :-



(4.13) Corollary Let i ( X , X  ) , • •. (X_,, • • • ,X ) be:— ------  i i  n a 1 n ----
polynomials in X,j, . . .  jX^] which generate an ideal whose

radical is  prime. Then there is  a raatroid M with the property 

that fo r any f ie ld  K/, M is  K/-representable only i f  there are 

(31, • >Pn e K/ such that f  ±(P 1, . . .  ,3n) =_0 fo r i= 1 , . . . , t .

(4.14) Examples

1) In the case o f (4 .12) when f (x )  = p (p a  positive prime), the 

construction is  none other than the construction o f p = 0 in 

GP(p). Provided that we now construct each n (2«n<p) induct­

iv e ly  by (1,0,1) + (1 ,0 ,n -l), the resulting matroid M has 

natural representation matrix A where

1 0 0 1 0 1 1 1 1 1 1 1 1 . . .  1 1
0 1 0 0 1 -1 -1 0 -1 0 -1 0 -1 . . .  0 -1
p 0 1 1 1 0 1 2 2 3 3 4 h . . .  p -1 p -1

The last line in this construction joins (1 ,0 ,0 ),(0,1 ,1 ), (1 ,-1,p-1

and the corresponding determinant is  equal to p. I t  follows

that c(M ) = ip| since by (4.11) any K-representation of M in 
P P

p .c .f .  is  equal to A. We also note that i f  the last line is  

omitted the resulting matroid has characteristic set equal to 

p\jp/ prime, p| • In the case when p=2 these constructions 

j'ie ld  respectively the Fano and non-Fano matroids of f i g s . (4 .8.2) 

and (4 .8 .1 ).

2) The preceding example suggests a very naive procedure fo r 

constructing matroids with two-prime characteristic set jp^p^j 

say. The idea would be to construct the number n=p^p^ over 

either GF(p^) or GF(p^). By (4*12) the resulting matroid is  only 

representable over fie ld s  o f characteristic p̂  or p  ̂ , but we 

encounter the problem that the representation matrix may have 

determinants (other than the one corresponding to the 'la s t l in e ')  

d iv is ib le  by p or p  ̂ . Not surprisingly then the whole problem 

of finding f in ite  (non-singleton) characteristic sets is  an
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extremely d iff ic u lt  one. Until very recently the only known 

example was that of Reid who exhibited a matroid with character­

is t ic  set |1103, 2809] . More recently Ingleton,[21] has 

exhibited a matroid with characteristic set [ 13, 19 ] .  Neither 

o f these examples have been published and (to  the best of my 

knowledge) only the matrices which induce the matroids have been 

exhibited in private communications. We now provide a geometric­

a l motivation fo r both these examples; what is  remarkable is  that 

they can be constructed by only a s ligh tly  more subtle approach 

than that suggested above:-

The Mersenne non-prime 229 ;~.-1 has the prime factorisation

22̂  - 1 = 233.1103*2809. Consequently 2^  = 1 over each of 

the fie ld s  GF(p), p = 233, 1103, 2809- V.;e now construct 22  ̂

(over any of these fie ld s ) in the following manner:- f ir s t  

construct P̂  + = P  ̂ (= (1 »0 ,2 )) which involves the new points

(1 ,-1 ,0 ),(1 ,-1 ,1 ) and P2 . Next construct = P  ̂ (= (1 ,0 ,4 ))

which involves the new points (0 ,1 ,2 ),(1 ,-2 ,0 ) and (1,0,2 j . Nov/ 

inductively fo r each 2<n<28 construct Ppn -l*P2 = p2n * At
Y1— A

each of these stages the only new points occuring are (0,1,2 )

and (l ,0 ,2 n) . The last part o f the construction is
OQ

Pq2 8 = ( 1 ,0,2 ' )  = (1,0,1) which w ill mean that the points 

28,
( l , - 2 , 0 ) ,  ( 0 ,1 ,2  ), (1 ,0 ,1 )  are co llinear. By (4 .11) the 

resulting matroid M is  uniquely representable by i t s  natural 

representation matrix A where

1 0 0 1 0 1 1 1 1 0 1 0 1 0  1 . . . 0 1 0

__ 0 1 0 0 1 - 1  - - 0 - 2 1 0 1 0 1 0  . . . 1 0 1

0 0 1 1 1 0 2 0 2 2 2 2 2

C\] 2  3  2 4
2 2 7 2 2 8 2 2 8

Since
1 0  1

1 - 2  0 

0 1 ,28
= 1 - 2 29
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i t  follows that £233) '1103, 2809}^ c( m) .  I t  is  not d if f ic u lt  

to check that no other subdterir.inants of A are d iv is ib le  by 

1103 or 2809 and so ll103, 2809]C c( m) .  Y/e note that 

233 I c(M) since

1 -1 1

1 0 2«
0 1 216

1

which is  d iv is ib le  by 233, and so c( m) = £ 1103, 28091 • The

matrix A was precisely that which was presented by 'Reid .

29We note that 2 -1 is  the smallest Marsenne non-prime fo r

which the above construction yie lds a two-prime characteristic

11set. For example the construction of 2 - 1 = 23.89 yields

the subdeterminant

= 2°- 22+ 1 = 253

1 -1 1

1
2

0 2
8

0 1 2

which is  d iv is ib le  by 23» so again we can only obtain a 

singleton characteristic set.

3) (ingleton 's matroid)

We notice that 13• 'l9 = 8.32 - 9 and so 8.32 = 9 in 

GF(13) or GF(l9). F irst then we construct 8.32 :- 

P.J+ P1 = P2 which yields new points ( 1 ,-1 ,0 ), ( 1 ,-1 ,1 ) and P2 

Next P_.P0 = P. which yields points (0 ,1 ,2 ), ( l , -2 ,0 ) and P,c. c. H Zf

Next ?2• P̂  = Py •• •• " ( 1 >-4,0) and Pg

Next P8.P, = P 2 ......................  (0 ,1 ,8) and P

Now the construction o f P^.P^ yie lds new point (l,-3 2 ,0 ).

I f  w'e construct P  ̂ then the fact that 8.32 = 9 w ill  be

indicated by the co llin ea r ity of the points (1 ,~32 ,0 )(o ,1,8) ,P .
9

But the points (1 ,-1 ,1 ) , (0 ,1,8), (1 ,-3 2 ,O) already constructed 

are collinear over GF(13) and GF(19) since
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1 -1 1

0 1 8

1 -32 0
= 8.32 - 8 -  1 = 13.19

Consequently the matroid M constructed up to the point (l,-3 2 ,0 ) 

is  by (4.11) uniquely representable by it s  natural representation 

matrix A, where

at =
1 0 0 1 0 1 1 1 0 1 1 1 1 0 1 1  
0 1 0 0  1 -1 -1  0 1 - 2 0 - 4 0  1 0 -32 
0 0 1  1 1 0 1 2 2 0 4 0 8 8  32 0

I t  is  easily checked that no other subdeterminants o f A are div­

is ib le  by 13 or 19 and consequently c( m) = [ 13, 19 j.

TThe matrix A ,v/ith the f ir s t  column deleted, is  precisely 

the matrix which was presented by Ingleton.

Remark In a ll the above work we have restricted ourselves to 

the plane and rank 3 matroids. However i t  follows from the work 

in f 23] that i f  for any r>3, M is  a matroid of rank r  and 

characteristic set C , then there is  a matroid of rank 3 and 

characteristic set C (M̂  is  formed by the *Dilworth truncation '). 

Since we have been primarily interested in the characteristic 

set problem we are thus ju stified  in concentrating our attentions 

on planar configurations.

Generalised Projective Equivalence

Suppose that the (n*r) matrix A= [a _ ]  is  a natural 

representation matrix (in  p .c .f )  for a co llection  of points of 

PG(r,F). 14 o' is  an automorphism of P i t  is  clear that the 

matrix A'-fo^a. . ) ]  is  again a representation ( i n p .c . f . ) .  

Unless cr is  the identity mapping the matrices A,A/ w ill not be 

p ro jective ly  equivalent (by (2 .11 )). Indeed (by (1 .2 )) this is
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precisely why Brylawski and Lucas' result about unique repres- 

en tab ility  of fu ll  projective geometries (in  [ 12] ) only holds 

fo r ( f in ite )  prime fie ld s . However, what is  unmistakable is  that 

the automorphism induces (by ( 1 . 12) )  an auto-projectivity of 

PG-(r, P) in which the i  row of A is  mapped onto the i  row of 

A/ (identifying points of PG(r,P) with their natural coordinate 

vectors as usual ) for i= 1 ,... ,n . Tims the geometrical view­

point suggests that we extend our defin ition  of projective 

equivalence to include this case since in the sense of ( 1 .9) 

the matrices k ,k ' are 'p ro jective ly ' equivalent. From an 

algebraic viewpoint there are- also grounds, fo r suggesting that 

we extend the defin ition  of projective equivalence to include 

this case, since (fo r  reasons on which v.e shall elucidate la ter) 

we can always find a division ring D containing F and an element 

x e D fo r  which xa = cr(a)x fo r each a e F; consequently the 

matrices A,A/ are projectively equivalent over I), since

( x l n) A ( x " 1I r ) = [xa .^ x-1 ] = [ o - U ^ )  j = k '

Inspired by these examples we make the follow ing defin ition

O4. I 5) D e fin it ion Let A= [a _ ]  , ] be (sxt) block

irreducible matrices over fie ld s  , F  ̂ respectively (see (4 . 16) 

below) v;hich are in p .c .f.  The matrices are generally

projective ly  equivalent ( g .p .e . ) i f  there is  an isomorphism

cr:Fr-*F_ in which cr(a. .) = b. . fo r each entry a. . of A.1 2  uj ij

Two arbitrary block irreducible matrices are generally project­

iv e ly  equivalent i f  their associated p .c . f . 's  are g.p .e. Two 

arbitrary matrices are g.p .e. i f  their blocks are g.p .e.

(A .16) Note When we say that A is a matrix over a f ie ld  F we 

shall always assume that the smallest subfield of F generated 

by the entries of F is  F i t s e l f .
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nhen i 1 ̂  and o— id.  ̂ »defin ition (4 . 15 ) reduces to 

projective equivalence. Vie w ill eventually show that there are 

both natural algebraic and geometrical characterizations of 

'generalised projective equivalence exactly along the lines 

suggested above, and the work in §5 w ill y ie ld  another sur­

prising characterization. F irst however we present the promised 

generalisation of the result of Brylawski and Lucas.

(4.17) Theorem For any fin ite  f ie ld  F and integer r>}, any 

two representations of Pd(r, F) (viewed as a inatroid) are g.p .e.

I  present two proofs of this result ; the f i r s t  (short) 

proof re lies  on two classical results of projective geometry 

already mentioned in $1, while the second is  an elementary and 

in tu itive proof using only the constructions of (4 . 1 ) and ( 4 . 2) .

F irst Proof I t  suffices to show that any representation of PG-(r,F) 

is  g.p.e. to the natural representation,(which we have already 

noted is  in p .c . f . ) .  Let A = [a ..] be the natural representation 

and le t  /\/-[b. .] be another representation in p .c .f .  over some 

f ie ld  F; say. Since // is  in p .c .f.  i t  follows (by ( 1 .42) )  that 

the f i r s t  r+1 rows of 1-J are precisely

I____ r _
1 1...1

and the leading entry in each row is  equal to 1. For each row i

o f j\, jJ : respectively le t  P^,Q^ denote the corresponding points

of PG-(r,F) ,PG(r,F/ ).  Then since fiJ is  a matroid representation

of PG-(r,F) - a Desarguesian projective space -  i t  follows that

the 0 ' s themselves form a Desarguesian projective subspace of 
i

PG(r»T'/) of rank r. By ( 1.10) this subspace must be of the form 

PG( r , )  fo r some subfield F1' of f ( which by (4 . 16) must be 

equal to F/. Thus the mapping r. : FG(r,F)—>FG(r,F/) defined
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by 7t(P^) - for each i  , is clearly a p ro jec tiv ity  of

PG(r,F) onto PGCtjF7) . By (l.1 3 ), ft is  induced by a semi- 

linear transformation (o7 ,cr ) F̂ —>F/1 defined as in (1.11).

This means that for each v c Fr , r.(Fv) = F/(cr/( v ) ) #

In particular, fo r i= 1 , . . . , r

P7 (0, -,0) = * ( f (o, . . . , 1 , . . . ,0 ) = F̂  (a7 (0 , . . . , 1 , . . . , 0 ) )
T

i th place

Thus o7 (0 , . . . ,1 ,  • •.,0 ) = ( 0 , . . . ,X^,. . . ,0 )  fo r some 0 f  X. f  . 

Also, F '(1 ,1 , . . . ,1 )  = * (F (1 ,1 , . . . ,1 ) )  = F7(o ^ (1 ,1 ,. . . ,1 ))

so that ^ (1 ,1 , = X (1 ,1 ,...,1 ) fo r some 0 e p.

But then ^ O > 0 ,...,0 ) + •«• + 0^(0, . . . ,0 ,1 )

= > •••> r̂ )

Thus X = X - X = . . .  = X 1 k r

Consequently, for each (c , . . . , c  ) e Fr , we have

o7 (c 1, . . . ,Cr ) = o7 (c 1,0 , . . . ,0 )  + . . .  + o7 ( 0, . . . ,0,c^)

= a7 (1 ,0 ,. . .  ,0) + . . .  + cr"( c ) cr7 ( 0, . . . ,

— O ( o  ^ )  ( x ,  0 ,  . . .  , 0 )  H- . . .  + o  ( c ^ ) ( 0 , . . . , 0 , X )

= ' X (cr"(c1) , . . . , o-"(cr ) )

In particular, i f  we consider the i th row of A we get

If/ ( b ^ , . . . , ^ )  = T'Xi ( a i 1 , * * * , a i r - )  )  ~ *  ̂a i 1 ’  ’  * ’  ’  a -i t>) )i r i1 lr i1 xr

= P'(X (cr"(a i1) , . . . ,a - " (a i r ) )

= F/(a-/'(a i1 ), . . . ,c r " (a . ) )  (4

Now (a^1, . . .  ,a ) , (^i-|»* * * *^ir ) both have their leading entry

equal to 1, appearing in the same corresponding position. Since

a" (1) = 1, the same is true of (or (a ^  ) , . . .  ,cr" (a ) ) and

fb , . . . ,b . ) . Consequently by (4.17.1) we deduce that 
i1 ’ l r

(cr” (a^1) , . •. ,cr ( a ^ ) )  " ( ^ 1 , . . . . ^ ^ )  , and since this is  tiaxe
//

fo r  each row of A, i t  follows that o' is  the required isomor­

phism o f F onto F7 which makes A,A7 g.p .e.

.17.1)
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Second proof We proceed by induction on r, the most 

important step being the f ir s t ,  r  = 3* Let A= [a ..] be the 

natural representation of PG(3,F) and le t  A^ fb . .] be another 

representation (in  p .c . f . )  over some fie ld  F/. As usual we 

iden tify  points of PG(3>F) (and PG(3,F/) )  with their natural 

coordinate vectors and the points I,Qq,Q^,J and (fo r  each 

x e F) are defined as before.

Let y Le the mapping o f FG(3,F) into PG(3,F/') which takes 

rows of A onto the corresponding rows of A; . Then fo r any three 

points P,Q,R of PG(3,F), the fact that A/ is  a representation 

of PG(3,F) (viewed as a matroid) means that

P,Q,R are collinear i f  and only i f  y( p ) , t (Q) , y( R), 

are collinear and this happens precisely when the 

corresponding subdeterminants of A,A/ are zero.

The above fact, w ill be assumed henceforth without further comment. 

Now a ll the points of PG(3,P) (that is,rows of A) have the form:-

( i )  ( l ,0 ,x ) (=P^) fo r  some x e p

( i i )  (1 , x,0) fo r some x e p
r . . .  \ / v (4.17.2)
( i l l )  (0 ,1 ,x)  fo r some x ep

( iv )  ( l , * . , * ! )  fo r some x ,x ' e p

The f ir s t  four rows of A are P0,Q0,I ,J / respectively, 

where j ' -  (1 ,1 ,1 ). Since A' is  in p .c . f .  i t  follows immediately 

that

Y(P0M 1 ,0 ,0 ), y (Q0) = (0>1,0), y ( i ) = (o,1,0)

and y (j /^=(1>1>1) (^.17.3)

By (1.42), y ( p-J = (1>0/0 fo r some a e . But J.P ,Q arei ’ 1 ’ 0

collinear, so by (4.17*3) we have

0
1 1 1
1 0 a 
0 1 0

1 a
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So in fact we have

Yte,) = (1,0,1) and y ^ )  = (0,1,1) ( 4 -17-4-)

(the la tte r  foilowing by a similar argument).

Let us now define a mapping cr : F—>F' by cr(x) = y , 

where y is  the (uniquely defined) element of F/ fo r which 

Y(PX) = ( 1,0 ,y ). The mapping cr must be in jective for other­

wise we would have P^,P^/, coll inear fo r  some x I  x/ which 

is  absurd. Also by (4-17-3) and (4.17.4) we have cr(o) = 0 

and cr(l) = 1 , so i f  we can show that cr is  additive and 

multiplicative i t  w ill fo llow  that cr(p) is  a subfield of P; 

isomorphic (under cr) to P

cr add itive: Let x,x/e F. V/e may assume neither are zero.

Suppose that y(Px )= (l ,0,y) and y(P^/) = ( 1,0 ,y/) . V.'e have to

show that y (P  / ) = 0  ,0>y+y/) and fo r th is we re fer back to

f i g . (4 .1 .1 ); we have established (4.1.2) that P + P / = P , .x x x+x

Now y(Q1) ,Y (py) » r ( A  ̂ collinear implies that y (A )=(1,- y ,0 ) .

Next, y ( a) , y (b) , y ( 1) collinear and y (Q g ),y (p) , y (px/) collinear 

together imply that y( B) = ( 1 , ) .  Finally y (u ),Y(Q1) ,y (p +P> , ) 

collinear implies that y (Px+x/) = y ( px+ px/) = f (1,0,y+y/)•

cr mult ip l ic a t iv e : This time we assume x,x7 are as above but that 

neither are equal to 0 or 1. We re fer back to f i g . (4 .2 . l ) .  'We 

have established (4*2.2) that P .P / = P / and we have to
X X  X • X

show that y (P  /)= (l,0 ,y yO * The co llin earity  of y ( j ) , y (p  ) ,y (c )

implies that y(C ) = (0 ,1 ,y ), and the co llin earity  o f y ( d) , y (p  / ),y ( q )

implies that y (D )= (l,-y /,0 ). Finally the co llin earity  of

Y (D ),Y (C ),Y (P  .P , )  implies that 
x x

Y(P j )  -  Y(p -P / ) ^(liOjyy7) as required.

In order to prove the theorem (fo r  r=3) v/e now have to

show (by (4 .17.2)) that
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( i ) (1 ,0 ,x) = ( 1,0/r (x ) ) fo r each x e F

( i i ) (1 ,x,0 ) = (1 ,o-(x),0 ) fo r each . x e F

( i i i ) (0 ,1 ,x) = (0,1,cr(x ) ) fo r  each x e F

( iv ) ( 1 , x , x ; )  = (l,cr(x),cr(x/) )  fo r each x ,x/(

since in that case <r(p) = P; and cr is the required isomorph­

ism. Certainly ( i )  holds since this is  how cr was defined.

For ( i i )  le t  0 = (l,x ,0 ). Then Q,P ,Q collinear forces 

y ( q) = (l,cr (x ),0 ) , since Y(p_x) = (l»0 ,o< -x )) = (1 ,0,-cr(x)) .

For ( i i i )  le t  Q/= (0 ,1 ,x ). Then J,P ,</ collinear forces

y(Q7) = (0 ,1 ,cr(x)).

For ( iv )  le t  Q"= ( i jX jx ' ) .  I f  A = ( l , - x ,0 ) ,  then by ( i i )  we 

have y(-A) = ( "l > —er(xr),0 ). But then Q", 0^,P̂ / collinear and

Q",A,I col linear together imply that y(Q") = (1 ,<x(x) ,o '(x )).

This proves the theorem for r=3«

Next, assume r>4 and that the result holds fo r  fu l l  pro­

jec tive  spaces o f rank < r-1. Let A=[a. .] be the natural 

representation of PG(r,F) and A'=[b. .] another representation 

(in  p .c . f . )  over some fie ld  F . V/ithout loss o f generality, wc 

may assume that the f i r s t  (2r + 1) rows of A are

1 1 . . .  1 1
1 1 ... 1 0
1 1 . . .  0 1
• •
» •

_0 1 . . .  1 i

For each i= 1 , . . . , r  consider the set o f points o f PG(r,F) 

having zero entry in the i  ‘ entry. This co llection  o f points

is  a rank (r-1 ) subspace (hyperplane) o f PG(r,F), isomorphic 

to PG(r-1,F) • Moreover, i f  A. is  the subraatrix o f A obtained 

by deleting a l l  those rows with non-zero entry in the i  ‘ pos-

( 4 . 1 7 . 5 )
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it io n  and deleting the i  column, then because o f (4 .17.5), 

i t  is  easily seen that Â  is  the natural representation of 

PG(r-1,P) ■with f i r s t  r  rows equal to

I
_________ r _  

_1 1 . . .  1_

and is  thus in p .c .f.  I t  is  also easily seen that the correspond­

ing submatrix o f A/ is  a representation (in  p .c . f . )  of 

PG(r-1,F) over some subfield F(, of F/ (which we w ill  deduce are 

a l l  equal to presently).

For each i= 1 , . . . , r  -we can thus deduce by the inductive

hypothesis that there is  an isomorphism <4: F-*f ' in which

cr(a )= b fo r each entry aj e A., b c pj. . v ts ts ts 1 ts 1
Yie show that cr. =cr. for each 1 < i,jir  . Let a. e F, then 

 ̂ «3
since r>4 there must be a row of A in which there are zeros in

1 * t
the 1 and j  positions and a appears as the second non­

zero entry (the f i r s t  is  always equal t o , l ) .  Suppose the 

corresponding entry (to  this a ) in A/ is  PcF/. By choice, the

selected row o f A appears in li (with the i  ^ entry deleted)

thand in A (with the j  entry deleted). Thus cr.(a) = p = cr (a ),
J 1 j

and so cr. -  cr.= cr say, and F'= F; = f" ,say for a ll 1<iKi i r .  
a J -*■ J

Thus we have an isomorphism cr from F onto a subfield F" o f

F in which cr(ax ) = b, provided that row t contains at least ts ts

one zero entry. So fin a lly  we need only consider those rows of 

A which have only non-zero entries. Let ( 1 • • • >ar ) be such 

a row and le t  (1 ,p2>. . . ,Pr ) be the corresponding row o f k! . 

Suppose that p( fo r i= 2 , . . . , r  (p(, e F/ ) .  Y!e must show

that p(. = Pi  fo r each i= 2 , . . . , r

Write Q.= (1 ,0 , . . . ,a ., .• • ,0 ) and L = (0 , . . . , 1 , . . . , 0 )

i th place i th place

for each i= 2 , . . . , r  and le t  II be the hyperplane generated
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by the (r-1 ) independent points * ' * ’ ^i-1 ,Ei+1 ’ * ' * *^r *

The point P=(1, « 2, . . . ,<x̂ ) is  the unique point of intersection 

r
i Q2 1L . In particular, fo r  each i= 2 , . . . , r ,  the co llection  of

r points .* * ,Ei - 1,Ei+1’ * * *,Er ,P is  dePendent in  B l(r ,P ).

Consequently, the corresponding r rows o f A/ have zero determ­

inant. But the row corresponding to must be ( 1 ,0 ,... , f b , . . .  ,0) 

Thus,

0

1 0 ... 0 . ... 0l
0 1 . . .  o . . .  0

0

0

1 0 

0 1

/ // / and so 3.= 3. as claimed fo r each x = 2 ,.. . ,r  . Thus F = F' 
x x

and cr : F—>-F/ is  the required isomorphism.

(4.18) Corollary (Brylawski and Lucas, [12]) For F - CP(p), where 

p is  prime, the projective space PG(r,P) is  uniquely P-represent­

able, that is  , any two F-representations of  Pp (r,F) are 

protective ly equivalent.

Proof By (1.2) there are no (non-identity) automorphisms of P, 

so the result is  immediate from (4.17).

(4-. 1 9 )  R e p r e s e n t a t i o n s  o f  P G ( r , F )  w h e r e  P  i s  i n f i n i t e

Although projective equivalence is  not defined fo r  in fin ite  

matrices, there is  a natural analogue fo r the p .c . f .  fo r  a rep­

resentation o f PC(r,p) when P is  in fin ite ; again we may iden tify  

PG(r,P) with its  natural representation and say that a K-repres­

entation of PG(r,F) is  in 'p . c . f . 1 i f  the simplex 

is  mapped onto the natural simplex of PG(r,K) and each point is

Tmapped onto a vector xn K whose f i r s t  non-zero entry i3 equal
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to 1. The only occasion in the proof of (4.17) where the 

fin iteness of F was used was in deducing that the homomorphism 

cr was surjective. In the ligh t o f this we deduce the following 

result (where A , d e n o t e  in fin ite  sets of r-tuples)

I f  A is  the natural representation of PG(r,F), and iJ is  

another representation over some f ie ld  K (in  'p . c . f . 1 defined 

above), then there is  an in jective homomorphism cr : F —*K 

mapping the entries o f A onto the corresponding entries of A/.

This result shows the close connection between coordinatiz- 

ing (arb itrary) projective spaces and representing them when 

viewed as matroids.

Geometrica l  .and algebraic characterizations of projective

equivalence

(4.20) Lemma Suppose A is  an (sx t) block irreducible matrix,

and_B an arbitra ry  (pxt) matrix without zero rows. Then the

atomic entries  of the matrix C =
A
B are precisely the atomic

ent r i es of  A together with the leading entries of each row of B.

Proof I t  is  clear that G is  block irreducible and hence by (2.21) 

has (s+p+t-1) atomic entries. By (2.7 .3) the atomic entries of 

the f i r s t  s rows of C are precisely the atomic entries o f A, 

so there are (s+t-1) atomic entries in these rows. But by (2.7.1) 

the leading entry in each o f the p rows of B is  atomic in C, 

so the result now follows.

Suppose now that A,B are block irreducible (s *r ) matrices 

o f rank r over f ie ld s  F^F^, respectively, in p .c .f .  Then the
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i th row of A (fo r  i= 1 , . . . ,s )  is  a natural coordinate vector o f 

the point P_̂  say in PG-(r,F.] ) and sim ilarly the i^ 1 row o f B 

corresponds to the point 0  ̂ say o f FG(r,F2) .  Vr'ith these assumpt­

ions we now present the promised geometrical characterization 

of generalised projective equivalence.

(A*21) Theorem T.F.A.E.

( i )  The matrices A,B are g.p .e. * (ii)

( i i ) There is  a p ro jec tiv ity  TI PG(r,F )— »P&(r,F2)__in which

y(p. ) = fo r i=1, . . .  ,s.

Proof ( i )  implies ( i i )  Let cr : F —> F  ̂ Be the isomorphism

mapping entries of A onto the corresponding entries of B. The 

mapping a7 : F^—>F  ̂ defined by

> • • • >ar ) = a-) ) > * • • »cKar ) )

c learly  makes the pair (cr7 ,cr ) a semi-linear transformation from 

F_| into F̂  which by (1.12) induces the required p ro jec tiv ity .

( i i )  implies ( i )  Y.'e may view A as "the f i r s t  s rows o f the nat­

ural representation matrix A/ of PG(r,F^) where the remaining 

rows are the natural coordinate vectors o f the remaining points 

o f R lir jF ^ ). Since A is  block irreducible and in p .c . f .  i t  

follows from (A.20) that A7 is  in p .c . f .  (th is  had to be ve r ified  

since in this case we may not assume that the f i r s t  r+1 rows

)• Now le t  B7 be the matrix over F  ̂ whose 

rows are the image under Y of the corresponding rows of A7.

Since y (P. ) = Q.̂  fo r  i= 1 , . . . ,s  the f i r s t  s rows of B7 is  the 

matrix E. As fo r A7, the matrix B7 is  in p .c . f .  Since Y is  a 

p ro jec tiv ity , i t  follows that B7 is  a representation of PG(r,F ) 

(as w ell as PG(r,F2) viewed as a matroid). By (A. 17) we deduce 

that A7,B7 are g .p .e ., and since both these matrices are already 

in  p .c . f .  i t  follows from d e fin it ion ,(A .15) that A,B are g.p .e.

of A are 11
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(4.22) Note The hypothesis of theorem (4«21) is  in no v/ay 

res tr ic tive  fo r  our purposes, since v,re shall usually be con­

sidering matrix representations (in  p .c . f . )  of a connected, 

rank r raatroid M. I f  A,B are two such representations then (4*21) 

(which, by (1.45) is  certain ly applicable) is  of great s ign if­

icance, particu larly when both representations are over the same 

f ie ld  P ; fo r  then, via the matrices A,B respectively , M 

generates two subgeometries M , Mg say, of PG(r,F) which by 

(4.16) and (1.10) are the fu l l  space in each case. I f  A,B are 

not g .p .e . then (4.21 ) implies that there is  no auto-project- 

iv i t y  of PG(r,P) in which the ’ points' o f A are mapped onto the 

'po in ts ’ of B. This means in particular that there w ill be three 

points (lin es ) of which are co llinear (concurrent) in M but 

not collinear (concurrent) in

Example Let M be the rank 3 matroid on E =[ a ,b ,c ,d ,e ,f j 

in  which’vail 3-sets except Ja,b,e] and [c ,d ,f j  are dependent 

(that is, f.! is  the planar configuration o f two d is jo in t lines o f 

3 points). Let P = GP(4) = jO, 1, e , w h e r e  e is  a 

prim itive cube root of unity. I t  is  eas ily  seen that the matrices

~1 0 0 “ . 1 0 0
0 1 0 0 1 0
0 0 1 A 0 0 1
1 1 1 A2 I T T -
1 E 0 1 e 0
1 1 e „ „ 2_1 1 e

are both representations (in  p .c . f . )  o f M over P with respect 

to the ordering a ,b ,c ,d ,e ,f. These matrices are clearly not 

g .p .e . For i=1,2, le t  y be the mapping from E into PG(3,4) 

taking points of E onto the corresponding rows of A. . The three 

lin es y1 (a ) y. ( c ) , y ^ b jy ^ d ) and y ^ e ^ ^ f )  are concurrent 

in  PG(3,4) at the point (1 ,0 ,1 ). However the 'same' three lines 

Yp(a) Y'j(°) > Y^(b)Y^(ct) and Y ^ eW ^  f ) fire not concurrent in

PG(3>4) since (1,0,1) is  not on the lin e  Ŷ  ( c ) Ŷ  ( f  ) •
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The promised algebraic characterization of generalised 

projective equivalence is  stated in the fo llow ing theorem

(4.23) Theorem Let A,B be block irreducible matrices (in  p . c . f .) 

over fie ld s  F^,F respectively. T.F .A.E.

( i )  A,B are g.p .e.

( i i )  There is  a division ring D containing both F̂  and F̂  such 

that A,B are protectively equivalent over D.

Before proving this theorem we need two lemmas

(A .24) Lemma Let A,B be (s * t) block irreducible matrices over 

f ie ld s  F^,F^ respectively, in which each atomic entry is  equal 

to 1 (so A,B are in s . c . f . ) .  Suppose that I) is  a division ring 

containing F^,F2 and that A,B are s-pro jective ly  equivalent
_  -j

over D . Then-there is  an x e D such that (x l^ ) A (x I  ) = B * So

Proof Let A=[a. .] B=[b. .] . There are non-zero elements
------  10 i j
x1, . . . , x £, y 1, . . . , y t in D for which

diag(x1, . . . , x s) A diag(y1, . . . , y t ) = B

that is , x.a. .y. = b. . fo r each i , j .
1 aj 0 10

Since every atomic entry of A,B equals 1 (and of course they

appear in the same corresponding positions) i t  follows that 
-1

y ■ = x whenever ( i , j )  is  atomic. Thus i f  we can show that 

x^= . . .  = x = x, say , i t  w il l  fo llow  that y^= . . .  = y = x-1

since every column j  contains an atomic entry ( i , j )  fo r  some i .

So le t  1<i<i'<s. Yi'e w ill show x.= x./ .1 r

Certainly every row contains an atomic entry, so suppose ( i , j ) ,  

( i /, j /) are atomic entries in the i * h and i / rows respect­

iv e ly . By (2.23) there is  an atomic chain joining ( i , j )  and 

( i /» j /) »  Without loss of generality, assume that th i3 chain has
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the form

( i ,  j ) , ( i 1, j ) , ( i 1, 01),  j O i U 7, j ' )

-1 -1 -1
Then x. = y. = x. = y . = . . .  = x. = y./ = x./ 

i  J i 1 01 \  J i

(4.25) Lemma Suppose F_j ,F2 arc KUt>fields of a f ie ld  F 
( f in i t e ly  generated over their prime fie ld s ) and that

: F̂ —>F is  an isomorphism. Then there is  a f ie ld  K D F

and an automorphism of K which extends cr .

Proof Let K be the algebraic closure of F ( 1 .5) »  and fo r  i=1,2 

le t  Ê  be the subfield of K formed by adjoining to F_̂  a transc­

endence basis of K over F. . By (1.3) k/b  ̂ is  an algebraic 

extension. I f  & is  the common prime f ie ld  of F̂  ,F , then we 

have the la tt ic e  of inclusion

Since F ,F are isomorphic, we certain ly have

tr.d . F^/fc -  tr.d . F „

But also, by ( l .4 ) ,

and

tr.d . K/& = tr.d . K/F̂  + tr.d . 

tr.d . K/£ = tr.d . K/i?2 + tr.d .

Thus i t  follows that tr.d . K/F̂  = tr.d . K/F2 . But K/E is  

algebraic .(i= 1 , 2) ,  so by another application of ( 1 .4 ) ,

tr .d . E1/^1 = tr.d . K/F̂  = tr.d . K/Fp = tr.d . E2/^2 •

Consequently there is  a set I, and transcendence bases

¡ V i a "  ¡ V i  el f o r E A >  ® A 2 respectively. Now



-81-

V  F i(|X iiie i )  and V  F ^ Y . ] ^ ) ,  SO we may extend cr to 

an isomorphism cr : E—>Ê  by defining cK^h) = Ŷ  fo r  each 

i  e I ,  and cr (a ) = cr(a) fo r each a e

Now K i s  t h e  a l g e b r a i c  c l o s u r e  o f  b o t h  E ^ E ^ ,  s o  b y  ( 1 . 7 )  

t h e  i s o m o r p h i s m  cr̂  e x t e n d s  t o  a n  a u t o m o r p h i s m  o f  K .

Proof of ( 4 « 2 3 )

( i )  i m p l i e s  ( i i )  S u p p o s e  A = [ a _ ] ,  E=[b_. . ]  . L e t  F^— > F Q b e

a n  i s o m o r p h i s m  i n  w h i c h  c r ( a _ )  = ^ —  • Vi<e  c a n  c e r t a i n l y  f i n d  

a  f i e l d  c o n t a i n i n g  b o t h  F _ j,F  a n d  s o  b y  ( 4 . 1 6 )  v/e may a p p l y  

( 4 * 2 5 )  t o  d e d u c e  t h e  e x i s t e n c e  o f  a  f i e l d  K ( c o n t a i n i n g  F ^ F ^ )  

a n d  a n  a u t o m o r p h i s m  1  o f  K w h i c h  e x t e n d s  cr. A w e l l  k n o w n  

p r o c e d u r e  i n  R i n g  T h e o r y  ( d e s c r i b e d ,  f o r  e x a m p l e  i n  [ 1 4 ]  V o l  I I ,  

p . 436 ) a l l o w s  u s  t o  c o n s t r u c t  u n d e r  t h e s e  c i r c u m s t a n c e s  a  

( n o n - c o m m u t a t i v e )  r i n g  -  c a l l e d  t h e  S k e w  P o l y n o m i a l  R i n g  o f  

K ,t a n d  d e n o t e d  b y  k [ x , t ]  - w h i c h  c o n t a i n s  K a n d  a n  e l e m e n t  

x  ( 1  0 )  f o r  w h i c h  x a  = m ( a ) x  f o r  e a c h  a  e K .  T h i s  r i n g  i n  

t u r n  i s  c o n t a i n e d  i n  a  d i v i s i o n  r i n g  D ( a g a i n  s e e  [ 1 4 ]  V o l  I I ,  

p p . 4 4 8 - 4 5 0 ) .  B u t  n o w , o v e r  D w e h a v e ,

( x  I  ) A ( x  * 1 I  ) -  [ x a .  . x  1 1 = [ a ( a .  . ) ]  = [ b . ^  ] =  B s' r  1 i.i J 1 i . r J L i.i.-0 . 1 l 3

so that , A,B are protectively equivalent over D

( i i )  i m p l i e s  ( i )  L e t  A / = [ a .  . ] ,  B / = [ b .  . ] b e  t h e  n o n - i d e n t i t y  ——.— 3. J 3-0

s u b m a t r i c e s  o f  A , B  r e s p e c t i v e l y  ( d e f i n e d  i n  ( 2 . 3 ) ) .  T h e n  b y

( 2 . 3 ) ,  A / } B / a r e  s - p r o j e c t i v e l y  e q u i v a l e n t  o v e r  D .  T h u s  b y

( 4 . 24 ) t h e r e  i s  a  n o n - z e r o  e l e m e n t  x  e D s u c h  t h a t

-1
x  a .  . x  = b .  . 

i j  i j ( 4 . 2 3 . 1 )

I f  & is  the (common) prime f ie ld  of F^,F , i t  follows from

(4.16) that F = £( [  a . ! .) and F = ^ ({ b. . .) . Thus F ,F
1 i j  L J  2 ‘ i j 5 i , . i ' 1 2

are the quotient fie ld s  respectively of the rings
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The mapping O': R —>D defined by cr(r) = xrx is  clearly a

well-defined monomorphism, fo r which (by (4.23.1)) o"(a. .) = b. .

fo r each i , j .  Thus c(R^) = R̂  and o" is  thus an isomorphism 

of R_j onto R̂  . By the universal property of quotient fie ld s , 

i t  follows that o' extends in the natural way to an isomorphism 

F̂ —>F of the respective quotient fie ld s  of R^,R^.

Maximal k-arcs and representations o f uniform matroids

For any integer k>r, a k-arc in Pd (r,q ) is  a set o f k 

(d is tin c t) points such that no r l i e  in a subspace of dimension 

r-2 . An important problem in the theory o f f in ite  projective 

spaces is  to determine the maximum value o f k fo r  which there 

ex ist k-arcs in PG (r,q). /This number is  denoted by m(r,q) (cr  

m(r-1,q) by those authors who re fer to PG(r,q) as PG(r-1,q)) and 

the reader is  referred to [7,13»18,19,26,27,31,32,33] fo r  some 

o f the extensive work which has gone into determining this 

number fo r  various values of r and q ; in general only the 

values m(i,q) and m(q-i+2,q) fo r  i=2 ,3,4,5 appear to have 

been sa tis fa c to r ily  solved.

Y/e approach this problem from an en tire ly  d ifferen t view­

point. I t  is  easily  seen that uniform matroids are representable 

over any su ffic ien tly  large fie ld , so the relevant representat­

ion problem in this case is  to determine the smallest f ie ld  over

which U is  representable. V.e w il l  show that this problem r,n 1

is  essentia lly equivalent to determining the value m(r,q) (fo r  

various q-) and consequently show hoy/ considerable sim plifications 

(o f the projective geometry) can be achieved by using straight­

forward matroid arguments.

The result which links the two d ifferen t approaches is  :-
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(4.26) Proposition The matroid  ̂ is  representable over 

GF(q) i f  and only i f  n < m(r,q).

Proof For any integer k>r a set of k points in PG(r,q) form

a k-arc i f  and only i f  no r of the points l i e  in a subspace of

dimension (r -2 ), that is , i f  and only i f  any r of the points

form an independent set in  PG (r,q). But U is  representabler, k

over GF(q) i f  and only i f  there are k points in PG(r,q) fo r  .

which any subset of r  points is  independent, that is , i f  and

only i f  there is  a k-arc in PG (r,q). The result now follows

i f  we note that U is  representable over GF(q) implies U .r,n r,k

is  representable over GF(q) fo r each integer k<n.

Before examining this correspondence any further, we note

that fo r  r>2 and n>r+2 an F-representation of U in p . c . f .r,n  y

w ill  be of the form

I
r

1 1 1

1 &11 . . .
••

ai .: 1, r—1

•
i a^ a 4s, r-1

(4.26.1)

where s=n-r-1, a. . ¿0,1 fo r each i , j .  Moreover, fo r each 
* J

i = 1 , . . . , s  the elements a^^, . . . are a l l  d istinct , and

fo r  each j= 1 ,... ,r -1  the elements a , . . . , a  . are a l l  d istinct.

We also note that when r=1, n-r, or n=r+1, i t  follows from

(4.26.1) that U is  regular, so we shall ignore these t r iv ia l r,n

cases henceforth .

(4.27) Lemma I f  q < r, then m(r,q) = r+1
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Proof Since U . is  representable over every f ie ld , we have 
------  r,r+1
by (4.26) that r+1 < m(r,q). Suppose that r+2 < m(r, q ). Then

by (4.26) U „ i s  representable over GF(q). Because of r,r+2

( 4 . 26. 1 ) any representation of over GF(q) w ill  have p .c . f .

I r
1  1 ... 1

1 a . . . .  a .
L 1 r-1J

where 1,a . . . . . a  „ are d istinct non-zero elements of GP(q).
1 r-1

But then q > r+1, a contradiction, so we must have m(r,q) = r+1.

In the ligh t of the above result we shall always assume 

that q>r in PG(r,q).

(4.28) Lemma For any r>2 and q (a_prirne power),

1) m(r,q) < m(r-1,q) + 1

2) m(2,q) = q+1

3) q+1 < m(r,q) < q+r-1

Proof

1) Suppose m(r,o) > m(r-1,q) + 2. Then by (4.26), U , \
r,m(r-1,q)+2

is  representable over GF(q) . By contracting and deleting 

respectively two d istinct elements ot this matroid, we deduce 

by (1.33) that Ujs_1 ,n( r_ 1 q) + 1 is  representable over GF(q), and 

hence by (4.26) m(r-1,q) > m(r-1,q) + 1 which is  absurd.

2) (and we prove 3) at the same time)

Write GF(a) = io,a^, . . . ,a ^} . Cpnsider the q+1xr matrix

1 0 0 0

0 0 0 1
A = 1 £L . • • •1

r-2
ai

r-1
a1

• •
•
•

1 SL jq-1
r-2 a . q-1

r-1aq-11
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over GF(q). By a consideration of the well known Vandermonde 

determinant, the fact  that the a . ' s  are d istinct non-zero 

elements o f GF(q) implies that each (r * r ) subdeterminant of A 

is  non-zero. Thus A is  a representation fo r  U_̂   ̂ over GF( q ).

By (4.26) we deduce

q+1 < m(r,q) fo r each r>2 (4.28.4)

In particular i t  follows that q+1 m(2,q). Write ra = m(2,q) •

Then by (4.26) U is  representable over GF(q) in which case
y ni

(because of ( 4 *26. 1 ) )  a representation in p .c . f .  has the form

1 0 
0 1 
1 1

1

where 1 ,b . , . . . , b  7 are (m-2) d istinct non-zero elements of1 m - j

GF( q ) . Thus q > m-1, and so ni(2,q) = q+1, proving 2).

By iteration  o f 1), we get

rn(r,q) < m(2,q) + r -  2 =  q +  r - 1  

which, together with (4.28.4) proves 3 ).

Next \ie present a much shorter and elementary proof of a 

result o rig ina lly  proved in [7 ] and [26] ana which can be found 

in [18].

(4.29) Theorem For any prime power q,

i(3,q) =
q+1 ( q odd)

q+2 (q even)

Proof For q even i t  su ffices, by (4 .26) and (4.28.2) to prove

that U7 is  rer.reser.table over GF(q). With GF(q) lis ted  asj  t q+^
above, consider the (q+2)x3 matrix
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A

1 0 0
0 i o
0 0 1

a .a „ q-1 q-1

over GP(q). The .only (j5x3) subde term inants o f A which are not 

o f the Vandermonde type are those of the form

0 1 0 

1 a. a2
,  1  i1 a . a .

J J

2 2= a . -  a. 
0 i

(K i, j< q -1 )

(a . - a . ) 2 ^ 0 .
.1 i

q • 2 2Since q is  even, a. - a.
J i

representation of U^, over GP(q) as required.

For q odd i t  su ffices to prove that is  not repres

entable over GF( q ). Suppose i t  were, then by (4.26.1) there would 

be a representation o f the form

Thus A is  a

:s-

tJ =

1 0 0
0 1 o
0 0 1
1 a1 0'(a1 )

1 a _a-(a , )q-1 q-1

where o' is  a permutation of GF(q)’< (= GF(q)\[oO* An element­

ary result from group theory states that in a fin ite  abelian 

group G, i f  there is  exactly one element, say a, o f order 2 then 

the product o f a l l  the elements of G is  equal to a. Consequently 

in the multiplicative group GF(q)+, we have the relations 

(amounting to the well known 'generalised1 Wilson Theorem) :-

Ilx = -1 and ncr(x) = -1 (products over a l l  xeGF(q)+)

Consider now the function f  : GF(q) —> GF(q)+ defined by 

f ( x )  = x cr(x) . This function is  not surjective ( i . e .  a perm­

utation o f Gl\ q) +) fo r i f  i t  were we would have
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-1 = nf (x)  = rix_V ( x )  = (nx"1)(ncr(x)) = (n x )"1(ncr(x)) = 1

( a l l  products over a l l  x c GF(q) )

Phis is  a contradiction since q is  odd.

Thus for some i  4 j ,  we must have a. o"(a.) = a. cr(a.).

But then
1 0 0
1 a. ( a. ) .

1 aj (a7

= a cr(a ) - a cr(a ) 
-*• «J J d

which contradicts the fact that A/ is  a representation o f U3,q+2*

R e s u l t s  i n  [ 1 0 , 2 4 , 2 7 ]  y i e l d  t h e  i m p o r t a n t  r e s u l t s  t h a t  

f o r  a n y  p r i m e  p o w e r  q ,

m(4,q) = m(5,q) = q+1

P rom  m ( 5 , q )  = q + 1 ,  we d e d u c e  now  f r o m  ( 4 * 2 8 . 3 ) ,  t h a t  f o r  r ^ 3 ,  q > r ,

q+1 < m(r, q) « q+r-4-

At present these are the best known bounds in  general fo r m(r,q), 

since fo r 11i,q<225 i t  is  not known whether m(r,q) = q+2 or q+1. 

In 1970 Hirschfeld conjectured that m(r,q) = q+1 fo r  any odd 

prime power q and r<q. In matroid terms ( by (4.26)) this can

now be restated as

Conjecture For any integers r,n,q=pS (p prime =2), and n-2>r.

T.P.A.E. ( i )  U is  representable over GP(q)
— —-------  - r , n -------—  ------------------------------------- —

( i i )  n < q+1

Finally we turn our attention to the determining of 

ra(q-j ,q) fo r  j=0 ,1,2,3.

(4.30) Proposition I f  m( r,q) = q+1, then m(q-r+2,q) = q+1

Proof By (4.28.2) i t  suffices to prove that m(q-r+2,q) < q+1. 

Suppose not. Then m(q-r+2,q) > q+2 in which case U
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is  representable over GF(q). The dual matroid of

is  U _ , so by (1.32) this matroid is  representable over r, q+2

GF(q), whence by (4*26), m(r,q)  ̂ q+2 , a contradiction.

For q odd we have seen that m (i,q) = q+1 fo r  i=2,3,4;5 

hence by (4.30) we deduce that m (q-j,q) = q+1 fo r  j=0 ,1,2,3 

a result proved in [ 32] . Moreover, since m (i,q) = q+1 for 

i=2,4,5 and q even, we may deduce that m (q-j,q) = q+1 fo r  

j=0,2,3 and q even (a result which does not appear in [ 32] ) .

Thas does prove however in [29] that with q even, m(q-1,q) = q+2, 

thus completing this 'dual' set of resu lts. Again th is result 

can be proved easily  by dual matroids

(4.31) Proposition For q even, m(q-1,q) = q+2

Proof By (4»29), m(3,q) = 1+2 fo r  q even and so UT _ 0 is
Jy 9+*-

representable over GF(q). As above this implies U . is
q-1,q+2

representable over GP(q), and so m(q-1,q) > q+2.

I f  m(q-1,q) > q+3 then we must have U . .. representableq-1,q+3

over GP(q). Again taking duals this-means that U is
4, q+3

representable over GP(q) and so m(4,q) > q+3, contradicting the 

fact that m(4,q) = q+1 fo r  any q. The result now follows.
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§5 VAMOS RINGS

Tiie algebra in th is chapter w ill  be o f a s ligh tly  more 

specialised nature than any previously used and, although 

adequately covered in [2 ], we shall begin by lis t in g  some 

defin itions and results fo r purposes of reference.

For any ideal b o f a ring A, the radical of b, denoted \/b 

is  defined by

V̂ b = [ a e A ; â 'e b fo r  some positive integer m|

The n ilrad ica l o f A, denoted N(a ) is  the ideal Vo, that is , 

the co llection  of a l l  nilpotent elements o f A, or equivalently, 

the intersection o f a l l  prime ideals of A. The ring A is  

reduced i f  N(a )=0. In particular, fo r  each ideal b of A, the 

ring A /\/b is  reduced. The Jacobson radical o f A, denoted 

J'(a ) is  the intersection o f a l l  the maximal ideals of A. The 

ring A is  called a Jacobson (or H ilbert) ring i f  every prime 

ideal of A is  the intersection o f a family of maximal ideals. 

Clearly N(a ) = j (A ) i f  A is  a Jacobson ring.

(5»1) Theorem Suppose A is  f in ite ly  generated (as a 2-algebra) 

Then

1) A is  a Jacobson ring, and

2) For  each p e Spec A, p is  maximal i f  and only i f  A/p 

is  f in ite

Proof See [6 ] pp.352-35A

For each m u ltip licatively closed subset (m .c.s.) S of A, 

the ring of quotients o f A with respect to S (see [2] pp,36-40) 

is  denoted by Ag or S A. This ring is  zero i f  and only i f
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0 e s. For any m.c.s. S, the mapping * : A—>A defined by 

$(a) = a/1 fo r  each a e A, is  called the natural homomorphism, 

and we have the following well known 'universal property of A f

(5»2) Proposition Suppose that A—>Â  is  the natural

homomorphism, and that f :  A—>Â  is  a ring homomorphism satisfying

1) f ( s )  is  a unit in A/ fo r  each s e S

Then there is  a unique homomorphism : A^-A f making the

diagram I  commute

Moreover, i f  in addition, f  satis fie s

2) Whenever f(a )=0 , then sa = 0 fo r some s e S, and

3) Every element in A' may be written in the form f ( a ) ( f ( s ) )  

fo r  some a e A, s e S

Then ijr is  an isomorphism.

(5.3 ) I f  A is  Noetherian, then A [X ^,...,X  ] is  Noetherian 

and Ac is  Noetherian fo r  any m.c.s. S.
■ — P ) -------------------------------— '

(5 .4 ) I f  S is  a m.c.s. and b is  an ideal of A for which

b H S = 0 then there is  a prime ideal p ) b  fo r  which p D S ^

As a fin a l preliminary wre no^e that fo r  a 

c nx £ A, the set S 4  x' ; m an integer > 0 } is  

fo r  which the ring A w ill  usually be denoted

non-nilpotent 

a m.c.s. of A

by Aw

For the remainder of this chapter, unless otherwise stated,

M w ill  denote a matroid of rank r on the set E = 5e , . . . , e  ?
. ‘ 1 ’ n*

where the ordering is  fixed .
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Let X be the generic (n*r) matrix o f indeterminants 

[X . .] whose rows are indexed by the elements of E, and le t
*̂lJ

T = 2[JX. .] , the polynomial ring over 2 in the nr indet-
1J J

erminates fX. . . . For each r-set U C E, U is  either a basis
1 i j ’ b J

(independent) or a non-basis (dependent) in M, and det X(u) 
is  a well-defined element of the ring T.

Let a = FI[det X(u) ; U basis of M j

and le t  b be the ideal of T generated by the set of elements 

[det X(U) ; U non-basis o f M}

With these defin itions Vamos has proved the following remarkable 

characterization of representability which inspired this study:-

(5 .5 ) Theorem (Vamos, [35] ) The matroid M is  representable 

i f  and only i f  a { v'b .

Proof Suppose f ir s t  that M is  representable over some f ie ld  F 

by the (n*r) matrix N = [a. .] . Let yJ T—>F be the ring 

homomorphism induced by y(X. .) = a. . fo r  each 1<i<n, 1<j<;r.
 ̂c) t̂)

For each r-set U C E, U is  a non-basis i f  and only i f  det N(u) = 0. 

But det N(U) - y(det X(u)), so i f  U is  a non-basis then 

y(det X.(u)) = 0 . Consequently b C Ker y, and since Ker y is  

a prime ideal with F a domain, i t  follows that \/b C Ker y.

Now y (a ) = y( n det X(u)) = Hy(det X(u)) = Ildet N(u)
(where the products are over a ll the bases U of M )

Hence y (a )  ̂ 0 since det N(u) A 0 fo r  each basis U . Thus 

a I Ker y and so a A v'b since Vb C Ker y.

Conversely suppose a I v'b. Then the set C - 

S = [a^ ; t integer > o|
is  a m.c.s. of T d is jo in t from b . By (5*4) there is  a prime -■ 

ideal p X) b with p r\ S = <p. Let K be the quotient f ie ld  of
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T/p , and let k be the composition map T ■ m >̂ t/p K .

Let N be the (nxr) matrix N = [x(x. . ) ]  over K.
*̂t)

Then N is  a K-representation o f M. For suppose U is  an 

r-subset of E. I f  U is  dependent then det x(u) e b C p so 

that 0 = 7i(det x (ll)) = det N(u). I f  U is independent then 

det X(U) divides a. Consequently det X(u) { p fo r  otherwise 

a e p which contradicts the choice o f p . But then 

det N(U) = 7i(det X(u)) | 0 .

Suppose now that T-—>T/(/jb denotes the canonical

homomorphism . Then the set S  = { a™ ; mS'Oj is  a m.c.s. o f T/vb

(5*6) De f in ition The Vamos ring of the -matroid M is  the ring

am -  <= >

Although A has been defined with respect to a fixed  order- 
M

ing o f E, i t  is  clear that i f  cr is  any permutation of [1 , . . . ,n ] 

then the Vamos ring hi, defined with respect to the ordering

ecr( 1) ’ * * • > eo-(n) ^sornorP^^c ¡̂i ( i f  ] is  the gen­

eric matrix of indeterminates used to define Â  then the mappingM

Y.— >X . , . s . 
i j  ° u ) j

induces an isomorphism between and A^),

(5*7) Proposition

1) A = (o) i f  and only i f  M is  representable.

2) A,, is  a Noetherian ring.— M-------------------------------

Proof 1) The ring A  ̂ = (o) i f  and only i f  Ô f S, that is , 

. . rni f  and only i f  a e b fo r  some positive integer m. This is  

true i f  and only i f  aevb, so the result follows from (5 .5 ).

2) Follows from the results in (5.3) since 2 is  Noetherian.
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Let 6: T—>Â  denote the composition map T— >T/\/b-

where $ is  the natural homomorphism defined previously.

Write ©(X. .) = x. . and le t  X  denote the fnxr) matrix 
10 i j

over A^. Also, i f  N = [a^4] is an F-representation o f M,

N N Nwrite g fo r  the homomorphism g : T—>F induced by g
10

(5«8) Proposition Y.'ith the above defin itions, the ring A^, 

together with the matrix X  sa tis fies  :-

1) A., is a reduced ring.

2) Every (r * r )  subdeterminant o f X  is  either zero or a unit

in Aj, and Â , is  f in ite ly  generated as a g-algebra by the x *s 

together with the inverses of these subdeterminants.

3) For any f ie ld  F and (n*r) matrix N = [«._.] which is  an 
‘ ■ 10

F-representation of M, there is  a unique homomorphism

making the diagram below commute.

4) For any homomorphism f :  Â j—>F (F a f ie ld ) , there is  a ' 

unique F-representation N which makes the above diagram commute.

Proof

1) We have already noted that T//b is  reduced, and any ring 

o f quotients of a reduced ring is  again reduced.

2) Let U be any r-subset o f E. I f  U is  a non-basis then

dc.t. X(Uj c b , whence ©(det Xil)^) = 0  in A . I f  U is  a basis
M

then det X(u) divides a whence ©(det X(u)) divides ©(a) ; 

now by defin ition  o f Af), ©(a) is  a unit in A , hence ©(det X(u)) 
is  ¿i unit in • The i ii>\st statement now follows since every



( r * r )  subde term inant of X  has the form detX (u ) = 6(det X(u)) 

fo r  some r-set U C E. The second statement follows from the fact 

that

6 (a )-1 = ’n(0(det x (u ) ) - 1 = n (d e tx (u ) ) "1 

(where products are over the set of bases U of M)

since every element in A., has the form h/6(a)m where h £ T.M

3) By (5'.2) and the defin ition  of 6 , i t  suffices to show that

*/b C Ker gN (so ’ factors ' through T/v(b) and that g^(a) is

a unit ( i . e .  is  non-zero) in F.

For any r-set U C E, g^(det X(u)) = det N(u) which is  zero

Ni f  and only i f  U is  a non-basis. So c learly  b C Ker g , and 

since the la tte r  is a prime ideal and F a domain we deduce that 

Vb C Ker gN . Also gN(a) = gN(ndet X(u)) = ndet Ii(u) , £ 0 

(products over a ll bases U), so g^(a) is  indeed a unit.

4 )  Suppose f (x .  . )  = a. . c F fo r each 1d<n, 1<j<r.

I jet N be the (nxr) matrix [a. .] over F. We have only to show

that N is  an P-representation of M. For any r-set U C E,

det N(U) = f  (det X (U )),  and by 2) det X(u) is  zero in A i f  U
M

is  a non-basis and is  a unit i f  U is  a basis. Hence 

det N(u) = f (o )  = 0  i f  U is  a non-basis and det N(u) £ 0 i f  U 

is  a basis since any ring homomorphism into a f ie ld  maps units 

onto units ( i . e .  non-zero elements of F ) .

In ( 5 . 1 5 )  we w i l l  s h o w  t h a t  t h e  f o u r  p r o p e r t i e s  l i s t e d  in 

( 5 *8 ) c h a r a c t e r i z e  t h e  r i n g  A

( 5 * 9 )  C o r o l l a r y  a n d  d e f i n i t i o n  T o  e a c h  p  e S p e c  A^ t h e r e

corresponds a representation K p= [r.(x_ )] of M over Kn the quotient
- —

f ie ld  o f A /p (where % is  the composite reap A,;— >A„/p---> K ).in — " ' * ill M — p

Conversely, to each F-representation N = [a .4] of M, there1J
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corresponds a ring homomorphism f  : A,,—>F in which

f (x .  .) = a. , and hence a corresponding prime ideal p„ of i j '  i j  ------------------------ --------------------------N —

"K = Ker f BA H ■ P m  =  K e r  f M '

The natural correspondence given above between the prime 

ideals of A., and the representations o f M is  not in general am

bisection. The most important by-product of our la ter re fine­

ment o f Ajj w ill be that this correspondence does become a bisection.

(5.10) Proposition The ring A,; is  a Jacobson ring for which 

Aj/m is  a f in ite  f ie ld  fo r  each maximal ideal ra of A^.

Proof By (5 .8 .2 ), A}, is  f in ite ly  generated as a 2-algebra, 

so the result follows from (5*1)•

(5*11) Corollary (Rado) I f  M is  representable, then i t  is  

representable over a f in ite  f ie ld . * 1 * 3

Proof By (5.7.1) A(̂ ( 0 ) . Consequently Â  possesses a maximal

ideal m, say. By (5«10), Â /m is  a fin ite  f ie ld , so by virtue

o f the canonical homomorphism Â —>.Â /ra , i t  follows from

( 5 .8.4 ) (o r (5 .9 )) that M is  representable over A /m.M

(5.12) Lemma Suppose M is  representable (so Â ( 0 ) ) ,  and fo r 

each n e Z, l e t  n denote the image of n in A under $ . Then

1) For every non-zero element xc A there i s a maximal ideal 

m o f Â  w i t h  x £ m .

w n _Z_Pl *# * -J*t _ where , • •. ,p^ are d istinct prime

numbers, then n = 0 i f  and only i f  c ( m )  C Jp„, . . . ,Pi } . Inj t --- -

particular, fo r any prime p, p = 0 i f  and only i f  c(w) = jp ] .

3) For a n y  prime p ,  p  i s  a  n o n - u n i t  i n  A){ i f  a n d  o n l y  i f  p  e c ( m )  .
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Proof

1) By (5 .8 .1 ) A is  a reduced ring so NiA^) = 0 . But is  a

Jacobson ring, whence j(A^) = N(A^) = 0. Thus x  ̂ 0 implies 

x { ; m maximal ideal of A j and the result follows.

2) F irst suppose n = 0 . Let P be any f ie ld  over which M is  rep­

resentable. Then by ( 5. 8. 3) there is  a homomorphism f :  A — >F.  

Thus,

0 = f (0 ) = f ( n) = f(n .T ) - n.1p 

so char F divides n. But then char F = p^ fo r some 1<i<t 

and hence c ((.!) C [p ^ ,... ,p ^ j.

Conversely, suppose c(f»l) C [p ^ ,. . . ,p  ) but that n 0.

By 1) there is  a maximal idea] m of Ap fo r  which n j: m .

Consider the f ie ld  F= A}j/m and the canonical homomorphism 

x: A.r->F. By (5.0.4) > M is  representable over F. But 

n. 1 = x(n) | 0 , and consequently char F 4 p^ fo r ea.ch i= 1 , . . . , t

which contradicts c( m) C [ p .j > • • • »p^j •

The s e c o n d  s t a t e m e n t  now f o l l o w s  f r o m  (5.7.2) a n d  ( 5 . 1 1 ) .

3 )  S u p p o s e  p  i s  a  n o n - u n i t  i n  A( j . T h e n  p  i s  c o n t a i n e d  i n  a  

m a x i m a l  i d e a l  m o f  A., s o  t h a t  t h e  f i e l d  A,,/m m u s t  h a v e  c h a r -  

a c t e r i s t i c  p .  B y  ( 5 * 0 . 4 ) ,  M i s  r e p r e s e n t a b l e  o v e r  A^/m , s o  p  e c( m) .  

C o n v e r s e l y  s u p p o s e  p> <- c ( m) .  T h e n  b y  ( 5 . 8 * 3 )  t h e r e  i s  a  f i e l d  F 

o f  c h a r a c t e r i s t i c  p  a n d  a  h o m o m o r p h is m  f :  Â — »-F . S i n c e

f (p )  = p.1 = 0, p cannot be a unit in A,,.r M

(5.13) Theorem (Rado and Vamos) For a matroid M, ! c(M) | = «> 

i f  and only i f  0 r c( h) .

Proof F irst suppose |c( m)| - Then since every integer m f- 0 

has a prime factor decomposition, i t  follows from (5.12.2) that
I

m 4 0 . Consequently the set W -  j'ii ; 0 r m f ?] is  a m.c.s.

° f  Aw which is  d isjo in t from the zero ideal ( 0) .  By ( 5 .4 ) there
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is  a prime ideal q o f A with q fl W = le t  K be the quotient— iVi —

f ie ld  of A^/q , so that by (5-9) M is  representable over K.

By defin ition  of q, m.1  ̂ 4 0 fo r  each 0 4 m e Z hence char K = 0 

which proves necessity.

Conversely, suppose 0 e c(lvi) . By (5» 11), M is  represent­

able over a f in ite  f ie ld  so c(M) contains at least one prime 

p 4 0. Suppose that c(M)\[0] consists only of a f in ite  number 

o f primes p , . . . ,p  and seek a contradiction. I f  we writeI 0

n =.n p. , then by (5.12.2) n  ̂ 0 , since 0 4 [p , . . . , p  } .I 1 I 0
'Vrf I

By (5.12.1), there is  a maximal), ideal ra of A with n f m . As 

in the proof of (5.12.2), M is representable over the f ie ld  

F = Ay/m which is  f in ite  (by (5 «10 )), hence having characterist­

ic  p/,say with px4 0. This means that p/= jr  fo r some 1<i<;t
»v

in which case p..1 = 0, and hence n e m , a contradiction.
1 1  F  “

(5.14) Corollary Suppose M is  representable and Aj, a domain. 

Then |  c ( M)  | = 1  or | c ( M)  J  -

I’roof By (5.7.1), |c( m)| >1. Suppose that 2 < |c ( m)|< «> and 

seek a contradiction. By (5.13) 0 j c ( m) ,  so c( m) = fp , . . . , p  }
» T»

fo r  some d istinct primes p^ ,...,p ^  . Since t>2, the second

statement of (5.12.2) implies p. 4 0 fo r  each i= 1 , . . . , t ,

whereas by the f i r s t  statement .FI p. = 0  in A , . This1-1 1 M

contradicts the fact that Aj is  a domain.

(3.15) Theorem (universal property) Let S be a ring and 

Y = Fy^J an ( nxr) matrix over 3, such that the ’p a i r ' ( s ,Y )
***«J ' ... ....... .........................——.

sa tis fy  the follow ing conditions 1 2

1) 3 is  a reduced ring

2) EVery (rx r) subdeterminant of Y is  either zero or a unit in
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S, and S is  f in ite ly  generated as a Z-algebra by the y 's  

together v/ith the inverses o f these units.

3) For any f ie ld  F and (nxr) matrix N =[ a. .] which is  an F- 

representation o f M, there is a unique homomorphism h : S—>F 

making the diagram below commute.

N
g

(where d is  induced by

d(X. .) = y. . )
i j

4) For any homomorphism hr S—>F (F a f ie ld ) ,  there is  a unique 

F-representation N of M making the above diagram commute.

Then the rings A_________________ M —

under an isomorphism

and S are isomorphic,

taking x. . to y. . . --- -— 2—  i j . ---- Y i j -

Proof We f i r s t  note that S-(o) i f  and only i f  M is  not repres­

entable ; fo r  i f  S 4- (0) then S contains a maximal ideal m , and 

because o f the canonical homomorphism S—>S/m , i t  follows from

4) that 1.1 is  representable over S/m . Conversely, i f  M is , say 

l1-representable then the existence o f a homomorphism of S into F 

(by 3) )  ensures that S 4(c) (since, by our defin ition  o f homo­

morphism, h (1) = 1v ) .  Thus by (5.7.1) we deduce that A = ( 0) 

i f  and only i f  .S = (0 ), and we may new assume that both rings 

are non-zero.

So le t  7iI S—»S/in denote the canonical homomoiqzhism where 

m is  a maximal ideal o f S. By 4 ) the matrix N=rx(v 1 is  a 

representation of K over S/4 . Let U be an r-subset of E, so 

then det N(u) = 0  i f  and only i f  U is  dependent. But '

7i(det Y(U)) = det N(u), s o  det Y(u)e m i f  and only i f  U is  

dependent. Since, by 2), det Y(u) is  either 0 or a unit (the 

la tte r  o f which is  not contained in any maximal ideal) we deduce,

det Y(U)=0 i f  and only i f  U is  dependent in M (5.15,5)
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Next we appeal to (5 .2 .1 ) to show that the homomorphism di T-vS 

indvices the required homomorphism d I A,—> S , and fo r  this we 

must show show that \/b C Ker d and d(a) is  a unit in S. Clearly 

a (det X(U)) = det Y(u) fo r  each r-set U C b, so by (5.15*5), 
b c  Ker a. By i )  S is  a reduced ring, hence we deduce \/b c  Ker a

Also, a(a) = nfdet Y(u),* U basis] , which, by (5.15*9) and 2) 

is  a product o f units in S, hence is  i t s e l f  a unit in S. Thus, 

by (5.2.1) there is  a (unique) homomorphism a 5 A^->S in 

a(x ) = y . 7,’e have only to show that a is  a b ijec tion :-
i  j  i j

a surjective :- By 2) and ( 5 . 1 5 . 5 ) ,  3  is  generated ( a s  a Z- 

algebra) by the y. ,'s  together with those elements o f the form 

(det y (u) )~ 1 where U is  a  basis of M. By (5 .8 .2 ), det CC(u) is  

a unit in A , and since a (d e tx (u )) = det Y(U) we also have
11 i
A _ . _

a (d e tX (u ) ) - (det Y(u)) , hence a is  surjective.-1

a in jective :-  V.'e need only show that d (x ) = 0 implies x = 0 

fo r  each x e A^. Suppose not, and d (x ) = 0 fo r  some x  ̂ 0 .

By (5.12.1) there is  a maximal ideal m/ of A  ̂ fo r  which x {  m; . 

Let %/ : A p->A /m/ denote the canonical homomorphism and the 

matrix K = [ t/ ( x . . ) ]  . Then by ( 5 * 8 . 3 )  and 3 )  there is  a  

(unique) homomorphism h: S-»Aj,/n/ which makes the diagram 

below commute.

But then r.' = h d . Hence k 1 {x)  = h d(x) = h(o) = 0, in which 

case x e n/ , a contradiction. The result now fo i l  o',vs.
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(5 .16) Remark In the ligh t of (5*8) and (5*15) we can view 

the ring A as any pair (S,Y) where S is  a ring and Y is  an 

( nxr) matrix over S satisfying the conditions of (5.15). In 

particular, o f course (A j,,X ) is  such a pair.

The sim plified Vamos ring

The ring A , is  based on too many indeterminates fo r  

practical use, since even for the simplest matroids M, cannot 

eas ily  be e x p lic it ly  described. When we eventually define the 

canonical Vamos ring we w ill have reduced the number of indeterm- 

inates su ffic ien tly  to be able to compute the ring easily  fo r  

many important matroids. However, since wre wish to establish 

the precise algebraic relationship between these rings i t  is  

necessary to define the intermediate ring , which we w il l  ca ll 

the sim plified Vamos ring, and w'hich is  o f genuine interest in 

i t s  own right.

Once again we shall assume the same fixed ordering of E, 

but in this case we assume in addition that the f i r s t  r  elements 

e _ j,. . . ,e  form a basis B. In §2 we noted that a representation 

matrix of M is . in  column echelon form i f  and only i f  the f i r s t  

r rows form the identity matrix 1  ̂ , and that every matrix is  

column equivalent to a matrix in column echelon form. With this 

consideration we define R̂  in an exactly analagous way to A , 

except that now the definitions of T, b, a are made with respect 

to the matrix

r I
X = where X/=

X . . . . .  X „*r+1,1 r+1 ,r

n, 1
. . .  Xn,r

instead of the previous matrix o f nr indeterminates. To empha­
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size the analagy we are using the same labels JX, T, b, a ,as

before, but now T = Zf[X. ,|r+1<i<n] , b is  the ideal in T
±J U j t r

generated by the elements |det X (u ); U non-basis] , 

a = njdet X(lJ); U basis] , and Rj, = ( T/v(b)^-s .

Unlike A i t  is  by no means obvious that the ring R is  
M h

independent of the ordering of E (in  the sense that i f  we define 

the ring with respect to some other ordering the resulting ring 

is  isomorphic to R^). There is  no problem i f  we merely permute 

the elements of B among themselves or the elements of E\B among 

themselves since these operations correspond (respective ly ) to 

permutations of the columns and rows o f X/ and the resulting 

ring is  then isomorphic to R{, under the mapping induced by the 

corresponding permutation of the X . , 's .  However things are much 

more d if f ic u lt  in the case o f an arbitrary permutation o f E since 

this may result in defining the ring with respect to a basis 

d ifferen t to B. We defer the proof o f the isomorphism in ithis 

case until we have established the basic properties o f R̂ ,.

As before le t  0: T-»I^ denote the natural mapping. Write

G(X. .) ~ x. . and the matrices X 7 = f x. ."Ir+1<i<n and 
i j  i j  i j  , .1<j<r

i T
X -  [ I  |X 7] •• One elementary but useful property which now is

possessed by (R , X )  is  :-

(5.17) Proposition For each r+1<i<n, 1<j<r,

1) x. is  (up to sign) an (rx r) subdeterminant of X .1 J • — ■

2) x _ -  0 in Rf|, i f  and only i f  e G(B,e_. ) and is  a unit

otherwise. Thus the matrix X 7 over R,, has it s  zero entries

in the jsame corresponding positions to the matrix X, .

Proof 1) Write U,.= b\ ! c .) U le .i . Then det (u ) = + x .
1 1 i j  -  i j
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2)With U. . as above, det X(U. .) = + X. . . Thus X. . £ b i f  and
' 11 i.r n  i.i ~

only i f  U. . is  a non-basis, and X. . divides a i f  and only i f  
J i j  ’ i j

U. . is  a basis. But then x. .= 0 in R,, i f  and only i f  U. . is  
l.i 1.1 M 11

a non-basis , and x. . is  a .unit i f  and only i f  U. . is  a basis.
i j  i j

The result now follows since U. . is  a non-basis i f  and only i f  

i t  contains a c ircu it which must be c(B,e ).

The following set of results (5 *7 )/, ( 5*8)1, ( 5*9); > ( 5» -'0 )/s

( 5. 15V fo r R,r are analagous results to those corresponding to M

A. . In each case the new proof requires such minor modificationsM

as to make their statement here unnecessary.

(5 .7 )/ 1) R = (0) i f  and only i f  M is  not representable.
— M----------------------------------------------------------------

2) Rjj is  a Noetherian ring.

(5 »8 )/ The ring R1(, together with the matrix X  sa ti3f 3.es:-

1) Rjj is  a reduced ring.

2) Every (r< r) subdeterminant o f X  is  either zero or a unit in 

R,,, and R); is  f in ite ly  generated (as a 2-algebra) by these units 

together v/i.th their inverses. 3

3) For any f ie ld  F, and (n'< r) column echelon matrix N - [ I  I iV]  ̂

which is  an F-representation of M, there is  a unique homomorph- 

ism f :  Rj—>F making the diagram below commute.

T

N
Ê

F

f

4) For any homomorphism f : R—-»F (F a f ie ld )  there is  a unique 

column echelon F-representation N which makes the above diagram

commute.

(N ote :- (5 .8 .2)' is tronger than ( 5.8. 2 ) thanks to ( 5. 1 7 . 1 ) ) .
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( 5»9)/ To each p e Spec R there corresponds a column echelon
T

representation R„ = i I  k (x .  .)] of M over K the quotient—f— ---------------- — _ p . --------r — -  i j ------------------------ p --------s---------- -

f ie ld  of R/p (where n is  the composite map R —>R /p—*K ) .---------------- f,i ----------------------------------------- ---------------- :----  M--- M - ------ p —
— r

Conversely, to each column echelon P-representation N = [ I  | N/]

(where Kr/= [a . .jh+lci^n ) of M there corresponds a homomorphism 
- _ _ _ _ _  -]< j<  r

f , T: R..—*F in which f,,(x. .) = a. . ( fo r  each i , j ) ,  and hence _ N _ m ______________ h i j  -----  ------- ----------------------- ------ -

a corresponding prime ideal p^r o f R̂  , where p -  Ker f  .

(5 .10 )7 The ring R is  a Jacobson ring fo r  which R, /m is  a

f in ite  f ie ld  fo r  each maximal ideal m of R .-------------- ------------------------------------ =------ M—

(5 .15 )/ (universal propert}') Let 3 be a ring and Y = [ I  | ]/iT
r —

an (nxr) matrix over S (where Y/-  [y^ .] r+1< i< n , say) such
U  js; r

that the pair (S,Y) sa tis fy  the conditions :-

1) S is a reduced ring.

2) Every (r * r ) subdeterminant of Y is  either zero or a unit in S 

and 3 is  f in ite ly  generated (as a 2-algebra) by these units 

together with their inverses.

3) For any f ie ld  F, and (nxr) column echelon matrix N = [ I  ¡ l/ ]1 2 3 4 

which is  an F-representation of M, there is  a unique homomorph­

ism h which makes the diagram below commute.

T---- — >S
N ,''u (where d is  induced

4) For any homomorphism hi S->F (F a f ie ld )  , there is  a 

unique column echelon F-representation of H which makes the 

above diagram commute.

Then the rings R and S are isomorphic

under an isomorphism taking x. . to v -------- -------------------------------------------
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(5.18) Theorem The ring R is  (up to isomorphism) independent 

o f the ordering of E.

l~-roof Let (R , X ) be defined as above, with respect to the

ordering e , . . . , e  where B = [ e , . . . , e j  is  a basis. Nov/I n 1 r

le t  R/ (=R/) be the simplified Vamos ring defined with respect 

to some new ordering e_^ ^ , .. . where o' is  a permutation

o f ( l , . . . , n ) .  We may assume B; = i ecr( 1 ) » *  * * »fe0-(n)l is  a basis*

By (1.22) (basis exchange) i t  suffices to prove the theorem in 

the case when B,B/ d if fe r  by only one element, so by our previous 

comments, we may assume that B/ - [ e ^ , . . . , e  | and that

R; is  defined with respect to the ordering e^,. . . ,  e ^  , e ^  ,e ,

r+2 n

Now suppose that R̂  is  defined with respect to the generic 

(column echelon) matrix o f indeterminates Yq where

e1
••
•

e Jr-1
e  ̂r+1

I
r

e Yr+1,1 . . .  Y „r r+1, r
• •
••
e . . .  Yn r.,r

Let y. . denote the natural image of Y. . in R/ and le t
i j

Y = [ I  | Y7]r where Y/ = [y. .] . Since (5 .8 )/ is  true fo r

any sim plified Vamos ring defined on a fixed  ordering, i t  is 

certain ly true fo r (R/, Y) with respect to the new ordering of E. 

Also, we note that

er+1 e C(b' ,er ) (5»18.2)

fo r otherwise C(b' , e^) c f , . . . , « r_ 1| U [e j = B, which is  

a contradiction. So by (5.17) applied to ( r ' ,Y )  i t  follows that

y r+1,r i5 a unit in R/ ' V'r ite  ( yr+1,r' = z 5 r’ay*
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IrVe now' define a new matrix Y_j over R' which is  the matrix 

resulting when we interchange the r ^  and (r + 1 )^  rows of Y and 

reduce this matrix to column echelon form. E xp lic itly * :-

Y, = P „ Y r,r+1

1 0 0 0
0
•

1 0 1

••
0 0 1 0

- h r+i , i > 2 • (yr t 1,2)a • * * - (y  . .) z u r+ 1 ,r-r z

(5

(where P . i s  the (nxn) permutation matrix obtained from I r,r+1  ̂ n

by interchanging the r ^  and (r+ 1 )^  rows).

Thus Ŷ  is  an (nxr) colujnn echelon matrix, say Y^= [ i  |y^]^

where Y( = f y( .] r+1<i<m . Y/e now show that the rings Rw, R̂
U j c r

are isomorphic by showing that the pair (R^Y^) sa tis fies  a ll

the conditions o f (5 • 5̂ )/ (in  which case the isomorphism takes

x. . to y( . ) !r 
1J

1) By (5 .8 . i )/ applied to R/, certain ly R; is  reduced.

2) By (5 »8 .R )/ applied to Y, every (rx r) subdeterminant of Y is  

e ither zero or a unit in R/ and R/ is  generated by these units 

and their inverses. By (5.18.2) i t  is  clear that the (rx r) sub­

determinants o f Ŷ  d iffe r  from those o f Y by at most a factor

o f + z which is  i t s e l f  an (rx r) subdeterminant o f Y. (since _  1

y ' ,  -  z ) .  Thus (5.15.2 ) '  holds fo r  (R; ,Y ) .r+ i y r* 1

3) Let N = [ i J n7] 1 be a . column echelon P-representation o f M 

(where N7 = [a .,.]) with respect to the original ordering of E.

By (5.18.1) a r+ i^  0 . Write 3 = ( «r+1 , r )_1 '

Then the matrix (defined overleaf by (5 .18.3)) is  

a column echelon F-representation o f !.! with respect to the new 

ordering o f E. Suppose the ( i , j )  entry of II ̂  is  a ( . Then

by ( 5«6»3)/ applied to (R^Y ) there is  a homomorphism f :  Rf—-»F

in  which f ( y ^ )  = a ( . . I t  is  c lear from (5*18.3) that r= 3

.18.2)
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N. = P , N 1 r,r+1

1
0

0

-(aL 'r + 1 , "^ar+1,r-p P  P_

(5.18.3)

and that , fo r  each i= 1 ,... ,r -1  ,
r+1, i; = “ ( « „ ,  i a ) ♦r+1,13

— 1 —1
Mow, f ( z )  = f ( a; ) = 3  , and so fo r i= 1 ,...r -1IT’-t- I y 3T*

f ( - ( y  , . )s ) = - f (y  . .) 3 "* = a , . .J r+1, l  ' Jr+1 ,i r+1,i

applying f  to (5.18.2), we get

1 0
0 0

= P , N •r, r+ i 1 •

0 1

“ r+1,1 •** Rr+1,r

= N (by (5 .18.3))

and so f (y (  .) = « .  . , in which case (5»15»3)/ holds fo r (R/,Y ) n  1i j

4) Let f :  R/—>F be a homomorphism. Suppose f (y (  .) = a. . ,
 ̂J

We have to show N = [ i  In/>  (where N^= [a . . ] )  is  an F-rep-
r x.r

resentation o f M (with respect to the original ordering o f ,E). 

Let be defined as in (5.18.3). By (5.18.2) we have

1 • •• 0
0 0

Y = P . Y r,r+1 1
•••
0 1

> + 1 ,1 • •• yr+1,r

Applying f  to this expression yie lds

1 « » * 0
0 0

f(T y ! ) = P . K r,r+1

• • • O

1 = N1

_f ŷ r+1,1̂ . . .  f (y r+1,
)

r '

(by (5-18.2) 

and (5 .18.3))
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Thus, i f  the ( i , j )  entry of N, is  a ( , we have f (y .  .) = a '■ .. 

Now by (5 .8 .4 )/ applied to (R ^ Y ), i t  follows that N is  ,a 

representation o f M with respect to the new ordering of E, in 

which case, by defin ition  of , we must have N is  a represent­

ation o f M with respect to the original ordering.

Thus (5.15Jh)/ holds for (R7, ^ )  and the theorem follows.

(5.19) Theorem For a matroid M, R ~ R̂ »_

Proof By (5*18) we may certain ly assume that R,,» is  defined

with respect to the ordering e , . . . ,en>e^, . . .e where of

course B = he e ! is  a basis o f M .• r+1 rr

Suppose that Z = n-r (where Z = [z. . j k k r  ) 
1J r+1 «y<n

is  the matrix over R,, fo r which (R ,̂ ,Z) sa tis fy  (5*8 ) /

Let Z' = xr
z'rL "1

. Once again we appeal to the univeral property 

by showing that the pair (R{, ,Z/) sa tis fy  the conditions of (5 .S )/

1) Certainly R̂ ,. is  reduced.

2) For any r-set U C E , i t  is  easily seen that det Z/(u) = 

det Z(E\U), in which case the set o f (rx r) subdeterminants of Z/ 

is  precisely the same as the set o f( (n -r'ix (n -r)) subdeterminants 

o f Z which have the desired property.

,ZL 
LJ‘1 .

3) Suppose N =

N, = f a . .] r+1<i<n . Then the matrix N:/ =
1 i j  . .

is  an F-representation o f M, where say

I.

1 <j<r
n-r

:?r~
L 1 J

is  an

F-representation of \l with respect to the ordering e . . . . .
r + 1

en,G1, " " ’ Cr * •ri’hur> ^7 (9 .8 .3 )/ applied to (R j , Z) i t  follow:;

that there is  a unique homomorphism f :  R^—>F in which

f (^ i  .) = 0̂  • But the ( i , j )  entry of Z/ is  y

f ( y . . )  ~ a- ■ as required.Ji i j

and so
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4) Suppose f ;  R,̂ —i>F is  a homomorphism in which f (y .  .) =
In _

say. I f  N = [a. .1 we have to show that 
J 1 l.V

Ki j ’

T is  an

P-representation of M . Now, by (5*8.4 )/ applied to (Rj> ,Z) we

have that 

fo llows.

n-r
l ni

is  an P* 1 *-representation of M* , so the result

We now deduce by (5• 15) 7 that R , RJ{. are /isomorphic

under a mapping which takes x to z . .  .
-L J J-*

(5.20) Theorem For a matroid M,__RM ~ > v/here ^  is  the

underlying simple matroid of M (defined i n (1 .2 4 )).

Proof With the notation o f (1.24) we may assume that the f ir s t

m elements of E (m$n) are precisely id . Hence the elements ,

e ....... e are either loops or para lle l elements. We now
m+1 n

l Tdefine R„ with respect to e , , . . . , e  ; suppose Y = [ l  ( Y7]
Mo 111 r

is: the (nxr).'matrix over R fo r which (R ,y ) sa tis fy  ( 5 .8) /.
i’O

Now le t  Ŷ  be the (nyr) matrix over R̂ defined by

—.m

where the row (m+1<t<n) is  zero i f  e is  a loop in H, and

i f  e^ is  para lle l to some e^ (l<i<m) then v is  precisely the 

t th row o f Y repeated. I t  is  now routine to check that the 

pair (Rj, ,Y^) sa tisfy a ll  four conditions of ( 5. 15)7 .

Y
-  v - ,  —m+1 •

-  v —

(5»21) Theorem With the same hypothesis as ( 1 . 35) ( fo r  t -2 ) ,

suppose M = + Mr; Then \ * 2  \ ( = S, say)
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Proof Suppose that Y = [ I  | [ y.; J ] 1 , Z = [i I  | [ 7. ] ]------  r̂ j 10 i j

are the matrices over Ru , Ru respectively for which (P^ ,Y ),
v  m2

(R ,z ) sa tis fy  (^ .B )7. We shall iden tify  elements of 
'2

R R with their natural images in S. Define the matrices
a Mg

Ir v/ , z ' =iy . .® 1 ]
J i o

0 > Y = [y.
- 10 J

[ 1 ® Z .  .] 
— _

0 [ 1 ® z. .] 
10 _

We now show that (S,V) satisfy the conditions of

1) By defin ition  S is  a reduced ring.

2) For any r-set U ^ E  , i f  ■ U = U1 U Ug where IP is  an r  ̂ - 

subset of ( i= 1 , 2) ,  then i t  is  easily seen that

det V(U) = det Y ^U ^ .d et z'(U ) = (det Y(U1) ® 1) . (1 ® detZ(U0) )

= det Y(U1)® d e t Z(U9)

and since det Y(U^), det z(Ug) are either zero or units in

R , R respectively, i t  follows that det V(u) is  either 
1 M2

zero or a unit in S. By sim ilar arguments i t  is  routine to check 

that every (r * r ) subdeterminant of V is  zero or a unit in S , 

and that S is  generated by these elements together with their 

inverses.

3) I f  N is  any F-representation of M then i t  follows from ( 1 . 35) 

that N has the form

Ip
[a. .] 0
—iJLj0. LBij]

By (5 .8 )' there are homomorphisms f .  : R —>F (i=1.2 )
1 M. * '

1
in  which f , ( y .  .) = a. . and f_ (z .  .) = p. . . I t  now follows

1 i j  10 10 10

from ( 1 . 1 ) that thepe is  a homomorphism f :  R ® R —»F in
i lu2

which f ( y . . ®1) = a. . and f ( l® z .  .) = P. . . Since f
10 10 10 10
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c learly  factors through S, we get the required homomorphism f :  S-*F

4) Suppose 1“: S—>F is  a homomorphism in which , qay

f (y .  . (*>1) = a. . and f ( l 8 z .  .) = (3. . . Certainly f  induces 
i j  iJ iJ

homomorphisms f^ : Rĵ -—>F ( fo r  i=1 ,2 ), in wrhich

and f „ (z .  .) -  P>. . . Thus by ( 5 .8 .L )/ applied to (R ,Y ),
2 i j  hi j  M1

T T
(R ,Z) we deduce that the matrices [ I  | [a .. ] ]  , [ I  | [P • .] ]

Mg 1'I r 2

are respectively F-representations of . By (1.36) i t

now follows that f  induces the required F-representation o f M.

Thus by (5 .15)7, Rm ~ S.

: To complete this section we now establish the exact algebraic 

relationship between the rings A and

(5«22) Theorem Suppose

matrix o f indeterminates

Then

Z = [Z. .1
------- i j -

1<i< r 
U  j< r

Z. . . 
i J -

is  an (rxr) generic

Proof To avoid confusion we assume that ( a X )  is  defined

as before and that Y is  the matrix over R fo r  which (R y )

sa tis fy  (5 .B )/. Then Y has the form

Y = n _  |y/] T where Y/ = fy . .] 1<i<n-r
1J U3<r

Write S - l t f i Z  I ] (bet Z ) ’ i<e iden tify  elements

of R with their natural images in S. I n particular we form 

the (n*r) matrix V = YZ over S. We now show that (S,V) 

sa tis fy  the conditions o f ( 5. 15)

1) I t  is  clear that S is  a reduced ring since R̂  is .

2) Every (rx r) submatrix of V has the form Y Z where Y is
1 1

an (rx r ) submatrix of Y. But det Y..Z = det Y .det Z which is



-111-

either zero or a unit in S since (by (5 *8 .2 )') det is  either 

zero or a unit in R (hence also in S) and by construction, det Z 

is  a unit in S. Now by (5o8.2)/, R(, is  f in ite ly  generated (as 

a 2-algebra) by elements of the form det Y^,(det Y^) ' where 

Ŷ  is  an (r « r )  submatrix of Y. By defin ition  of S i t  follows 

that these elements together with the Z_^ms (which are entries 

o f V) and the element (det Z) (which is  the inverse of an 

(rx r ) subdeterminant of V) generate S as a 2-algebra. Also, 

det Y1 = (det Y Z ).(d e t z) " 1

and, (det Y ) 1 = (det Y Z)“ '(det Z)

Consequently i t  follows that S is  generated as a 2-algebra by 

the entries of V together with the inverses o f the (rx r ) non­

zero subdeterminants of V.

- 1,

3) Suppose N is  an P-representation of M. We may write

’ N = [a. J k i c r  , and N = [p. .]l< i<n -r
•<J*r 1<s.Kr

N when

We have to show that there is  a homomorphism f :  S—>p in which

f (Z  ) = a ( l < i , j « r )  , and the ( i , j )  entry o f Y/Z is  mapped

by f  onto p. . (l< i<n-r, 1<j<r). Now since B = i e „ , . . . , e  i
i j  1 y rJ

is  a basis of M, det - det N(b ) j: 0 . Thus N is  in vertib le .

-1 .Suppose that N. = [Ç,. .]l<si<r . This means that 
1 •*- J * - -î--

and

J 1<j<r

r
2

k=1 »k i = 1

r
£

k=1

(5.22.1)

Moreover, NN̂ ^ is  again an P-representation of M which is  

.-1 r _ i .. -1, Tin column echelon form, since NN^ = f I  I N N 1̂ ^ . Thus bv
i r 2 1 J

(5 .8 .3 ) '  applied to (Rj,,Y), there is a homomorphism f :  R(p> F 

in  which y± . is  mapped to the ( i , j )  entry of N,,N̂ — 1 # That is
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r (y i j ) = ¿ ,  « «
fo r 1<i<n-r, 1<j<r (5.22.2)

We may now extend f  to a homomorphism f  : R [ f z .  .} . .]— >F

by defining f ( Z „ )  = . Since then f (a e t  Z) = det |= 0

this homomorphism in turn induces a homomorphism f :  S—»F.

We have only to show that the ( i , j )  entry o f lr/ Z is  mapped by 

f  to p . Now the ( i , d) entry o f Y/Z is  ^Z^y^ Z ^  (l< i<n -r, k j< r )

and

f( kl  ^  - J, fk ik) ■ j,

=  i ,  ‘  j ,  ^
E ( E i,k ak 1) P ,,

l -\  k=1 1 kJ 1

3 by (5.22.1)
«J

4) Suppose f : 5-+F is  a homomorphism, with say f(Z . .) = a

( K i , 0<r), and f (  J ., Vik ) = 3 ^  (K i< n -r , 1<j<r).

Then i f  N. = T«. .] and Nn = ip. .] we have to show that the 
1 10J 2

Tmatrix N = [ IN ] ' is  an F-representation of M. We f i r s t

note that det = f(d e t Z) f- 0 (since det Z is  a unit in S ),

so that N. is  invertib le .

Let If =
• • •  f ( y 1 r )

• •
f  (y  , )  . . .  f ( y  )VJn-r, 1' v,1n -r,r '

Then the ( i , j )  entry of N'K is

Z f ( y ik } Hki = 2 f ( r̂ik ) f (Z k i} = zkJ  - 0 ,,k=1 aK k=1 k-1

Thus , and hence N/ = N X

Since f  restric ts  in the natural way to a homomorphism from R ,
M
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i n t o  F ,  i t  now  f o l l o w s  f r o m  ( 5 » 8 . 4 ) / a p p l i e d  t o  ( r  , Y ) ,  t h a t

- k _

n2 v tj

i s  a n  F - r e p r e s e n t a t i o n  o f  M. P o s t - m u l t i p l i c a t i o n

b y  t h e  i n v e r t i b l e  m a t r i x  s t i l l  y i e l d s  a n  F - r e p r e s e n t a t i o n  

n a m e l y  N a s  r e q u i r e d .

I t  n ow  f o l l o w s  f r o m  ( 5 * 1 5 )  t h a t  A x  R,, u n d e r  a n  i s o m o r -M M

p h i s m  t a k i n g  x .  . t o  t h e  ( i , j )  e n t r y  o f  V .
0

T h e  C a n o n i c a l  V a m o s  R i n g

I n  s t u d y i n g  m a t r o i d  r e p r e s e n t a t i o n s  we h a v e  a l r e a d y  s e e n  

i n  § 2  t h a t  i t  r e a l l y  s u f f i c e s  t o  s t u d y  r e p r e s e n t a t i o n s  w h i c h  

a r e  i n  p . c . f .  T h i s  i s  t h e  m o t i v a t i o n  b e h i n d  t h e  f o l l o w i n g  

c o n s t r u c t i o n  o f  t h e  c a n o n i c a l  V a m o s  r i n g  : -

( 5 * 2 3 )  O n c e  a g a i n  w e a s s u m e  t h e  u s u a l  f i x e d  o r d e r i n g  o f  K w i t h

b a s i s  B .  S u p p o s e  t h a t  t h e  B - b a s i c  c . i . m a t r i x  h a s  e x a c t l y  s

n o n - z e r o ,  n o n - a t o m i c  e n t r i e s .  L e t .  T  -  2 [ x . , . . . , X  ] , t h e

p o l y n o m i a l  r i n g  o v e r  Z i n  s  i n d e t e r m i n a t e s .

Y.'e now  r e p l a c e  e a c h  o n e  o f  t h e  n o n - z e r o ,  n o n - a t o m i c  e n t r i e s

o f  b y  e x a c t l y  o n e  o f  t h e  X ^ s .  S u p p o s e  t h e  r e s u l t i n g  m a t r i x

i s  D/ = I’ d. .] r + 1 < i<  n  . W r i t e  D = [ 1 J  D/ ] 1  . A l t h o u g h  T i s  
J 1< j < r

i s  n o t  a  f i e l d ,  t h e  m a t r i x  D o v e r  T i s  i n  p . c . f .  i n  t h e  s e n s e  

o f  ( 2 . 10 ) .

E x a m p l e  S u p p o s e  M i s  t h e  F a n o  m a t r o i d  o n  E  = f 1 , . . . , 7 }  w i t h  

p l a n a r  r e p r e s e n t a t i o n  g i v e n  b e l o w
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Clearly B = ¡1,2,3} is  a basis of M Now

T)' =

4 1
5 1
6 0
7 1

2[ X 1 >X2>

1 1 1
1 X 1 °
0 1 X2
1 0

1 1
© 0 
1 ©  
0 ©

(where the non-zero, 
non-atomic entries are ringed)

and D

1 0 0
0 1 0
0 0 1
1 1 1
1 X1 0

0 1 x;
1 0 X

Based on the matrix D we now construct the canonical Vamos 

ring V,, in an en tire ly analagous way as beforej we le t  b be 

the ideal of T generated by the set [aet u(u); U non-basis of M] 

and le t  a = Flfdet D(U); U basis of Mj . The canonical Vamos 

ring is  the ring

vm = <T/ ^ % )

In much the same way as R is  a universal object with respect

to column echelon renresentations of M, we w ill  see that V is
M

universal with respect to representations in p .c . f .

Let 6 denote the natural map of T into V and le t  
- ■ M

e(d ) = t . write L; = [t ] and L = [ I |Lf ) 1 . Once

again we can now l i s t  a l l  the analagous results which hold fo r 

the pair (V,.,L). The only 'new' part o f the proofs is  to note 

that every representation matrix is  protective ly equivalent to 

a representation in p .c .f .

( 5»5) With T, b, a as above, M is  representable

i f  and only i f  . a f \4>

( 5 . 7 ) "  1 )  

2)

Vj, = (0) i f  find only i f  )/> is  not representable 

V., is  a Noetherian ring- jVj-----------------------------
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(5*8)/ The ring V), , together with the matrix L, sa tis fies

1) V,, is  a reduced ring.- i.l--------------------—:—

2) Every ( ix r )  subdetenninant of L is  either zero or a unit in

V , and V is  f in ite ly  generated (as a 2-algebra) by these units 

together with their inverses.

3) For any f ie ld  F and (nxr) matrix N which is  an F-represent­

ation of iV in p .c . f . ,  there is  a unique homomorphism f :  V,,—*F _________  ___ f------- ----------------------- ------- ----------------------M-——

which makes the diagram below commute.

N
g

/ iu/

f
F

4) For any homomorphism f :  V,,—*F. (F a f ie ld ) there is  a 

unique F-representation N in p .c . f .  which makes the above

diagram commute.

( 5.9)// To each p e Spec V there corresponds a renresentati
-  _____ *»i

on

of M in p .c . f .  over K , the quotient f ie ld  of V^/p , namely 

T= fl^| r.(t^ .)] (where m is  thé composite map V|;-^V}/p -»K  ̂) ,
- P

1 1Conversely, to each F-representation N = [ i  ¡[a . .]] in p .c .f .-  r- 10
there corresponds a homomorphism f^ : V',7—>F in which

f(t_._.) = a. , and hence a corresponding prime ideal pM o f V,,, 

where p - Ker f^..

(3 .10)// The ring is  a Jacobson ring fo r which V./m is  a 

fin ite , f ie ld  fo r  each maximal ideal m.

(5 .13)" (universal property) Let S be a ring and Y = [ i  | Y7]T
(where Y/ = [ y 1 r+J <i<n , say ) an (nxr) matrix over S in p .c .f .

J U j < r  •----------------- ------------------------

such that the pair (s,Y) satisfy
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1) S is  a reduced ring.

2) Every (rx r) subieterminant o f Y is  either zero or a unit in 

S, and S is  f in ite ly  generated as a 2-algebra-by these units 

together with their inverses.

3) For any f ie ld  F and (nxr) matrix N which is  an F-representat­

ion of M in p .c . f ., there is  a unique homomorphism h making the 

diagram below commute.

> ' 
F

( w h e r e  6 i s  i n d u c e d  

b y  ô ( d .  . ) = y .  . )

4) For any homomorphism h: S—*F (F a  f ie ld ) there is  a unique 

F-representation in p .c . f .  which makes the above diagram commute.

Then the ri ngs V and S are isomorphic 

under an isomorphism taxing t. . to y. ..
----------------------------------_=--------------------------x j -----------------J x j -

In §4 we saw that the notion of generalised projective 

equivalence was, in every natural sense, the same essentia lly 

as projective equivalence. In the ligh t o f this observation 

the following theorem is  o f great significance

( 5 . 2 4 )  T h e o r e m • T h e  c o r r e s p o n d e n c e  i n  ( 5 » 9 ) "  b e t w e e n  t h e  p r i m e  

i d e a l s  o f  a n d  t h e  r e p r e s e n t a t i o n s  o f  M i n  p . c . f .  i s  

a c t u a l l y  a  b i j e c t i o n ,  p r o v i d i n g  we d o  n o t  d i s t i n g u i s h  b e t w e e n  

g . p . e .  r e p r e s e n t a t i o n s . Th a t  i s ,  t h e r e  i s  a  n a t u r a l  o n e - t o - o n e  

c o r r e s p o n d e n c e  b e t w e e n  t h e  p r i m e  i d e a l s  o f  V, a n d  t h e  ( g . p . e )  

c l a s s e s  o f  r e p r e s e n t a t i o n s  o f  M.

P r o o f  B y  ( 5 . 9 ) "  we h a v e  t o  p r o v e  t h a t  i f  N ^ N  a r e  r e p r e s e n t ­

a t i o n s  o f  M i n  p . c . f .  o v e r  f i e l d s  F ^ F ^  r e s p e c t i v e l y ,  t h e n
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Ker f _T = Ker t' i f  and only i f  N , N are g.p .e.

For ease of notation write f^ fo r  f^ (i=1 , . Suppose
i

that N = [ I  |[a. , ] ] T , and N = [ I  |[p . . ] j .
I r i  ¿j *—  ̂ J

F irst suppose N^N,, are g.p .e. This means that there is  

an isomorphism <x: F̂ — F̂̂  in which cr(a_ ) = P — . But then

f 2( t i ;|>-  h j

By (5 «S .2)" this means that 

since cr is  in jective .

= cr(ct. .) = crÇ, ( t .  .)

f „  = o' f , . Thus Ker f
2 1 2

Ker f 1

Conversely suppose Ker f^ = Ker f^  . Now for i-1 ,2

V /Ker f  ~ f  (V ) , where f.(Vw) denotes the subring of F.

generated by the image of under f^, so we deduce that

f  (V ) ~ f  (V ) under an isomorphism o' which maps a . . to 6 .. 
1V W 2V IT l j  i j

Since fo r i=1.2. f . (V „ )  contains a l l  the entries of N . , i t  ’ ’ 1 M 1

follows from (4 . 16) that Fi  is  the quotient f ie ld  of f i (Vf() . 

Consequently, by the universal property o f quotient fie ld s , i t  

follows that o' extends in the natural way to an isomorphism 

from F onto Fg . Thus 1^, N2 are g.p .e. by defn.(4 .15).

By (5.24) we have not only provided the third character­

ization  of generalised projective equivalence promised in §4, 

but we have also reduced the representation problem to a study 

of Spec Vy and fo r this we use the sophisticated machinery 

o f commutative algebra. Moreover i f  we are just interested in 

representations over f in ite  fie ld s  we have

(5.25) Corollary The correspondence in (5 .9 )" res tr ic ts  to a 

b ijection  between the maximal ideals of V., and the g.p .e. classes

o f representations of M over f in ite  fie ld s .
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Proof By (5.22)-) i t  suffices to prove

1) that i f  m is  a maximal ideal of V then V Jm is  f in ite  

and 2) i f  N is  an F-representation (in  p .c . f . )  of M where F 

is  f in ite , then Ker f ,Y is  a maximal ideal of V., .

1) has already been established in (5•10)

2) since F .is  f in ite , f  (V ) is  a f in ite  integral domain contain-
•'I M

ed in F. But every fin ite  domain is  a f ie ld , so because of (4 .16)

f  ,(V ) = F. that is , f .T is  surjective and VM/Ker f „  ~ F.N M N M N
Hence Ker f  is  a maximal ideal of V., .N M

between the rings V,. , R,,M M

In the next theorem we establish the algebraic relationship

We shall assume that M has k 

connected components and hence (by (2.22)) the B-basic c . i .  

matrix has n-k atomic entries. Let q = n-k , and H

the free Abelian group on q generators Z ^ ,...,Z  .

(5«26) Theorem R,, s; V1(<Z^ ,...,Z  > (= V.,(h) )------ = . M M I Q M

Proof Write S = V^<Z^, . . .  ,Z^> . Recalling that L = [ i  | iJ ] ̂

(where iJ =f t . ,]r+1<i<n ) we shall iden tify  the t. , 's  with their 
J i< jc r  1J

natural images in S. By construction the matrix L1 has s atomic 

entries (a l l  equal to 1), so suppose these appear in the 

( >  J.| ) j • • • > ( i  > Jq) positions of l/ . I t  can be shown by an 

argument which is  a repetition o f the proof o f (2.8.1) that 

we can find elements > g . , , . . . ,g  e H (cs)

( fo r  k=1, . . . , o)such that f .  g. = Z. 
1. 1, k k k

So i f  we write y = f . t .g. and Y' = [y. .]r+1<i<n 
11 1 x0 J i j '  . .1<«Kr

then

th

Y d i a g ( f , . . . , f^)  L/. diag(g^, . . . ,g^) ( 5. 26. 1 )

and the k atomic entry of Yf is  equal to Z (k = 1 ,.. . ,q ).
K
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i / TI f  we now write Y = [ I  | T  ] , then we w il l  prove the theorem

by showing that the pair (S,Y) sa tis fy  the conditions of (5*15)/

1) Certainly S is  reduced since V is .

2) By (5.26.1) every (rx r) subdeterminant o f Y has the form

h det L(u) where h e H and U is an r-subset of E. Every

element of H is  a unit in S and det L(u) is  either zero or a

unit in Vw (hence also in S ), so we deduce that every (rx r) sub-

determinant of Y is  either zero or a unit in S. Moreover, by

construction, Z^ ,...,Z^  a ll appear as entries of Y/, hence (up

to sign) as (rx r) subdeterminants of Y. Now S is  c learly

generated as a Z’-algebra by together with the elements

Z , . . . ,Z , Z71, . . . , Z _1 . By (5.8 .2)* Vu is  f in ite ly  generated1 q 1 c[ M
__ ^

as a 2-algebra by elements of the form det L(u), (det L(u)) 
(where U is  an r-subset o f E) , and det L(u) = h det Y(u) fo r  

some h e H. 'It now follows that S is  f in ite ly  generated as a 

2- algebra by the (rx r) subdeterminants of Y, together with their 

inverses.

3) Suppose that N = [ I  |N ] is  a column echelon F-represent-

ation of M where N/=[a. .)r+1<i<n . We have to find a
1J U j < r

homomorphism h : S—>P fo r which f (v .  .) - a .  . .
t J i.j

By (1.42), N has its  atomic entries in the same correspond­

ing positions as (and hence also l/ , Y; ),  that is , the 

( i^ >j ] ) )• • • > (i  >Jq) positions. For ease of notation write

a. . = y
kJk k

(k=1, . . . , q)

The elements
f r+1, * , ‘ j f n’ g1, , ** ,gr are o f course 'functions'

of Z ., . . . ,Z1 q of the form Z^1. . .  Z"“11 q ( i t k  e Z), so i f

= ^i^Zl * * * * Q) 6-: = , then in the sense

of (4.9) we may define elements c$ . , . . . , 6  , n , , . . . , u of F byr+1 n ' 1 “ r J
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6i  = f i <V1....... Yq) i = r + 1

^  = E0( r 1>-“ ' Yq) j=1, •
(5.26.2)

The 6 , ’ s and. u .'s  are a l l  non-zero, and since f .  g. = Z, , 
i  i,. .1, k *

6i  = Tk Xk Jk k
k— 1 y * • • y

Xk Jk 

(5.26.5)

Consider the matrix
— 1 ""1 “ 1 —1

N1 = d i a g ^ ,  . . . , h r> 5r+v * * ' » 6n ) N d iag(M1 , . . .  ,n“  ) ,

so N. = [ I  |n( ] T where N( =[6."'a. .p ."*] . The matrices N,N.1 L r ‘ 1 1 i  i j  j  * 1

are protective ly equivalent so is  an F-representation o f M. 

Moreover, is  in p .c . f .  since fo r  each k -1 ,... ,q , the k ^  

atomic entry of is

6T1 a. i n , 1 = 6 . 1 Yk ( i j  = 1 (by ( 5 . 26.5) )  
k V k  Jk k Jk

Thus, by (5*8 .3/ there is  a homomorphism h: V; —»F in which
— 1 — I

h ( t . .) = 6. a. . p. . Certainly h ,extenas to a homomorphism 

frora S into F i f  we define h(Z^) = y^ fo r  k =1 ,...,q .

Now fo r i=r+1, . . . ,  n, ,. .. ,r  we have

-1

h(y. .) = h ( f . t  g ) = h (f ) h (t ) h(g )
**-iJ x  J-J J

= h ( f . )  h (B.) e, : V  . mT1

- b( f  ̂  ( ,  • •., Zq) ) h( g (Z ^ ,... ,Z  ) )  6  ̂ 0 .. p . 

= fi(U----.Yq) Sj(r,....,rq) 6T1«.. mT'

= 6i  M-j Mj1 (by (5 .26.2))

= cr j  as required.

4) Suppose h: S->F is  a homomorphism in which h(y. ) -  n
i j  i j

v 1 . We have to showsay. Write N/ = f a n d  N = [ i j  Nt/ ] 

that N is  an F-representation of M.

For k=1 ,...,q  write a. . = v,V k  1 30 then h(Zk) = yk,
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which is  non-zero since Z is  a unit in S. Let 8 . , p beK 1 J

defined as in ( 5*26.2) .

Now h (f . t .  .g.) = h(y. .) - a. .. , that is , 
i  i j ' V  i j  i j

a. . = h ( f . t. .g.) = h (t ) h (f ) h(g ) 
i  i j  J iJ 1 J

= h (t ) h ( f i ( z 1, . . . , z (i) )  h (gJ(Z1, . . . , Z  ) )

= h(tij) ri(r1,--.,rq) 8j(r1... Yq)
= h (t. .) 6 . (a . 

i j  i  J

t \ r. — 1 — 1Hence h( t. .) -  o . a. ¡a.i j  i  i j  j
Thus, by considering the

restric tion  o f h to V we deduce from (5.8.4)* that the. matrix
'J.' — *j ~ |

N, = [ I  | n( ]  , where n( = [6. a. . p . ] , is  an F-represi
1 r 1 1 1 i j  J

ation of M. But N is  protectively equivalent to so N is  

an P-representation of M as required.

The theorem now follows from (5 . lb )7.

- 1 - vK-

(5.27) Remark V'e have shown that both the rings A,, and R„ are-------— M M

independent of the ordering of M. We obviously hope now to 

establish the same result result for V,, , that is , i f  vf, is  thelu M

canonical Varnos ring defined with respect to a d ifferen t 

ordering of K, then

VB = V  (5.27.1)

In [29] , Sehgal conjectured that fo r any commutative,

Noetherian rings R, S,

R<Y> ~ S<Y> implies R ~ S.

I f  this conjecture were true then (5.27.1) would fo llow  immed­

ia te ly  from (5.18) and (5.26). However in [22] , Krempa has 

provided a counter-example, so i t  seems that we may not be able 

to deduce (5.27.1) from (5 .2 6 )'and the general theory o f group 

rings as I  had f ir s t  expected. 1 believe however that a proof 

o f (5.27.1) could be constructed along the same lines as (5.18),



- 122-

using ( 5 .15;" Until a ll  the extremely labourious and technical

deta ils  of such a proof are checked, (5.27.1) w ill  have to

remain a (very strong) conjecture. I t  should be noted that a l l

the examples of V given at the end of this section are certain- 
M

ly  independent of the ordering o f E.

Until (5.27.1) can be proved, the analagous results to 

( 5. 19) , ( 5 .20) , ( 5 .21) fo r  V w il l  only hold with respect to 

certain orderings o f E. However, since these are very s ign ific ­

ant results modulo (5»27»1) we state them below. Only (5*19) '  

now requires any additional ju stifica tion .

( 5. 20V Yiith respect to the orderings o f E given in (5.20), V,. ~ V,
■ --- ---  - -------- --------------------------------------------------------- M------Mo-

(5 »2 lV  Suppose M = (E^) ©  M(Eg).

orderings o f E,E^,E^ given in (5»21),

V VM1 Z VM?

n(v ®_ V ) v M Z u '

Then with respect to the

( 5 . 1 9 V There are orderings of E fo r which ss V .̂

Proof By (2.25) there is  an ordering of E with respect to

which the matrix A  ̂ is  in step diagonal form. Suppose this

ordering is  e y . . , e ^  . Now suppose A = [ I  | ] is  an

F-representation of M with respect to this ordering which is  in

p .c . f .  By ( 2.26) every atomic entry o f A is  equal,to 1, since

by (1.42) A is  in s .d .f .  Thus [ I ¡aT]T is  also in p .c . f .

With this consideration, the proof of (5.19) carries through in

this case i f  V.. is  defined with respect to e . . . . . . e and V *

is  defined with respect to e „ , . . . , e , e . . . . . e  .r+1 ’ ’ n 1 * ’ r
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($.28) Examples

l )  Suppose M is  the uniform matroid U0 , fo r  k>4 • Write2} x

m = k-3

' 1 0
0 1

Then D = 1
1
••

1

X1••

T = 2 fX .,.. . ,X  ) 1 m

•

_i

•

XmJ

m m m
In this case b = 0, and a = (.11, X . ) ( .n , ( l  i=1 1 i=1 -x ) ) (  n .(x.--x .))

1 i<t 1 J

Hence V = z[ X. ,. . M 1
. ,X 1 / \ in this case. Since in ( a) a is  a unit

in V i t  is  now easily  deduced that M is  representable over 
M

P i f  and only i f  | p| > m+2.

2) The matroid M is  regular i f  and oply~ i f  Vf, a 2

Proof F irst suppose ~ 2. Per any f ie ld  P there is  a hom­

omorphism f :  Z-»F defined by f(n ) = n.1 , so by ($ .8.4 )"

M is  P-representable fo r  every f ie ld  P, that is , M is  regular.

Conversely suppose M is  regular . Then by (2.13) there is 

a (0 ,1 ,-1 )-matrix A such that fo r  any f ie ld  F, any F-represent- 

ation of M is  p rotective ly rquivalent to A. I t  is now routine 

to check that the pair (Z,A) sa tis fy  the four conditions o f ($ .1$ )".

3) Suppose M is  binary. Then_V  e G?(2) i f  and only i f  M 

is  not regular.

Proof I f  Vj, ~ CP(2) i t  is  immediate from ( 5.8.4 )" that c ( m)= {2], 

so M is  certain ly not binary.

Conversely M binary and not regular implies by (1.43) and

( 2 . 13) that every representation of M is  p rotective ly equivalent
. _ ip

to the matrix A - [ I Ar> ] . I t  is  now routine to check thatr B

the pair (Gp(2), A) sa tis fy  (5.15)" •



We may illu s tra te  this example in the special case when M is  

the Pano matroid whose planar representation is  given in (5*23)• 

The matrix D is  also given in (5.23). Now M has 7 non-bases, 

o f which only ¡3,4,51, ¡1,4,6?, ¡2,4,/?, ¡5,6,/? y ie ld  non-

zero subdeterminants. In particular

det II

*lT\•\

o
’ V 1 s det D([ 1,4 ,6?)

= V •1 ,

det D(i 2,4,7?) = Xy1

hence the images of X^,X^,
X3 in vu are a ll equal to 1.

may as well assume then that

1 0 0
0 1 0
0 0 1

D =; 1 1 1 and T = Z
1 1 0
0 1 1

_1 0 1_

in which case the only non-basis y ie ld ing a non-zero subdeterm­

inant is  ¡5,6,7?, and det D(?5,6,7?) = 2.

Thus b = \/(2) = (2 ), and i t  is  easily  checked that a = 1. 

Thus V„ = z / ( 2 ) = GF(2).

We also note here that i f  we remove the lin e (5,6,7) from 

M we obtain the non-Fano matroid M1 ; by the same argument as 

above in calculating V,,/ we may assume that D is  given as 

above. In this case b = 0 and a = 2 since ¡5,6,7? is  a

non-basis, so that V y = ' By (5.8.4J, 2 is  the only

prime (or zero) not in c(M/)>

4) A weak generalisation o f (5.28.3) fo r  arbitrary f in ite  fie ld s  

is  the following result . We assume F = GF(pm)

T.F.A.F. 1) M is  representable only over fie ld s  isomor-

phic to F, and any two representations are g.p .e. 

2) V„ * F.

(Note :- by (2.13) this reduces to (5.28.3) fo r F=GF(2))



Proof 1) implies 2) Let A be an F-representation of M in p .c . f .  

Then i t  is  clear that the pair (F,A) sa tis fy  (5 »15) "•

2) implies 1 ) is  immediate from ( 5 • 24 ) .

5) In (4.14*1) we constructed , fo r  each prime p, matroids M, vJ 

having respective characteristic sets fpj and P\[p^p] . For 

either matroid, any representation is  protectively equivalent to 

the matrix A given in the example. Using this matrix, i t  is 

routine to check (using (5*15) ) that

VM = 2/(p) (=GF(p)) and V;,/ = where

a = njp/ prime < p(

6 ) I f  M = PG(r,F) (viewed as a matroid in' the usual sense) where 

F is  a fin ite  f ie ld , then V,. ~ F.

Proof Let A be the natural representation matrix o f M describ­

ed in §4. Using (4.17) i t  is  now routine to check that the 

pair ( m, A) satisfy the conditions of ( 5• 1  ̂•

7) By the previous examples we have seen that (where

a is  the product of the f ir s t  t primes, fo r  any t ) and any 

f in ite  f ie ld  a l l  occur as the Vamos rings of matroids. These 

are of course special examples and we would lik e  to know in 

general which rings can occur. A partia l solution is

I f  f (x )  is  an irreducible  polynomial in 2[ X] , then there 

is  a matroid M fo r  which

VM = (z[x]/fr(x)) ) ( ^ Y ) }  fo r  some g(x) e Z[X]

Proof We use the same notation as (4 .10 )-(4*12 ). Let K be 

the quotient fie ld  p f Zfx]/(f(x)) and x the natural image 

We reca ll that the construction of ( l , 0 , f ( x ) )  inof X in K.
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FG(3jK) (described in (4 .12)) induces two matroids, M

and M,/f (x )

f ( x )

, the la tte r  being the actual configuration of the

construction (without any extra lines of FG(3,K) added) , For

ease of notation write w/ I f  A is  the natural matrix
" f ( x )  *

corresponding to the points of the construction, we have seen

in (4.10) that the collinear tr ip les  force each entry of A to have

the form g. .(x ) fo r some g ..(x) e z [x ].  (note that A is  by 
J

construction a representation of but n° t  necessarily

of M ) . For exactly the same reasons we may assume that the 

matrix D used to define V is  precisely D = [g..(x)] overJVi 1J

T = z[ xJ . I n  this case a l l  the non-bases of M have zero deter­

minant in D except fo r  one, namely that corresponding to the 

tr ip le  B, PQ, 0̂  , and this has determinant f(x) . Thus

= b = ( f ( x ) ) ( since the la tte r  is  prime) and

VJ; = (ztx]/( f ( x )  )^ y )  where g(x) = nfdet D(u); U basis of u{ .

By (4.1j5) and a similar argument this result generalises to :-

Corollary I f  f ^ , . . . , f t is  any family o f polynomials in

7,( X , ...jX ^ ] which generate an ideal b whose radical is  prime.

Then there is  a matrold {,! fo r  which

VM = ( r4  X1, . . .  ,Xt ]//b) fo r some g c  Z[ X^, . . .  ,X ]̂

8) In every one of the preceding examples the ring V is  an 

in tegral domain. For examples of non-domain Vamos rings we 

consider the matroids of (4.13.2) and ( 4 . 1 3 . 3 ) .  In both cases 

| c ( M) | = 2, so the desired examples fo llow  from ( 5 . 14) .  In fact 

using ( 4 . 10) and (5.15) (with the respective natural rep­

resentation matrices) i t  is  easily seen that the canonical Vamos 

rings of these matroids are respectively

(2/(1103. 2809))(5) , ( z/(13 .19 ))( -/}
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where a, a/ are the products of the non-zero (3x3) subdetermin­

ants o f the respective natural representation matrices.

9) We now exhibit an example of a matroid M for which ! c ( i.i) f = 1

and yet V., is  not a domain:-

Let 1,! , Mg be copies of the matroid FG(3,4). By (5*28.6)

V ~ OF©) (fo r  i=1,2 ). By Theorem 39 in [42] , the tensor 
1

product of f in ite  fie ld s  is  a reduced ring, so N(GF(4) €^GF(4)) = 0. 

Thus by (5 .2 l)/, i f  M = ©Mg i t  follows that

Vu «  GF(4)®2GF(4) ( * GF(4) ®pj?̂ G F (4 ) ) .(2)V

We claim that the la tte r  is  a non-domain. For, write 
2

GF(4) = [o,1 ,e,e~j where e is  a prim itive cube root o f unity. 

Then [ l , e }  is  a basis fo r GF(4) over GF(2). Thus i f  we v/rite

1 = 1 «1  , a2 = 1 ®e , = e® 1 , a e © e ,

. t h e n  ( a ^  , a ri, a , , a ; } i s  a  b a s i s  f o r  V{, over GF(2), s o  V,; c o n s i s t s

4
of 16 elements of the the form .7. a.a. where a. =0 ,1i=1 1 1 1 7

Now write x = a.+ a + a, , y = a.+ a,+ a.
1 j  4 2 5 a-

I 2Certainly x, y 1 0. However since e"+e = 1 , and 2=0 , we havet-

xy = ( 1©e) + • (e©1) + (e©e ) + (e©e ) + (e ?© i) (e ?©e) +

(e©e2) + (e%>e) + (e%te2)

= (l©e) + (e©i) + (e^Si) + (efcê ) + (e2®e2)

= (1®e ) + (e®i) + (e®i)+ (1« 1 ) + (e©i) + (e©e) +
(1®1) + (l®e) + (e® i) + (e&e) = 0

Thus V is  a non-domain. In this example !.i is  disconnected, 

but we can define a matroid \h' as that being induced by the matrix

A = N 0
0 N

1 0 0 1 0 0
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ovcr GF(4) w'rnere I ,__L
N

is  the natural reoresentation matrix

fo r  PG(3,4). Ey (1.4-5) -is a connected matroid (which d iffe rs  

from M only by the addition of the last line of A ). Since both 

non-zero entries in the last lin e are atomic i t  follows from (4.1?) 

that vJ ±cS uniquely representable by the matrix A, and hence i t  

is  routine to check that the pair (Vy, A) sa tis fy  (5* 15)" fo r  the

ring V{,/ . Thus V../ ~ Vf, which is  a non-domain.

10) Vve now show how ( 5»5)" can be used to prove that the well- 

known Vamos matroid is  not representable. This rnatroid M is  

usually defined as the matroid on E = j1 , . . . ,8 j  with bases al.l 

4-sets except [1,2,3,4| , [1,2,5,6} , [1,2,7,8] , [3,4, 7,6 } ,

[3,4,7,8] . A fter a suitable re labelling of the elements i t  w ill 

also be correct (and more convenient in our case) to assume that 

the non-bases are Û = [2,3,4,8j , [1,2,7,8] , Û = [ 1 , 3 , 4 , 7 ]  ,

= [3,4,5,6} , =[1,5,6,7} . With respect to the ordering

1 ,. . . ,8  , the matrix D becomes

1 1 1 1

1 h X 1 X 2
1 0

XJ X4
0 1

X 5 X6

Now det D(U, ) = 1—X-. , so the natural image of X_, in V
4 / 7 M

w ill  be equal to 1. 7/e may thus assume that X̂  = 1 in D and

that T = ^ [X ^,...,X g ] . In this case

det D(U1) = 0 , det D(U2) = X^g - X ^  , det d(U3) = 0 , 

det D(U. ) = 0 , det D(U,) = X.X, - X_X, - X, + X7
H- 2  » Zf C. J  /f J

Write g1= X3X6 - X,X5 g ^  X ^  - X ^  - X̂  + X3

Then b = (g 1,g2) . ’ V.'e note that the sets Ug = [1,2,4,7 J and 

U_, = [2, 5,6,8 | are bases, and
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det D (lO  = X, , det D(U^) = X.X, - X0X_ - X, + X„6 3 7 1 6 2  ̂ 6 5

But then the polynomial g = X (̂X^X^ - XQX̂  - X̂  + X^) 

divides a. How,

g = X^g2 + (1-X1)g 1 e b c A

Thus g divides a implies a e \/b and by ( 5 » 5 ) " , M is  non- 

representable.

Relationship to White's bracket ring * 1 2 3

An alternative approach to reducing the representation problem

to a ring-theoretical one has been made by White in [38,39,40,411.

The rinp; B,. (ca lled  the bracket ring) which White associates with M 1

each matroia M is  a ring of generalised determinants, and which 

is  also , in a weaker sense than ours, a 'universal representation 

object fo r M'. We now determine a relationship between the 

bracket ring and the Vamos ring.

• Let the matroid M on E be o f rank r as usual. The bracket ring 

is  defined in the following way :-

To every ordered r-tuple U=(u1, . . . ,u  ) of elements o f E, 

associate a symbol [u^, . . . ,u ], or simply [u], called a bracket.

Let SM be the polynomial ring over 2 generated by the indetermin­

ates [[u]; II e Er) . Let a be the ideal o f generated by a ll 

elements of the follow ing three types

1) [ u ] ,  i f  U contains repeated elements or is  dependent in M.

2) [U] - (sgn cr) [cr(u) ] fo r  any permutation a of l)
r

3) [u1, . . . ,u r ] [v 1, . . . , v r ] - i |1fvi ,u2, . . . ,u r ] fv 1, . . . , v i _ 1,u1,v i+1, . . . , v i

The 3yzygies are any relations in this ideal. The bracket 

ring Bj, is  now defined by B = S^/k.

We now suppose that B = j e ^ . . . , «  J is  a basis o f M as usual.
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N o w  w r i t e  a 7 f o r  t h e  i d e a l  o f  Sw g e n e r a t e d  b y  t h e  i d e a l  a  
— M ~

together with the additional element [B] - 1 , and write

Bj = S./a7 (so i f  z is  the natural image o f the element [ B] - 1

in Bw, then bZ. = B.,/(z) ) .  I f  now the ring T and ideal b o f T M M M ~
are defined as in the construction of the sim plified Vamos ring R 

then the bracket ring and Vamos ring are related by.

(5.29) Theorem With the notation above, B̂ , s: T/b

Proof I t  suffices to find homomorphisms y: »T/b and 1: T/b—»b/,------ * M “  “  M

fo r  which Y'!' and 'hf are the iden tity mappings respectively on 

T/b and b(, . For ease of notation we shall write i  fo r  e. in 

E ( i= 1 , . . . ,n ) and fo r  1<j<r , r+1^i«n , U. . fo r  the r-tuple 

( l > . . . » j ” 1 > i»j+1>.#,>r) . We reca ll that T, b are defined with 

respect to the matrix
— —

I r
. X . . • • • X  .^ _ r+1>1 r+ i,r

• •
• t• •

X , . . .  XL n,1 n, r  J

and fo r  each U C Er  we now define det a (u) as previously, but

noting that we have to respect the ordering of U. In particular

det X(U. .) = + X. . . 
i j  “  i j

Now le t  Y! S —»T be the homomorphism induced by mapping

y (Eu] ) i = det X(U) for'each bracket. [Uj . ..By elementary properties

o f determinants (including the Laplace expansion) and the defin ition

of b in T, i t  follows that y U ' )  c  ^ . Thus y induces (in  the

natural way) a homomorphism y : B/—»T/b.

Conversely, le t  i<: T-+S be ' the homomorphism induced by

♦ (x. .) = u ., . 'Hus induces (v ia  the natural homomorphism S ►B/,)
± J -1 J  M M

a homomorphism ^ : T-»B', . We wish to show that b C Ker i|/ , and 

fo r  this we w ill have to prove
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For any r-subset U C ii with |e\u| = s>1

\Jf (det X(U)) = + f Bl 3 1[U] in B.
(5.29.1)

We prove (5.29.1) by induction on s. I f  s=1, then U = U. . fo r
J

some r+1<i<n , 1<j<r , and the result is  clear since

I(det x(U. .)) - fU.. .] . Next assume s>2 and that the result holds
i j  i j

fo r  r-sets U/ with j B\U/1 < s. Without loss of generality, assume

that U\B = [ i  , . . . , i  | and that B\U = [ l , . . . , s |  (that is ,I s

U = {s + 1 , . . . , r ,  i  , . . . , i  } ) .  Then expanding along the f i r s t  row 

we get 

det X(U) =

. 1

i  1‘s

X.
V

X.
V

X. 0 • •
. V
•
•

• X.
.12S
•
•

-  X. . 
i 22 ? V•

•

X.
1 s s

X. „ . .
1 2 s

.X.
1 s s

x. , 1 1s

2 .2 "

. . .  + ( - i ) s“1x. .
'  I  S

(5.29.2)
X. ,...x,
. 121 :ass_1

X. ....X,1 1 15-1s s

But by the inductive hypothesis, fo r  each j= 1 ,. . . ,s ,

( X. .•••X. . j, X. . .•♦•X.
,121 V ' 1 2J 1 . V

X. ..• • X, t . X. ., . • • .X.1 1 1 J-1 1 J+1 1

- [ b] [ j , s+1, . . . ,  r, i g t •••>i g]

Thus, i f  we apply | to (5.29.2) we obtain

’J1'(det X(u)) = [ B] ‘S 2 ( [ IL 1, s+1, .. r , i 2, .. . , i g] . . .

. . .  + ( - 0 °  1[U, ] [ s, s+1, . . . ,  r, i  , . . . ,  i  ] )X ̂  S c. S

(5.29.3)

Now, because o f the syzygies of type ( 3) in  a, i t  follows that in  E(, ,i'i

f- B] [ u] = [ l> * * #> r ] [ i<j^s+1i * * * ,r> i ? , • • . i j  =

• <- s

+ f 1 »3, • •. ,r ] [  2, s+1, . . .  ,r , i 2, . .  . j ig ]  + , , ‘

. . .  +[ 1, . . . ,  s -1, i  1, s+1, . . . ,  r] [ s , s+1, . . . ,  r, i^ , . . . ,  i  ]
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N o w , because of the syzygies of type ( 2) in a, i t  follows that (up 

to sign) in Bjj , [B][u] is  equal to the expression in brackets

in  (5 .29.3). Thus, up to sign,

+ (det X(u)) = [B ]S_2([B ][U l) = [B ]S_1[U]

which proves (5.29.1) by induction.

So i f  now U is  a non-basis of M , i t  follows from the syzygies

o f type (1) in a, that [u] = 0  in Bj) and hence by (5.29.1) that

i!'(det(u)) = 0 in b(. . Thus b C Ker ijr and induces a homo- M

morphism T/b-»B,/. in the natural way.M

Finally we have to show that the mappings y,\|i defined above 

sa tis fy  Y\,f = idT/b 8X1(1 '¡'Y = idg/

Certainly y»j/(X. .) = y([U . . ] )  = X. . and since T is  gener-
i j

ated over 2 by the indeterminates X ^  i t  follows that y'|r= id^y^

Conversely ' B  ̂ is  generated over 2 by the brackets [U ], and 

by (5.29.1) we have,

M M )  = t(d et X(U)) = [B] S_ 1 fU]

But, in b ' , fB] = 1 (since fB] - 1 e a/) , and so \)y([U]) = [U] 

in  B.7, and \Vy = id /M D.. as required.
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