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Abstract 

Cell fate transitions are regulated by the activity of factors such as pioneer 

transcription factors (PTFs) to promote new transcriptional programmes. PTFs can 

bind to closed chromatin, and often interact with other PTFs and chromatin 

remodelers, to make chromatin accessible for transcription. How PTFs dynamically 

bind DNA and interact with each other to achieve this has mainly been studied in 

vitro. Zygotic Genome Activation (ZGA) is an excellent model to study the dynamics 

of PTFs in the context of gene expression in vivo, as transcription begins from a 

previously silent genome. In this thesis I aimed to harness live quantitative 

microscopy to study the interactions and chromatin binding dynamics of the PTFs 

Nanog, Pou5f3, and Sox19b required for ZGA in zebrafish. I first verified whether 

Fluorescence Correlation Spectroscopy (FCS) can be used to examine PTF 

chromatin-bound diffusion. After optimising the tagging strategy, sample 

preparation and measurement, as well as the analysis by autocorrelation and curve 

fitting, I showed that FCS can measure the diffusion of fluorescently-tagged PTFs at 

ZGA. However, I found no significant difference in diffusion between Nanog-Citrine 

and mCherry-Pou5f3, or changes to their diffusion as ZGA progresses. This suggests 

that the short-lived chromatin interactions measured by FCS, which may reflect TF 

DNA motif search, remain constant for Nanog and Pou5f3 during ZGA.  

Next, I wanted to test whether Nanog, Sox19b and Pou5f3 directly interact during 

ZGA. The spectral proximity of (m)Citrine and mCherry made these an unsuitable 

fluorophore pair for Fluorescence Cross-Correlation Spectroscopy, but allowed me 

to use Foerster Resonance Energy Transfer (FRET) assays. I began by showing that 

mCitrine and mCherry are indeed a good FRET pair. I then moved on to measure 

FRET by changes to the donor lifetime, as this method is less susceptible to 

concentration and photobleaching. For this, I used a semi-quantitative lifetime-

based measure, Average Arrival Time (AAT), which does not require fitting analysis 

and therefore performs better in systems with low signal-to-noise ratio. Optimising 

sample preparation, image acquisition, and data analysis allowed me to detect 
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interactions between controls in zebrafish embryos: the AAT of mCitrine was 

slightly but significantly lower in the mCitrine-mCherry tandem fusion, compared to 

negative controls.  

I then showed that Nanog-mCitrine and Sox19b-mCherry may interact at ZGA, 

however the low resolution of AAT measurements paired with the slight mCitrine 

AAT shift limited any further investigation. To efficiently probe PTF-PTF interactions 

by AAT-FRET, an alternative FRET pair in which the donor undergoes a larger 

lifetime shift would be required. 

Overall, I have found that the target-search dynamics of Nanog and Pou5f3 may not 

differ significantly throughout ZGA, and that Nanog and Sox19b may interact. 

However my data were significantly limited by the fluorophore choice and the low 

signal-to-noise ratio. Further optimisations to the experimental setup would help to 

quantify more reliably how the PTFs behave dynamically to regulate transcriptional 

onset at ZGA.  
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Lay Summary 

Scientists have studied for decades how individual cells can develop into whole 

organisms, by dividing and becoming successively more specialised. Each cell 

contains the instructions to become any cell type, encoded in a molecule called 

DNA. Transcription factors (TFs) are proteins that ensure the correct instructions are 

followed to make different cell types. TFs often work together, but how they move 

to bind the DNA, and interact with each other, to drive a new programme of cell 

specification is not fully understood.  

In my project, I studied TFs that drive a very early event in development called 

Zygotic Genome Activation (ZGA) in zebrafish. These TFs help the embryo take 

control of its development, by making sure the embryo’s cells start to use their DNA 

instructions and begin to specialise. I applied different kinds of microscopy to try to 

follow the movement and interactions of some of these TFs in zebrafish embryos 

during ZGA. I began by optimising the experiments, from sample preparation to 

measurement, and analysis, as it is challenging to collect accurate measurements 

from live zebrafish embryos which develop very quickly. I was able to follow how 

the TFs search for their binding site on DNA, but did not see any changes during 

ZGA. I tested whether I can measure interactions between TFs using a new 

microscopy technique that requires less analysis. I found that some of the factors 

might interact during ZGA. Further improvements to methods and more specialised 

equipment would be needed to conclusively follow the behaviour of TFs directing 

cell fate at ZGA in zebrafish embryos. 

  



   
 

ix 
 



   
 

x 
 

Table of Contents 

 

Declaration .................................................................................................................. iii 

Acknowledgements ..................................................................................................... iv 

Abstract ....................................................................................................................... vi 

Lay Summary .............................................................................................................. viii 

List of Figures .............................................................................................................. xv 

List of Tables ............................................................................................................. xviii 

List of Equations ......................................................................................................... xix 

List of Abbreviations .................................................................................................. xxi 

1 Introduction .......................................................................................................... 1 

1.1 Transcription factors ..................................................................................... 2 

1.1.1 Searching for binding sites in chromatin ............................................... 4 

1.1.2 TF Chromatin Sensitivity ........................................................................ 9 

1.1.3 Pioneer transcription factors ............................................................... 10 

1.2 Transcription Factors regulate cell identity, in a chromatin context .......... 15 

1.2.1 Chromatin accessibility ........................................................................ 15 

1.2.2 Chromatin organisation ....................................................................... 17 

1.3 Measuring TF dynamics and interactions by quantitative microscopy....... 19 

1.3.1 Confocal microscopy ............................................................................ 19 

1.3.2 Quantitative microscopy techniques to study TF dynamics in vivo ..... 22 

1.3.3 Fluorescence Correlation Spectroscopy to study chromatin binding 

dynamics ............................................................................................................. 24 

1.3.4 Quantitative microscopy techniques to study TF interactions ............ 27 



   
 

xi 
 

1.3.5 Fluorescence Cross-Correlation Spectroscopy to study co-diffusion .. 29 

1.3.6 Foerster Resonance Energy Transfer to study interactions ................. 30 

1.4 Zygotic Genome Activation ......................................................................... 35 

1.4.1 Maternal control of ZGA ...................................................................... 36 

1.4.2 Changes to chromatin organisation during ZGA .................................. 40 

1.4.3 Chromatin organisation and promoter features time transcriptional 

onset in zebrafish ZGA: the miR-430 locus ......................................................... 42 

1.4.4 Zebrafish Pou5f3, Sox19b, Nanog ........................................................ 44 

1.5 Summary and thesis aims ............................................................................ 45 

2 Materials and Methods ....................................................................................... 46 

2.1 Molecular biology ........................................................................................ 47 

2.1.1 Pou5f3/Sox19b/Nanog cloning ............................................................ 47 

2.1.2 In vitro transcription............................................................................. 55 

2.2 Zebrafish husbandry and techniques .......................................................... 56 

2.2.1 Zebrafish husbandry ............................................................................. 56 

2.2.2 MZ mutant line maintenance and genotyping..................................... 56 

2.2.3 Microinjection ...................................................................................... 58 

2.2.4 mRNA rescue experiments ................................................................... 59 

2.2.5 Preparation for live microscopy ........................................................... 60 

2.2.6 Immunofluorescence ........................................................................... 62 

2.3 HeLa cell culture and transfection ............................................................... 63 

2.4 Fluorescence Microscopy ............................................................................ 64 

2.4.1 Live wholemount microscopy .............................................................. 64 

2.4.2 Nuclear P/S/N distribution in live zebrafish embryos .......................... 64 

2.4.3 Nanog co-localisation with DNA in zebrafish embryo nuclei ............... 65 



   
 

xii 
 

2.4.4 Nanog co-localisation miR-430 transcription bodies in zebrafish 

embryo nuclei ..................................................................................................... 65 

2.4.5 Imaging of fixed zebrafish embryos and nuclei ................................... 66 

2.4.6 Imaging HeLa cells ................................................................................ 66 

2.5 Image Analysis ............................................................................................. 66 

2.5.1 Processing live wholemount images to quantify expression across 

zebrafish embryos ............................................................................................... 66 

2.5.2 Processing nuclear distribution images in zebrafish embryos ............. 67 

2.6 Fluorescence (Cross-) Correlation Spectroscopy ........................................ 68 

2.6.1 Measurements ..................................................................................... 68 

2.6.2 Autocorrelation analysis ...................................................................... 70 

2.6.3 Cross-Correlation analysis .................................................................... 71 

2.6.4 Fitting ACFs ........................................................................................... 71 

2.6.5 Analysis of ACFs, CCFs, and fitted values ............................................. 71 

2.6.6 Pinhole control experiments ................................................................ 72 

2.7 FRET measurements .................................................................................... 73 

2.7.1 Intensity-based and AAT-FRET for controls ......................................... 73 

2.7.2 AAT- FRET for Nanog-mCitrine and Sox19b-mCherry .......................... 77 

2.7.3 AAT-FRET measurements in HeLa cells ................................................ 80 

2.8 Statistical analysis ........................................................................................ 81 

3 Harnessing FCS/FCCS to measure Nanog, Sox19b, and Pou5f3 chromatin 

binding dynamics and interactions during zebrafish ZGA ......................................... 82 

3.1 Introduction ................................................................................................. 83 

3.2 Expression of fluorescently tagged Pou5f3, Sox19b and Nanog in zebrafish 

embryos by mRNA microinjection .......................................................................... 94 



   
 

xiii 
 

3.3 Measuring Pou5f3, Sox19b and Nanog diffusion by FCS........................... 101 

3.4 Optimisation of FCS measurements .......................................................... 105 

3.5 Nanog-Citrine and mCherry-Pou5f3 dynamics measured by FCS are 

constant across ZGA ............................................................................................. 108 

3.6 Measuring Pou5f3, Sox19b and Nanog interactions by FCCS ................... 110 

3.6.1 FCCS is not suitable to probe interactions of Citrine and mCherry 

tagged PSN ........................................................................................................ 110 

3.6.2 Changes to PSN diffusion upon co-expression of an untagged PSN are 

not detected by FCS .......................................................................................... 113 

3.7 Discussion .................................................................................................. 115 

3.7.1 Fluorescent tags can maintain PSN function to rescue MZ mutants . 115 

3.7.2 mRNA microinjection is suitable for visualisation of fluorescently 

tagged PSN, although hampered by regionalised expression .......................... 115 

3.7.3 FCS is not an optimal technique to study PSN diffusion and chromatin 

binding dynamics in zebrafish ZGA ................................................................... 116 

3.7.4 PSN interactions during zebrafish ZGA cannot be reliably probed by 

FCCS using mCherry and Citrine tags ................................................................ 118 

4 Adapting Lifetime-based AAT to measure interactions in zebrafish embryos by 

AAT-FRET .................................................................................................................. 120 

4.1 Introduction ............................................................................................... 121 

4.2 Non-fitting FLIM-FRET facilitates analysis of protein interactions in live 

zebrafish embryos ................................................................................................ 124 

4.2.1 Paper Supplementary figures ............................................................. 139 

4.3 Discussion .................................................................................................. 144 

4.3.1 mCitrine and mCherry are a suitable FRET pair, but intensity-based 

FRET assays are too variable in zebrafish embryos .......................................... 144 



   
 

xiv 
 

4.3.2 AAT-FRET and mfD can more robustly detect interactions between 

mCitrine and mCherry, given sufficient photon counts ................................... 144 

4.3.3 Underestimation of interactions by AAT-FRET and mfD could limit 

detection of weak interactions and require particularly large shifts in donor τ

 146 

4.3.4 Further optimisation is required for sub-nuclear or temporal 

resolution .......................................................................................................... 147 

5 Testing AAT-FRET to probe Nanog and Sox19b interactions during zebrafish ZGA

 148 

5.1 Introduction ............................................................................................... 149 

5.2 AAT-FRET indicates interaction between Nanog and Sox19b during main 

ZGA 151 

5.3 Nanog - Sox19b interactions in HeLa cells are affected by DNA binding .. 155 

5.4 PSN form dynamic nuclear foci during ZGA .............................................. 165 

5.5 Testing AAT-FRET to detect interactions at miR-430 transcription body . 169 

5.6 Discussion .................................................................................................. 179 

5.6.1 AAT-FRET measurements require higher SNR to confidently show 

Nanog-mCitrine and Sox19b-mCherry interact during ZGA ............................. 179 

5.6.2 Nanog and Sox19b interactions in HeLa cells may be affected by DNA 

binding ability ................................................................................................... 180 

5.6.3 Testing Nanog and Sox19b interactions at miR-430 transcription 

bodies by AAT-FRET is limited by SNR and choice of MO labels ...................... 182 

6 Concluding remarks .......................................................................................... 185 

7 Appendix ........................................................................................................... 191 

8 References ........................................................................................................ 215 

 



   
 

xv 
 

List of Figures 

Figure 1.1 Transcription factor DNA binding dynamics and TF-TF interactions. ....... 5 

Figure 1.2 PTF nucleosome binding and opening. .................................................... 13 

Figure 1.3 Global and local chromatin organisation. ............................................... 16 

Figure 1.4 Diagram of the ‘Pyramid of Frustration’ in live microscopy. .................. 20 

Figure 1.5 Quantitative microscopy methods to study TF behaviour. .................... 23 

Figure 1.6 Fluorescence Correlation Spectroscopy theory. ..................................... 25 

Figure 1.7 Fluorescence Cross-Correlation Spectroscopy theory. ........................... 29 

Figure 1.8 Foerster Resonance Energy Transfer and Fluorescence Lifetime. .......... 31 

Figure 1.9 Dynamics of maternal mRNA clearance and zygotic transcription at the 

Maternal-To-Zygotic Transition (MZT). .................................................................... 35 

Figure 1.10  Factors regulating Zygotic Genome Activation. ................................... 39 

 Figure 1.11 Changes to chromatin organisation and accessibility during ZGA. ..... 41 

Figure 1.12 Promoter architectures regulating transcriptional onset: the miR-430 

locus (taken from (Hadzhiev et al., 2023). ................................................................ 43 

Figure 2.1 PSN and fluorophore pCS2+ constructs. (cont. over page) ..................... 54 

Figure 2.2 Examples of fluorescence intensity fluctuation profiles. ....................... 70 

Figure 3.1 Rescue of MZ mutant embryos by fluorescently tagged PTF mRNA. ..... 95 

Figure 3.2 Comparison of distribution of fluorescently tagged PSN vs. co-injected 

dye in live embryos. ................................................................................................... 97 

Figure 3.3 Nuclear fluorescence variability of fluorescently tagged PSN vs. co-

injected dye in embryos. ........................................................................................... 99 

Figure 3.4 Nuclear fluorescence variability of fluorescent protein vs. dye in live 

embryos. .................................................................................................................. 100 

Figure 3.5 Measurement by FCS of diffusion of differently tagged PSN at ZGA. 

(cont. over page) ...................................................................................................... 102 

Figure 3.6 Troubleshooting ACF calculation and fitting. ........................................ 104 

Figure 3.7 Optimisation of ACF fitting parameters by pinhole controls, embryo 

staging by nuclear diameter. ................................................................................... 106 

file:///C:/Users/s1611128/Documents/Julia/writing/final_corrections%20190923.docx%23_Toc146018563
file:///C:/Users/s1611128/Documents/Julia/writing/final_corrections%20190923.docx%23_Toc146018565
file:///C:/Users/s1611128/Documents/Julia/writing/final_corrections%20190923.docx%23_Toc146018567
file:///C:/Users/s1611128/Documents/Julia/writing/final_corrections%20190923.docx%23_Toc146018574
file:///C:/Users/s1611128/Documents/Julia/writing/final_corrections%20190923.docx%23_Toc146018574


   
 

xvi 
 

Figure 3.8 Nanog-Citrine and mCherry-Pou5f3 diffusion measured by FCS in 

rescued MZ mutant embryos. ................................................................................. 109 

Figure 3.9 PTF interactions measured by FCCS. ..................................................... 111 

Figure 3.10 Excitation (EX) and emission (EM) spectra of meGFP, (m)Citrine, 

mCherry/RFP, and miRFP. ....................................................................................... 112 

Figure 3.11 Indirect measurement of PSN interactions by FCS. ............................ 114 

Figure 4.1 Emission (EM) and excitation (EX) spectra of selected FRET pairs. ...... 122 

Figure 5.1 AAT-FRET measurements to test Nanog-mCitrine and Sox19b-mCherry 

interactions. ............................................................................................................. 152 

Figure 5.2 AAT-FRET measurements in dechorionated embryos to test Nanog-

mCitrine and Sox19b-mCherry interactions. .......................................................... 154 

Figure 5.3 AAT-FRET measurements testing Nanog-Sox19b interaction in HeLa cells

 .................................................................................................................................. 156 

Figure 5.4 AAT-FRET measurements to test DBD mutant Nanog and Sox19b 

interactions in HeLa cells. ....................................................................................... 158 

Figure 5.5 Distribution of Nanog and Sox19b vs. mutants in HeLa cells. .............. 163 

Figure 5.6 Nuclear distribution of fluorescently tagged PSN................................. 166 

Figure 5.7 Co-localisation of Nanog-Citrine with DNA in live embryos at interphase 

and mitosis............................................................................................................... 167 

Figure 5.8 Co-localisation of Nanog-mCitrine and DNA in fixed WT embryos. ..... 168 

Figure 5.9 Visualising overlap of Nanog-mCitrine foci and miR-430 transcription 

bodies. ...................................................................................................................... 170 

Figure 5.10 Testing AAT measurements at miR-430 transcription body. ............. 172 

Figure 5.11 Optimisation of embryo prep and image acquisition for AAT-FRET. . 175 

Figure 5.12 Effect of deyolking on control versus biological interactions. ........... 178 

Appendix Figure 7.1 Comparison of FCS measurements on Stellaris 8 versus Sp5 

confocal microscopes. ............................................................................................. 193 

Appendix Figure 7.2 Sequence-based analysis of A) Pou5f3, B) Nanog and C) 

Sox19b. ..................................................................................................................... 194 

Appendix Figure 7.3 Comparison of injection region for PSN distribution. .......... 195 

file:///C:/Users/s1611128/Documents/Julia/writing/final_corrections%20190923.docx%23_Toc146018593


   
 

xvii 
 

Appendix Figure 7.4 Preliminary multi-point FCS measurements for PSN. .......... 196 

Appendix Figure 7.5 Nanog-Citrine and mCherry-Pou5f3 diffusion measured by 

FCS in rescued MZ mutant embryos (accompanies Figure 3.8). ............................ 197 

Appendix Figure 7.6 PSN interactions measured by FCCS (accompanies Figure 3.9)

 .................................................................................................................................. 199 

Appendix Figure 7.7 Indirect measurement of PSN interactions by FCS 

(accompanies Figure 3.11). ..................................................................................... 200 

Appendix Figure 7.8 (Replicate 2 for Paper Figure 4) AAT-FRET can detect protein 

interactions in live zebrafish embryos. ................................................................... 201 

Appendix Figure 7.9 AAT-FRET measurements to test Nanog-mCitrine and 

mCherry-Pou5f3 interactions. ................................................................................. 202 

Appendix Figure 7.10 AAT measured in chorionated and dechorionated embryos.

 .................................................................................................................................. 204 

Appendix Figure 7.11 AAT-FRET measurements to test Nanog and Pou5f3 

interactions in HeLa cells. ........................................................................................ 206 

Appendix Figure 7.12 Nanog-mCitrine and Sox19b-mCherry foci. ........................ 207 

 Appendix Figure 7.13 Time-lapse of Nanog-mCitrine foci and miR-430 

transcription bodies. ............................................................................................... 208 

Appendix Figure 7.14 Excitation (EX) and emission (EM) wavelength spectra of 

GeneTools blue MO, mCitrine, and mCherry fluorophores. .................................. 209 

Appendix Figure 7.15 High central AAT pattern. .................................................... 210 

Appendix Figure 7.16 Comparison of 40x and 63x objective for AAT-FRET 

measurements. ........................................................................................................ 211 

Appendix Figure 7.17 Effect of deyolking and mounting media on control versus 

biological interactions (accompanies Figure 5.12). ................................................ 212 

 

  

file:///C:/Users/s1611128/Documents/Julia/writing/final_corrections%20190923.docx%23_Toc146018604
file:///C:/Users/s1611128/Documents/Julia/writing/final_corrections%20190923.docx%23_Toc146018612


   
 

xviii 
 

List of Tables 

Table 1.1 Overview of selected TF families and their DNA binding characteristics . 3 

Table 2.1 RT PCR primers with overhangs ................................................................ 48 

Table 2.2 Colony PCR reagents.................................................................................. 48 

Table 2.3 TOPO colony PCR primers ......................................................................... 48 

Table 2.4 Colony PCR program .................................................................................. 49 

Table 2.5 TOPO Sequencing primers ........................................................................ 49 

Table 2.6 TOPO digestion reaction mix .................................................................... 50 

Table 2.7 pCS2+ Ligation Reaction ............................................................................ 50 

Table 2.8 pCS2+ colony PCR primers ........................................................................ 50 

Table 2.9 pCS2+ Sequencing primers ........................................................................ 51 

Table 2.10 mCitrine QC primers ................................................................................ 53 

Table 2.11 QC PCR reagents ...................................................................................... 53 

Table 2.12 QC PCR program ...................................................................................... 54 

Table 2.13 In vitro transcription reagents ................................................................ 56 

Table 2.14 Tail fin Lysis buffer ................................................................................... 57 

Table 2.15 Primers for MZ mutant genotyping PCR ................................................. 57 

Table 2.16 MyTaq PCR reagents for MZ mutant genotyping ................................... 57 

Table 2.17 MyTaq PCR program ................................................................................ 58 

Table 2.18 DreamTaq Green PCR reagents for MZ mutant genotyping .................. 58 

Table 2.19 DreamTaq Green PCR program ............................................................... 58 

Table 2.20 MZnanog NdeI restriction digestion reaction ........................................ 58 

Table 2.21 MZ mutant -/- rescue classes .................................................................. 60 

Table 2.22 Deyolking buffer ...................................................................................... 62 

Table 2.23 Deyolking wash buffer ............................................................................ 62 

Table 2.24 Block buffer.............................................................................................. 63 

Table 3.1 Examples of applications of FCS to study TF diffusion ............................. 86 

Table 3.2 Examples of applications of FCCS to study TF diffusion ........................... 90 

Table 4.1 Summary of intensity-based FRET techniques used in these experiments

 .................................................................................................................................. 122 



   
 

xix 
 

Appendix Table 7.1 P-values for Figure 3.1 ............................................................ 192 

Appendix Table 7.2 Average MW AAT and MW mfD values for AAT-FRET 

measurements to test WT and DBD mutant Nanog and Sox19b interactions in 

HeLa cells (Figure 5.3,Figure 5.4) ............................................................................ 205 

Appendix Table 7.3 p-values for AAT-FRET measurements to test WT and DBD 

mutant Nanog and Sox19b interactions in HeLa cells (Figure 5.3,Figure 5.4)....... 205 

Appendix Table 7.4 Average MW AAT values for AAT-FRET measurements to 

compare embryo preparation and laser excitation (Figure 5.12 + Appendix Figure 

7.17) ......................................................................................................................... 213 

Appendix Table 7.5 p-values for Appendix Table 7.4 ............................................. 213 

 

List of Equations 

Equation 1.1 Autocorrelation equation. ................................................................... 24 

Equation 1.2 3D Triplet diffusion model, from Picoquant SymPhoTime software. 25 

Equation 1.3 Cross-correlation equations relative to the A) green B) red channel. 

Where Ig, Ir are the green/red fluorescence intensity, t is time, τ is the lag-time. ..... 29 

Equation 1.4 Relative Cross-Correlation Amplitude, relative to the A) green B) red 

channel. ...................................................................................................................... 30 

Equation 1.5 Average Arrival Time, AAT, per pixel. ................................................. 33 

Equation 1.6 Minimum Fraction of Donor Interaction, mfD, per pixel. .................. 33 

Equation 2.1 Coefficient of variation of average nuclear intensities per embryo .. 67 

Equation 2.2 Relationship of ACF amplitude with number of particles (N) in the 

OVE (Veff) .................................................................................................................... 72 

Equation 2.3 Estimation of nuclear PTF concentration ............................................ 72 

Equation 2.4 Mean weighted AAT per nucleus ........................................................ 76 

Equation 2.5 Minimum Fraction of Donor Interaction, mfD, per pixel. .................. 76 

Equation 2.6 Intensity-based FRET Efficiency. .......................................................... 77 

Equation 2.7 Lifetime-based FRET Efficiency. ........................................................... 77 

Equation 2.8 Intensity-based apparent FRET Efficiency. ......................................... 77 



   
 

xx 
 

 

  



   
 

xxi 
 

List of Abbreviations 

CCD, EMCCD  Charge-coupled device (electron multiplying) 

2D/3D  Two-/three-dimensional  

AAT  Average arrival time  

AccPb  Acceptor photobleaching  

ACF, G(τ)  Autocorrelation function  

AD  Activation domain  

APD  Avalanche photodiode  

AU  Airy unit  

b.r.  Biological replicate  

Bi-FC  Bimolecular fluorescence complementation  

blue miR-430 MO  Genetools blue-tagged mir-430 morpholino  

bp  Base pairs  

BSA  Bovine serum albumin  

CCF  Cross-correlation function  

Cryo-EM  Cryo-electron microscopy  

cv2  Coefficient of variation   

DBD  DNA binding domain  

DMEM  Dulbecco's modified eagle medium  

DNA  Dioxyribonucleic acid  

E3  Embryo medium  

EMSA  Electrophoretic mobility shift assay  

ESC, mESC (Mouse) embryonic stem cell  

EtBr  Ethidium bromide  

FCCS  Fluorescence cross-correlation spectroscopy  

FCS  Fluorescence correlation spectroscopy  

FLIM  Fluorescence lifetime imaging microscopy  

FOV  Field of view  

FRAP  Fluorescence recovery after photobleaching  

FRET, smFRET, SE-
FRET 

(Sensitised Emission) (single molecule) Foerster 
Resonance Energy Transfer  

GaAsP  Gallium arsenide phosphide  

GFP, (m)eGFP, paGFP Green fluorescent protein (monomeric) (enhanced) 
(photoactivatable) 

HEPES  4-2-hydroxyethylpiperazine-1-ethanesulfonic acid  

HMG  High mobility group DNA binding domain  

HOM  Homeodomain DNA binding domain  

hpf  Hours post fertilisation  

Hz  Hertz  

IDR  Intrinsically disordered region  

IRF  Instrument response function  



   
 

xxii 
 

LMP agarose  Low melting point agarose  

mfD  Minimum fraction of interacting donor  

MO  Morpholino  

MW  Mean weighted   

MZ; MZnps;  
MZnanog;MZspg793; 
MZsox19b  

Maternal-zygotic; Nanog, Pou5f3, Sox19b triple mutant;   
Nanog mutant; Pou5f3 mutant; Sox19b mutant  

Mzt  Maternal-to-zygotic transition  

N:c ratio  Nuclear-to-cytoplasmic ratio  

NA Numerical aperture  

O/n  Overnight  

OVE Observation volume element  

PAPA Proximity-assisted photoactivation  

PBS Phosphate buffered saline  

Pen/strep  Penicillin/streptomycin  

PFA Paraformaldehyde  

PMT Photomultiplier tube  

Pol II  RNA Polymerase II  

PSF  Point spread function  

PSN  Pouf53, sox19b, nanog  

Px  Pixel  

RCCA  Relative cross-correlation amplitude  

RFP, mRFP  Red fluorescent protein (monomeric) 

RNA, mRNA  (Messenger) ribonucleic acid  

ROI  Region of interest  

SMT  Single molecule tracking  

SNR  Signal-to-noise ratio  

SPAD  Single photon avalanche diode  

SPIM  Singe plane illumination microscopy  

Stdev  Standard deviation  

TCSPC  Time-correlated single photon counting  

TF, PTF  (Pioneer) Transcription factor  

W(R)  Tryptophan (repeat)  

WLL  White light laser  

WT Wild-type  

ZGA  Zygotic genome activation  

κ  Structural parameter of confocal volume  

ρ(slow/fast)  Proportion (slow/fast component)  

τ  Fluorescence lifetime  

τD(slow/fast)  Diffusion time (slow/fast component)  

τTrip  Triplet time  
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1 Introduction 
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Development of multicellular organisms from a single cell requires the specification 

of cell types (Waddington, 1942), by the expression of distinct sets of genes with 

spatial and temporal precision. Controlling the onset of new transcriptional 

programmes is regulated by an interplay of different factors, including the 

concentration of specific transcription factors (TFs) and chromatin organisation 

(Gonzalez-Sandoval and Gasser, 2016). A key example is the reprogramming of 

differentiated cells such as fibroblasts to become pluripotent stem cells, induced by 

the expression of master TFs OCT4, KLF4, SOX2, and C-MYC (Takahashi and 

Yamanaka, 2006). 

1.1 Transcription factors  

TFs are proteins which regulate transcription through their binding to target DNA 

sequence motifs  at regulatory elements such as promoters and enhancers (Isbel et 

al., 2022). They then recruit cofactors to modify chromatin and recruit RNA 

polymerase II (Pol II). TFs families are defined by their DNA binding domain (DBD), 

which typically recognise 6-12 base pairs (bp) (Bilu and Barkai, 2005). TFs will have a 

specific binding affinity for different DNA motifs (Grossman et al., 2017). Besides 

their DBDs, other features allow them to recognise and bind sequences in different 

ways. For example,  TFs of the hormone receptor family, such as the glucocorticoid 

receptor, respond directly to signalling, while others like basic helix-loop-helix 

(bHLH) TFs such as TWIST1 require dimerisation (Table 1.1,(Auer et al., 2020)). 
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Table 1.1 Overview of selected TF families and their DNA binding characteristics 

 taken from (Auer et al., 2020). 

TF DNA-
binding 
domains 

Structural basis for DNA 
binding 

Examples References 

Helix-
turn-helix 

This motif consists of four α-
helices and an N-terminal 
flexible arm. The third α-helix 
forms base-specific contacts 
with the major groove of the 
DNA. The N-terminal flexible 
arm interacts with the minor 
groove of DNA in a sequence-
specific manner. The turn 
between the first and second 
helix interacts with the DNA 
backbone. 

PAX genes (e.g. 
PAX6), POU genes 
(e.g. OCT4), HOX 
genes (e.g. 
HOXA1), DUX 
genes (e.g. DUX4), 
SOX genes (e.g. 
SOX2) 

(Gruschus et al., 
1997, Holland et al., 
2007, Kissinger et al., 
1990, Qian et al., 
1993) 

C2H2-zinc 
finger 

The zinc finger domain 
contains a β-sheet and an α-
helix, stabilised by a zinc ion 
between them. Three amino 
acid residues in the α-helix 
bind a DNA major-groove 
triplet. Multiple zinc finger 
domains allow binding of 
extended DNA sequences. 

CTCF, PRDM1, GLI 
genes (e.g. GLI 1), 
MTF genes (e.g. 
MTF-1), ZAS 
family (e.g. 
HIVEP1) 

(Chen et al., 1999, 
Elrod-Erickson et al., 
1996, Keller and 
Maniatis, 1992, Klug, 
1999, Maekawa et al., 
1989, Najafabadi et 
al., 2015, Pavletich 
and Pabo, 1991, 
Pavletich and Pabo, 
1993, Radtke et al., 
1993) 

Basic 
Helix loop 
helix 

These contain two 
amphipathic α-helices 
separated by a linker region 
(the loop), which can be of 
variable length. TFs 
containing this domain can 
form both homo- and 
heterodimers via interactions 
between the hydrophobic 
residues on the 
corresponding surfaces of the 
two helices. 

TCF class (e.g. 
TCF4), MYC family 
(e.g. c-MYC), MYF 
genes (e.g. 
MYOD1), AS-C 
genes (e.g. MASH-
1) 
 

(Cao et al., 2002, 
Davis et al., 1990, 
Davis et al., 1987, 
Krause et al., 1990, 
Meredith and 
Johnson, 2000, Murre 
et al., 1989, Sun and 
Baltimore, 1991) 

Basic 
leucine 
zipper 

The TFs bind to DNA via basic 
‘arms’ adjacent to the leucine 
zipper protein dimerization 
domain. Dimerization, 
whereby the leucine residue 

AP-1 genes (e.g. 
FOS, JUN, CRE 
genes e.g. CREB4), 
C/EBPA, BACH 
genes (e.g. 

(Bohmann et al., 
1987, Dang et al., 
2008, Ellenberger et 
al., 1992, Landschulz 
et al., 1988, O'Shea et 
al., 1991, Oyake et al., 
1996, Petrovick et al., 
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interactions between the 
right-handed amphipathic α-
helices of the two 
dimerization domains form a 
coiled-coil dimer, is key to 
DNA binding and 
transcriptional regulation. TFs 
can form homo- or 
heterodimers. 

BACH1), c-MYC, 
GCN4 

1998, Sassone-Corsi 
et al., 1988) 

Nuclear 
hormone 
(steroid) 
receptor 

Receptor TFs bear a 
conserved DNA-binding 
region and specific hormone-
binding region at the C 
termini. Ligand binding can 
cause nucleo-cytoplasmic 
translocation and affect the 
ability of these TFs to bind 
DNA. The α-helices of the 
DNA-binding domain contact 
DNA half sites. Homo- or 
heterodimers regulate 
transcription as co-activating 
or co-repressing complexes.  

Homodimeric: 
Glucocorticoid 
Receptor, 
Mineralcorticoid 
Receptor, 
Progesterone 
Receptor, 
Estrogen 
Receptor, 
Androgen 
Receptor, 
Triiodothyronine 
Receptor 
Heterodimeric: 
Retinoic X 
Receptor, Retinoic 
Acid Receptor 
genes (RAR-α,β,γ), 
Vitamin D 
Receptor 

(Chandra et al., 2008, 
Giguere et al., 1987, 
Green et al., 1986, 
Hollenberg et al., 
1985, Lippman et al., 
1973, Luisi et al., 
1991, Mangelsdorf et 
al., 1990, Miesfeld et 
al., 1986, Petkovich et 
al., 1987) 

1.1.1 Searching for binding sites in chromatin 

A TF’s mode of target-site search, DNA binding kinetics and residence time affect 

transcription dynamics. DNA binding kinetics are affected by factors such as the 

relative concentration of TF and target site, and their binding affinity (Levine, 2010). 

TFs have individual target site search dynamics (i.e. sampling the nucleus to 

different extents by non-specific binding), which can depend on the chromatin state 

of the target (Izeddin et al., 2014) (section 1.2). In general, TF diffuse in the nucleus 

and undergo transient, perhaps electrostatic, interactions with chromatin, to search 

for their cognate DNA binding sites (Figure 1.1A) (Chen et al., 2014b, Elf et al., 2007, 

Liu et al., 2014a, Slutsky and Mirny, 2004, Voss et al., 2011, Vukojevic et al., 2010). 
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These transient TF-DNA interactions have been studied by microscopy techniques 

such as Fluorescence Correlation Spectroscopy (FCS) and Single Molecule Tracking 

(SMT), which can measure the fraction and speed of diffusing TF molecules. More 

detail on microscopy techniques used to study TF-chromatin binding dynamics can 

be found in sections 1.3.2-1.3.3. 

  

A 

B 

C  

Figure 1.1 Transcription factor DNA binding dynamics and TF-TF interactions.  

A) Transcription factors (TFs, light green) diffuse around the nucleus, and transiently 

bind to DNA by e.g. non-specific electrostatic interactions to search for their binding 

site in chromatin  (Chen et al., 2014b, Elf et al., 2007, Liu et al., 2014a, Slutsky and 

Mirny, 2004, Voss et al., 2011, Vukojevic et al., 2010). B) TFs bind specifically to their 

cognate DNA motif, with seconds-range residence times (Chen et al., 2014a, Gebhardt 

et al., 2013, Mazza et al., 2012, Raccaud et al., 2019). C) TF binding affinity and 

location are modulated by other TFs (Spitz and Furlong, 2012). TFs may dimerise 

(Vamosi et al., 2008) or co-bind adjacent motifs (blue) (Boyer et al., 2005), jointly 

compete with histones by simultaneous transient binding (dark green) (Miller and 

Widom, 2003, Voss et al., 2011), or bind hierarchically with a master TF followed by a 

tissue-specific TF (pink) (Mullen et al., 2011, Ravasi et al., 2010). 
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By contrast, specific binding interactions between the TF and the DNA target site 

are mediated by recognition of DNA bases by weak dipole interactions, as well as 

DNA shape (Rohs et al., 2010). Seconds-range TF residence times have been defined 

by SMT and Fluorescence Recovery After Photobleaching (FRAP) (Figure 1.1B) (Chen 

et al., 2014a, Chen et al., 2022, Gebhardt et al., 2013, Izeddin et al., 2014, Mazza et 

al., 2012, Raccaud et al., 2019), reviewed in (Auer et al., 2020, Liu and Tjian, 2018). 

Mutations to the DBD of p65 altering only slow DNA binding dynamics (Callegari et 

al., 2019) support the notion that cognate site search and binding are independent 

processes. It is likely that TF-chromatin binding dynamics do not always fall within 

the discrete categories of slow and fast diffusion, as for example SMT of CTCF and 

FOXA1 suggested better fitting by a power-law (Garcia et al., 2021). In terms of 

function, however, transcription seems to scale with TF residence time, rather than 

occupancy (Callegari et al., 2019, Trojanowski et al., 2022).  

1.1.1.1 Transcription Factor interactions 

The activity of multiple TFs is integrated in Gene Regulatory Networks (GRNs) to 

drive cell-type specific transcriptional programmes. The interplay of TFs is therefore 

a key part of their function (reviewed in (Spitz and Furlong, 2012)). The network of 

direct and indirect interactions within each cell’s complement of TFs tunes gene 

expression by modulating TF target site search and binding kinetics. A further aspect 

is the extent to which DNA motif grammar (i.e. the relative position of motifs) 

facilitates TF interactions in the assembly of TFs at a regulatory element, versus TFs 

themselves acting as a scaffold, (reviewed in (Spitz and Furlong, 2012)). Models 

range from the enhanceosome, in which the DNA motif positions dictate TF 

interactions, or the billboard, where a subset of motifs with less constrained 

positions is bound, to a more combinatory model of TF interactions and DNA 

together acting as a scaffold.  

This means that overlapping spatiotemporal domains of TF expression can lead to 

developmental patterning, as studied extensively in Drosophila segmentation (Ip et 

al., 1992, Stanojevic et al., 1991). Yet how TF interactions regulate gene expression 
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depends on the individual and combinatorial function of TFs, in the context of 

chromatin (section 1.2). For example, some TFs may act as broadly-expressed 

facilitators for narrowly-expressed specifiers (Ravasi et al., 2010), or as master TFs 

recruiting cell-type specific TFs (Mullen et al., 2011).  

1.1.1.2 Modes of TF-TF interactions 

TFs can dimerise via their activation domain (AD) to form heterodimers, e.g 

FOS/JUN (Pernus and Langowski, 2015, Vamosi et al., 2008) and RAR/RXR (Reho et 

al., 2020), or homodimers including FOS (Szaloki et al., 2015) and OLIG2 (Oasa et al., 

2020) (Figure 1.1C). These examples have been studied by Fluorescence Cross-

Correlation Spectroscopy (FCCS) and Foerster Resonance Energy Transfer (FRET) 

(see sections 1.3.4,1.3.5,1.3.6 for more detail). In vitro techniques such as gel shift 

assays have also been used to show that PAX6 and SOX2 form a complex on the DC5 

eye enhancer (Kamachi et al., 2001). Intrinsically disordered regions (IDRs) may also 

mediate TF interactions with varying degrees of specificity, depending on the 

ordered nature of the partner’s binding domain (reviewed in (Ferrie et al., 2022)). 

For example, NANOG may oligomerise via its C-terminal IDR (Choi et al., 2022).  

While static techniques like ChIP-seq can highlight TF occupancy at adjacent 

cognate sites (e.g. SOX2, OCT4, and NANOG in embryonic stem cells (ESCs) (Boyer et 

al., 2005)), co-occupancy does not always translate to direct interactions. TFs may 

bind sequentially (Figure 1.1C), such as SMAD2/3 being recruited by OCT4, MYOD1, 

or PU.1 (Mullen et al., 2011), and SOX factors recruiting β-catenin (Mukherjee et al., 

2022a). A TF such as HMGI may facilitate others’ binding by causing DNA 

architecture to change (Falvo et al., 1995) or increasing chromatin accessibility 

(Mullen et al., 2011). In other cases, TFs can help each other to bind by each 

interacting with DNA transiently (Figure 1.1C); the high dissociation rate of one TF 

creates an opportunity for others to bind. This has been described in the assisted 

loading model, such as the Estrogen Receptor pBox protein binding to the 

Glucocorticoid Response Element after the Glucocorticoid Receptor bound there 

transiently to recruit the SWI/SNF (BAF) chromatin remodelling complex (Voss et al., 
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2011). Similarly in the collaborative competition model, LexA, TetR and Gcn-4 TFs 

jointly compete with histones (Miller and Widom, 2003). Finally, cofactors such as 

p300 or the Mediator complex could bridge TF interactions (Merika et al., 1998, 

Spitz and Furlong, 2012). 

1.1.1.3 Function of TF-TF interactions 

TF interactions affect levels and specificity of gene expression by modulating each-

others’ binding kinetics, for example by changing their affinity for a DNA binding 

site. The loss of transcriptional activation, but not binding, upon removal of p65’s 

AD, suggests that direct TF interactions may increase transcriptional activation by 

extending TF residence times (Callegari et al., 2019, Trojanowski et al., 2022). IDR 

interactions can also facilitate DNA target search and binding, perhaps by local 

increases in TF concentration, as seen for Bicoid binding to low affinity sites in 

Drosophila embryos (Mir et al., 2017). A TF’s motif affinity or binding specificity can 

further be partner-dependent, such as Hox TFs modulating Extradenticle specificity 

along the Drosophila Anterior-Posterior axis (Slattery et al., 2011). This allows 

different combinations of TFs to work together at tissue-specific enhancers to 

ensure correct patterns of gene expression. One example of this is OCT4 partnering 

with SOX2 in pluripotent cells, then switching to SOX17 to specify endoderm (Aksoy 

et al., 2013). In Drosophila, pMAD binds with Tinman in the dorsal mesoderm, but 

with Scalloped in the wing imaginal disc (Guss et al., 2001, Lee and Frasch, 2005, Xu 

et al., 1998). This partner-dependent TF activity can even be harnessed in 

reprogramming, as co-expression of ATOH1 with GFI1 and POU4F3 turns it into a 

specifier for inner ear hair cells rather than neuronal cells (Costa et al., 2022).  

Expression patterns also involve TFs competing for the same motifs, such as KLF4 

and ZFP281 driving opposing mESC states (Hu et al., 2022). In limb bud 

development, Shh expression levels and domains are fine-tuned by the 

combinatorial action of activating TFs ETS1/GABPA and repressing TFs ETV4/5 on 

the ZRS enhancer (Lettice et al., 2012).  
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Yet as detailed, interacting TFs need neither have the same activity, nor bind 

together. Indirect or hierarchical TF interactions often involve a master TF causing 

changes to chromatin accessibility and recruiting specific TFs (e.g. SMAD2/3 

recruited by OCT4, MYOD1, or PU.1 in different cell types (Mullen et al., 2011)), or 

priming a region for later occupancy by specific TFs (e.g. SOX2 is replaced by SOX4 

in pre-B cells (Liber et al., 2010), and FOXA1 replaces FOXD3 in endoderm 

differentiation from ESCs (Xu et al., 2009)). Early in reprogramming these TFs may 

also collaborate, as OCT4, SOX2, and KLF4 are enriched at co-bound reprogramming 

genes in closed chromatin (Soufi et al., 2012). However, these interactions are 

context-dependent, as SOX2 increases OCT4 chromatin binding in ESCs (Biddle et 

al., 2019, Chen et al., 2014a), whereas OCT4 may facilitate SOX2 binding only to 

nucleosomal targets (Li et al., 2019). Thus, TF interactions, such as master TFs 

facilitating the binding of cell-type specific TFs, can kick-start specification by 

modulating the chromatin context. Further direct and indirect TF interactions, 

between cell-type specific combinations, then continue to drive GRNs to achieve 

differentiation.   

1.1.2 TF Chromatin Sensitivity 

Although the number of TF molecules in a nucleus has been shown to exceed the 

number of binding sites by a factor of 10 (MacQuarrie et al., 2011, Simicevic et al., 

2013), most binding sites remain unbound (Hansen et al., 2012, Slattery et al., 

2014). TF binding specificity must depend on factors in addition to DNA binding 

affinity and TF concentration (Isbel et al., 2022). Global and local chromatin 

accessibility will make some binding sites more available for binding (section 1.2) – 

most TFs preferentially bind to ‘open’ chromatin (Liu et al., 2017). However, TF 

sensitivity to chromatin varies not only between TFs, but also for the motifs bound 

by a TF.  

Chromatin sensitivity is the affinity of a TF for a binding site within a nucleosome 

(Isbel et al., 2022). Only about 4 consecutive bp of DNA wrapped around a 

nucleosome are solvent-facing, so less than 10% of nucleosomal DNA is accessible 
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(Matsumoto et al., 2019, Michael and Thoma, 2021). TF binding will therefore be 

sensitive to nucleosome positioning - most TFs can bind their motif at the entry/exit 

sites of nucleosomes (Zhu et al., 2018) where nucleosome breathing (spontaneous 

unwrapping) exposes DNA motifs most (Li et al., 2005, Li and Widom, 2004, Polach 

and Widom, 1995). Further, TF structure determines how much unwrapping needs 

to happen to reduce steric hindrance between TF and histones, and the impact of 

motif position and orientation (Donovan et al., 2023, Tims et al., 2011). Gal4, a zinc 

finger (znf) protein which contacts DNA in the major groove, binds with higher 

affinity at sites further outside nucleosome as measured by single molecule FRET 

(smFRET) and Electrophoretic Mobility Shift Assay (EMSA) (Donovan et al., 2023). 

Simulations suggest that ordered binding of first SOX2 (contacting the minor 

groove) then OCT4 (contacting the major groove), to adjacent nucleosomal motifs, 

is kinetically favoured by taking advantage of nucleosome breathing at entry-exit 

site (Kulic and Schiessel, 2008, Mondal et al., 2022). Accordingly, fewer TFs can bind 

at the dyad, or bind periodically to exposed parts of a motif (Michael and Thoma, 

2021). This speaks to the importance of factors able to make chromatin accessible 

for transcription – nucleosome remodelers and pioneer TFs. 

1.1.3 Pioneer transcription factors 

Pioneer transcription factors (PTFs) can bind their motifs when these are packaged 

into nucleosomes and can make chromatin more accessible for other TFs either by 

direct action or by recruiting chromatin remodelers. PTFs regulate changes to 

transcriptional programmes during differentiation, reprogramming, or in response 

to environmental signals (Larson et al., 2021, Zaret, 2020). In early mouse 

embryogenesis, chromatin accessibility increases concomitantly with increasing 

OCT4 and SOX2 chromatin binding stability (Gao et al., 2018, Ladstatter and 

Tachibana, 2019, Li et al., 2018, Wu et al., 2016), and OCT4 was shown to increase 

accessibility in the 8-cell embryo (Lu et al., 2016). Further, chromatin accessibility is 

sensitive to OCT4 and SOX2 levels, which influences ESC differentiation (Strebinger 

et al., 2019).  
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1.1.3.1 Nucleosome engagement 

PTFs seem to have unique properties, affected by how they engage with 

nucleosomal DNA target sites, while avoiding steric hindrance from histones and 

the other DNA gyre. DBD, motif position, interactions and co-factors all influence 

PTF-nucleosome interactions. Figure 1.2A, taken from (Luzete-Monteiro and Zaret, 

2022), outlines modes of nucleosome binding exhibited by known PTFs. For 

example, the small DBD of homeodomain and forkhead TFs binds in individual DNA 

grooves, to allow the binding of periodic motifs (Michael and Thoma, 2021, Zhu et 

al., 2018). PTFs like OCT4, which has two DBDs connected by a flexible linker, can 

even span across DNA gyres to bind motifs in both simultaneously (Zhu et al., 2018). 

SOX family TFs prefer binding to the dyad, avoiding clashes as here only one gyre of 

DNA is wound – and perhaps aiding the DNA distorting activity of SOX factors 

(Dodonova et al., 2020, Donovan et al., 2019, Michael et al., 2020). Finally, the 

entry-exit region of nucleosomes is preferred by many PTFs and non-pioneer TFs as 

nucleosome breathing aids binding – particularly for bHLH and basic leucine-zipper 

(bZIP) PTFs with larger DBD α -helices (Luzete-Monteiro and Zaret, 2022, Michael 

and Thoma, 2021). OCT4 can additionally bind at the entry-exit site, showing that 

PTFs have flexible binding behaviour dependent on motif position and orientation 

as well as interaction partners. For example, OCT4 and SOX2 can bind nucleosomes 

both at periodic motifs and the dyad, and OCT4 also binds the entry-exit site 

(Michael and Thoma, 2021).  

Outward facing sequence motifs are commonly preferred - including by GATA3, 

SOX2, OCT4, p53, and Rap1 - to prevent clashing with histones or the adjacent DNA 

gyre (Mivelaz et al., 2020, Roberts et al., 2021, Tan and Takada, 2020, Yu and Buck, 

2019). Indeed, DBDs with short α-helices help PTFs to easily contact DNA at the 

outer nucleosome surface (Fernandez Garcia et al., 2019, Luzete-Monteiro and 

Zaret, 2022). Some PTFs, such as ETX and CREB-bZIP, may further require a specific 

motif orientation to avoid steric hindrance between its non-DBD domains and the 

nucleosome (Zhu et al., 2018).  
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Flexibility in motif binding is advantageous. For example, OCT4 and KLF4 can engage 

with partial motifs. OCT4 binds a partial motif on nucleosomes with its POU-specific 

(POUs) DBD, while the second homeodomain DBD (POUHD) remains unbound (Figure 

1.2B) (Michael et al., 2020, Soufi et al., 2015). Accordingly, OCT4 can bind motifs 

irrespective of their position or orientation (Li et al., 2019).  SOX2 and C-MYC are 

able bind flexibly to degenerate or incomplete motifs by having DBDs which remain 

disordered when unbound. This may reduce steric clashes between the partially 

unbound DBD and the nucleosome (Luzete-Monteiro and Zaret, 2022, Michael et 

al., 2020, Nishimura et al., 2020, Soufi et al., 2015). This suggests that some PTFs 

may be more effective at binding to nucleosomes than others. Homeodomain PTFs 

may for example help PTFs with DBDs lacking the aforementioned α-helices 

(Fernandez Garcia et al., 2019).  
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Figure 1.2 PTF nucleosome binding and opening.  

A) The mode of PTF-nucleosome engagement depends on the DNA binding domain 

(DBD), motif position, and interaction partners (Luzete-Monteiro and Zaret, 2022). 

Homeodomain and forkhead domain PTFs can bind periodically due to small DBDs, 

while SOX factors prefer to bind at the dyad perhaps to avoid steric clashes with an 

adjacent DNA gyre for DNA distortion. Base helix-loop-helix (bHLH) and basic 

leucine-zipper (bZIP) PTFs - and some TFs - bind at the entry-exit site, where there 

are fewer clashes with histones/ DNA gyres. (cont. over page) 
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Other PTFs (e.g. PU.1) are able to bind linker DNA (Frederick et al., 2023) or contact 

histones (e.g. OCT4 (Tan and Takada, 2020)). PTFs may also contact multiple motifs, 

or partial motifs, using one or multiple DBDs. Figure taken from (Luzete-Monteiro 

and Zaret, 2022). B) PTFs may directly open nucleosomes by stabilising transiently 

unwrapped states, or by distorting DNA, but often require additional PTFs or 

chromatin remodelers (Luzete-Monteiro and Zaret, 2022). Figure taken from 

(Michael and Thoma, 2021).  C) PTFs with a winged-helix domain similar to the 

linker histone, such as FOXA1 and FOXH1, can displace linker histones decompact 

nucleosome arrays (Iwafuchi-Doi et al., 2016, Pluta et al., 2022). Figure adapted 

from (Iwafuchi-Doi et al., 2016).   

1.1.3.2 Opening nucleosomes 

PTFs also have very different effects on the nucleosome. Nucleosomes may be 

destabilised simply by PTFs competing with histones for DNA binding, explaining 

why increasing the concentration of some PTFs extends their pioneering activity 

(Hansen and Cohen, 2022, Minderjahn et al., 2020). FOXA1 and FOXH1 can bind 

nucleosome arrays and displace linker histones, due to their winged-helix domain 

(Figure 1.2C) (Cirillo et al., 1998, Iwafuchi-Doi et al., 2016, Pluta et al., 2022). 

Binding of other PTFs such as SOX2 have been shown to actively distort DNA 

(Dodonova et al., 2020, Michael and Thoma, 2021) or stabilise transient unwrapping 

(Donovan et al., 2019) (Figure 1.2B). However, NF-kB unwraps nucleosomes without 

destabilising these (Stormberg et al., 2021). GAF seems to have a unique pioneering 

activity, independent of chromatin remodelers, which perhaps relates to its 

oligomerisation and extremely long - 2 minute - chromatin binding residence time 

(Tang et al., 2022).  

This suggests that PTFs must generally interact with other PTFs, non-pioneer TFs, 

and/or chromatin remodelers, especially to engage with nucleosome arrays and 

make chromatin accessible. Removal or inactivation of remodelers reduces PTF 

binding and accessibility – as shown for OCT4-SOX2 and REST upon BAF removal 

(Barisic et al., 2019, King and Klose, 2017). Similarly, while PU.1 co-operates with 
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the PTF CEBPA to bind nucleosomes, it must recruit cBAF to decompact chromatin 

in an ATP-dependent manner (Frederick et al., 2023). 

The loss of chromatin accessibility upon acute removal of OCT4 (Friman et al., 2019) 

or BAF (Iurlaro et al., 2021, Schick et al., 2021) further suggests that both PTFs and 

remodelers are required continuously, and act dynamically (Isbel et al., 2022). The 

study of PTF-nucleosome binding is mostly limited to in vitro work, measuring 

binding dynamics to reconstituted nucleosomes (Soufi et al., 2015) or analysing the 

bound structure of PTFs with nucleosomes (Dodonova et al., 2020, Michael et al., 

2020). This also brings with it a significant trade-off between high resolution, using 

cryo-EM and crystallography, or kinetic information using SPT and FRET in vitro. 

Thus, studying PTF-nucleosome engagement in the different chromatin contexts 

found in live cells remains challenging. 

1.2 Transcription Factors regulate cell identity, in a 

chromatin context 

1.2.1 Chromatin accessibility 

Global and local chromatin organisation are major factors affecting TF-chromatin 

binding, and thereby transcriptional activation (Mansisidor and Risca, 2022). For 

example, the incorporation of histone variants into nucleosomes affects the 

availability of specific sequences for transcription factor binding (section 1.1.2). Less 

stable H2AZ and H3.3-containing nucleosomesare enriched at the transcription start 

site (TSS) and are associated with high accessibility (Figure 1.3C) (Brahma and 

Henikoff, 2019, Henikoff, 2008, Henikoff, 2009, Kubik et al., 2015, Xi et al., 2011). 

Nucleosome spacing and turnover are defined by factors such as linker histone 

levels (Fan et al., 2005), histone stability (Henikoff, 2008) and nucleosome 

remodelers (Zilberman et al., 2008).  

Chromatin accessibility and transcription also correlate with histone modifications 

(Figure 1.3C,D). Acetylation of histone H3, for example, is associated with 

nucleosome remodelling to provide access for TFs at active regulatory elements 
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(Lee et al., 1993). Acetyl and methyl groups are deposited by histone 

acetyltransferases (HATs) such as p300 (Dyson and Wright, 2016) and histone 

methyltransferases (HMTs), themselves recruited by TFs (Greer and Shi, 2012). 

Active promoters and enhancers are acetylated at histone 3, lysine 27 (H3K27ac), 

lysine 9 (H3K9ac), and lysine 122 (H3K122ac), while H3 lysine 4 is tri-methylated at 

promoters (H3K4me3) and mono-methylated at enhancers (H3K4me1) (Millan-

Zambrano et al., 2022, Pradeepa et al., 2016). Actively transcribed gene bodies are 

marked by tri-methylation of H3 lysine 36 (H3K36me3) (Millan-Zambrano et al., 

2022). The combination of histone modifications is interpreted via proteins such as 

BRD4, which is a ‘reader’ of acetylation and recruits the core transcriptional 

machinery (Jang et al., 2005). 

 
Figure 1.3 Global and local chromatin organisation.  

A) Chromatin is organised to into A (green) and B (red) compartments within the 

nucleus which reflect more permeable, transcriptionally active, euchromatin and 

impermeable, inactive, heterochromatin domains, respectively (Gonzalez-Sandoval 

and Gasser, 2016, Klemm et al., 2019, Mansisidor and Risca, 2022). (cont. over page)  
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1.2.2 Chromatin organisation 

Local changes to accessibility happen in a global chromatin context to impact 

transcription (Figure 1.3). While nucleosome density may affect TF search dynamics 

(Kieffer-Kwon et al., 2017), the increasing number of TFs shown to interact with 

condensed mitotic chromosomes (e.g. SOX2 (Teves et al., 2016)) suggests that 

binding is affected by mechanisms in additio to local chromatin accessibility.  

This may include the global organisation of chromatin into more or less permeable 

compartments (Mansisidor and Risca, 2022), and long-range interactions such as 

enhancer-promoter loops (Bickmore, 2013). The former are also defined as ‘A’ and 

‘B’ compartments, or transcriptionally active euchromatin and repressed 

heterochromatin, respectively (Figure 1.3A) (Gonzalez-Sandoval and Gasser, 2016, 

B) Regulatory elements can be brought into contact to form topologically associated 

domains (TADs) by cohesin-mediated loop formation (Bickmore, 2013, Dixon et al., 

2012, Kane et al., 2022, Rao et al., 2017), which may allow cell-type specific 

enhancer-promoter contacts and could mediate transcriptional ‘microenvironments’ 

(Boija et al., 2018, Sabari et al., 2018b, Whyte et al., 2013). C) Within TADs, 

transcription factors (circles) and chromatin remodelers (stars) target gene 

regulatory elements (promoters in blue and enhancers in orange), to mediate 

changes in accessibility and deposit histone marks, and the recruitment of core 

transcriptional machinery for gene expression. Histone variants may also facilitate 

accessibility, for example H2A.Z and H3.3 at the Transcription Start Site (TSS, green 

arrow) (Brahma and Henikoff, 2019, Henikoff, 2008, Henikoff, 2009, Kubik et al., 

2015, Xi et al., 2011). D) i. Constitutive heterochromatin is most densely packed, 

marked by H3K9me2 and -me3, cross-linked by Heterochromatin Protein 1 (HP1) 

(Strom et al., 2021), and DNA is highly methylated. ii. Facultative heterochromatin 

can change accessibility during development, and may be organised into domains by 

polycomb repressive complex (PRC1) (Boyle et al., 2020, Illingworth, 2019, 

McLaughlin et al., 2019, Simon and Kingston, 2013).  
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Klemm et al., 2019)). Heterochromatin can come in different flavours, from very 

dense constitutive heterochromatin marked by Heterochromatin Protein 1 (HP1) 

deposited H3K9me2 and -me3 (Strom et al., 2021), to facultative heterochromatin 

which is more dynamic during development (Williamson et al., 2012) and organised 

by the repressive polycomb complexes PRC1 and PRC2 (Figure 1.3D) (Boyle et al., 

2020, Illingworth, 2019, McLaughlin et al., 2019, Simon and Kingston, 2013). Yet 

while most TFs do not bind in heterochromatin, chromatin compaction need not 

translate to lower accessibility (Illingworth, 2019, Mieczkowski et al., 2016, Mueller 

et al., 2017). Global chromatin organisation such as compartments may stabilise cell 

fate by controlling access for TFs (Soufi et al., 2012) while keeping certain regulatory 

elements poised for potential later activation. 

More locally, topologically associated domains (TADs) formed by cohesin mediated 

loop extrusion (Figure 1.3B) (Dixon et al., 2012, Kane et al., 2022, Rao et al., 2017) 

increase the probability of transcription-enhancing protein interactions by creating 

a local enrichment of regulatory elements and TF binding sites (Bickmore, 2013, 

Morey et al., 2009, Schoenfelder et al., 2010, Sutherland and Bickmore, 2009). 

Clustering of enhancers, TFs and transcriptional machinery has been observed by 

microscopy (Liu et al., 2014b, Liu and Tjian, 2018, Sabari et al., 2018a), and is 

proposed to enhance transcription in so-called ‘microenvironments’, although their 

formation, functionality, and relationship to TADs are controversial topics (Boija et 

al., 2018, Sabari et al., 2018b, Whyte et al., 2013). 

Changes in chromatin accessibility and structure have been described through 

differentiation and in development. For example, nucleosome clutches were shown 

to change size during ESC differentiation (Gomez-Garcia et al., 2021), and linker 

histone occupancy increases globally (Perez-Montero et al., 2013). The relationship 

between chromatin organisation and transcription is particularly obvious during 

zygotic genome activation (ZGA), when chromatin structure, modifications, and 

accessibility change globally and locally before widespread transcriptional onset (Liu 

et al., 2018b, Wu et al., 2016).  
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1.3 Measuring TF dynamics and interactions by quantitative 

microscopy  

To investigate the activity of TFs in precise developmental transitions, their DNA 

binding dynamics and interactions must be studied in the context of chromatin, in 

vivo. 

Fluorescence microscopy allows fluorophore-tagged molecules to be located in cells 

and tissues. A fluorophore can absorb a photon to enter the higher energy ‘excited’ 

state and, during its return to the lower energy ‘ground’ state, emits a fluorescent 

photon. This is visualised in Jablonski diagrams (Jablonski, 1933). Excitation and 

emission occur at defined wavelengths for each fluorophore. As the emitted photon 

has less energy, the wavelength of fluorescent light is longer than the excitation 

wavelength. The difference in excitation/emission wavelengths, termed Stokes 

Shift, is characteristic to each fluorophore (Stokes, 1852). The cycle of excitation 

and emission occurs until the fluorophore irreversibly enters a dark triplet state, 

called photobleaching (Rost, 1991). Though less bright and photostable than organic 

dyes, fluorescent proteins can be genetically encoded. The basic principle of 

fluorescence microscopes is to excite fluorophores in the sample using a laser 

(ideally at the peak of the fluorophore’s excitation wavelength spectrum). The 

emitted photons are then captured using filters set to transmit photons in a given 

wavelength range given by the fluorophore’s emission spectrum. These photons are 

then collected by detectors which convert the photons to electrons to create an 

image.  

1.3.1 Confocal microscopy 

High spatial and temporal resolution are needed to precisely localise and measure 

the movement of fluorescent molecules. A microscope’s resolution is defined as the 

smallest resolvable distance between two objects. As light spreads out when it 

travels, the image recorded represents a Point Spread Function (PSF) centred on the 

object emitting the fluorescence. The pattern of the PSF’s lateral intensity 
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distribution is described by an Airy pattern. The width of the PSF, or full width at 

half maximum (FWHM), determines the microscope’s resolution. Resolution is 

further limited to the wavelength of light (λ), and is inversely proportional to the 

numerical aperture (NA) of the microscope’s objective lens (Rayleigh criterion). The 

lateral resolution of a microscope is therefore calculated by 0.6 λ /NA. Confocal 

microscopes use pinholes to improve spatial resolution by focusing the laser beam 

onto a point in the specimen, and by excluding out-of-focus light emitted from the 

focal point in the specimen (Minsky, 1988, Petráň et al., 1968). The smaller 

resultant PSF means that lateral resolution is given by 0.4 λ /NA.  

 

Figure 1.4 Diagram of the ‘Pyramid of Frustration’ in live microscopy. 

Temporal and spatial resolution must be balanced with the signal-to-noise ratio 

(SNR), as well as the constraints of a live sample which must be protected from 

photobleaching – for example, the time-frame of cellular processes, and the lowered 

signal and resolution in thick specimens.  

However, spatial and temporal resolution are part of a larger ‘pyramid of 

frustration’ encountered particularly in live microscopy (Figure 1.4). For example, 

light scattering becomes a significant problem in thick specimens such as live 

embryos, leading to lower resolution and signal-to-noise ratio (SNR). Yet the signal 

cannot be increased by longer illumination schemes with higher laser power, as in 

addition to the cytotoxic effect of photobleaching, long acquisition times are 
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constrained by dynamic cellular processes. The SNR can be improved by better 

optical sectioning using multi-photon microscopy (Denk et al., 1990), or more 

focused illumination e.g. by narrower beams of light in Single Plane Illumination 

Microscopy (SPIM) (Huisken et al., 2004), which also increases axial resolution 

(Figure 1.5A).  

Improvements to detectors are also needed to attain high photon efficiency – i.e. 

accurate, high resolution readout - with a low photon budget. Photomultiplier tubes 

(PMTs) and Avalanche Photodiodes (APDs) or Single Photon Avalanche Diodes 

(SPADs) use the photoelectric effect to produce electrons from incident photons, 

and amplify these (Art, 2006). The resultant low noise and short dead-time giving up 

to <50 picosecond resolution (PicoQuant, 2023) means that PMTs, APDs, and SPADs 

are commonly used to measure fast processes. However, they suffer from typically 

low quantum efficiency, and increased gain causes higher dark noise (false 

detections). Single pixel sampling also limits spatial resolution (Bankhead, 2023). By 

contrast, charge-coupled devices (CCDs) use an array of metal oxide 

semiconductors to convert photons to electrons, measuring the accumulated 

charge at each pixel across the exposure time (Art, 2006, Spring, 2023). CCDs and 

electron multiplying CCDs (EMCCDs) therefore work better with low signal samples, 

and provide higher spatial resolution. However the time resolution is limited by 

collection, readout, and reset of the pixel charge (Bankhead, 2023). The 

development of hybrid detectors is therefore another key part to overcoming the 

‘pyramid of frustration’ for live quantitative microscopy. For example, the Leica 

HyD-X detectors have an array of PMT gallium arsenide phosphide (GaAsP) 

photocathodes coupled to APDs (Becker et al., 2011). This improves sensitivity, but 

with a reported dead time of <1.5 nanoseconds (ns). Further, cooling detectors 

lowers dark noise encountered particularly in low-signal samples (Schweikhard, 

2020). 
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1.3.2 Quantitative microscopy techniques to study TF dynamics 

in vivo  

While confocal microscopy cannot resolve individual molecules, single photon 

counting detectors allow quantitative analysis of the signal to study for example the 

amount, dynamics, and interactions of TFs (Figure 1.5B,C). FRAP was first used to 

study molecule dynamics in vivo by photobleaching dye molecules in a region of 

interest (ROI) and monitoring the rate of fluorescence recovery (Axelrod et al., 

1976). Processes such as diffusion and binding cause the exchange of 

photobleached molecules with intact fluorescent molecules in the ROI. The rate and 

extent of fluorescence recovery is therefore informative of the binding and/or 

diffusion dynamics of the labelled molecule. However, FRAP only gives information 

averaged from a population of molecules, and relies on the assumptions made in 

the fitting model (Mazza et al., 2012, Mueller et al., 2013, Stasevich et al., 2010). 

FRAP is better suited to study slow, binding-dominant, processes, rather than fast 

diffusion (Liu and Tjian, 2018). SMT, by contrast, follows the trajectory of individual 

molecules. While this makes it a better technique to unpick complex diffusion and 

binding dynamics, SMT requires sparse labelling e.g. by photo-activatable 

fluorophores to identify individual molecules, and can be limited by image 

acquisition times (Liu and Tjian, 2018). SMT has been used to investigate the target-

search strategies and cognate site binding of different TFs (Izeddin et al., 2014).  

Alternatively, diffusion can be measured by correlating images temporally and/or 

spatially. Image Correlation Spectroscopy (ICS), and variants such as raster ICS (RICS) 

(Priest et al., 2019) can be performed with higher fluorophore concentrations, but 

these are limited to slower diffusion speeds than FCS and SMT. RICS has been used 

to measure the chromatin binding of the trimeric TF NF-Y (Priest et al., 2021). 
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Figure 1.5 Quantitative microscopy methods to study TF behaviour.  

A) Single Plane Illumination Microscopy (SPIM) illuminates the sample with a thin 

light sheet (0.5-1.5μm) (Huisken et al., 2004), whereas multi-photon microscopy 

uses two (or more) lower energy (infra-red, IR) photons, reducing out-of-focus 

excitation (Denk et al., 1990). Both methods improve the SNR for microscopy 

deeper within a sample. B) In Single Molecule Tracking (SMT) individual molecules 

are tracked to measure displacement, and derive diffusion and binding kinetics (Elf 

et al., 2007). In Fluorescence Recovery After Photobleaching (FRAP) fluorophores in 

a small section are photobleached, and the fluorescence recovery monitored to 

derive diffusion and binding kinetics (Axelrod et al., 1976). FCS is explained in Fig. 

1.6. C) In Bimolecular Fluorescence Complementation (BiFC), split fluorophore tags 

form a complex and emit fluorescence upon interaction (Hu et al., 2002). FCCS and 

FRET are explained in Figs. 1.7 and 1.8. Adapted from (Auer et al., 2020). 
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1.3.3 Fluorescence Correlation Spectroscopy to study chromatin 

binding dynamics 

FCS can be used to study the numbers and diffusion of fluorescently-labelled 

molecules (Digman and Gratton, 2011, Ehrenberg and Rigler, 1974, Magde et al., 

1972, Schwille and Haustein, 2002). Single-photon detectors are used to record the 

fluctuations in intensity of excited fluorescent molecules within a sub-femtolitre 

detection volume (observation volume element, OVE) (Figure 1.6A). The intensity 

fluctuation profile (I(t)) is compared to itself across different lag-times (I(t+τ)) to 

create an autocorrelation function (ACF, or G(τ)) (Equation 1.1).  

Equation 1.1 Autocorrelation equation. 

 Where I is the fluorescence intensity, t is time, τ is the lag-time 

𝐺(𝜏) =
〈𝛿𝐼(𝑡) ∙ 𝛿𝐼(𝑡 + 𝜏)〉𝑡

〈𝐼(𝑡)〉𝑡
2  

This reflects molecule number and dynamics; fast-diffusing molecules will cross the 

OVE more quickly, leading to fast fluctuations of fluorescence intensity, and so the 

intensity fluctuation profile will have higher self-similarity at short lag-times. The 

intensity fluctuations from slow-diffusing molecules will retain high self-similarity at 

long lag-times. This translates to a right-shift (towards longer lag-times) in ACFs for 

slower diffusing molecules (Figure 1.6B).  
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Figure 1.6 Fluorescence Correlation Spectroscopy theory. 

 A) Fluorescently-labelled molecules diffuse into and out of the sub-femtolitre 

observation volume element (OVE) causing fluctuations in the fluorescence intensity 

(I) measured over time (t) by single-photon sensitivity detectors. Faster diffusion 

results in a higher frequency of intensity fluctuations. B) The fluorescence intensity is 

compared at different lag times (t+τ) to create an autocorrelation function (ACF) 

which reflects the speed and concentration of diffusing molecules. Diffusion speed 

and molecule number are then derived by curve fitting with appropriate models. 

ACFs are then fitted to calculate molecule number and diffusion. To study TF-

chromatin binding, ACFs are fit to models with components to reflect freely 

diffusing and chromatin-bound TF populations (Equation 1.2). 

Equation 1.2 3D Triplet diffusion model, from Picoquant SymPhoTime software. 

Where τDiff is the speed and ρ is the  contribution of diffusing species [i], τTrip is the 

triplet state, N is the number of molecules, κ is the OVE structural parameter 

(length: diameter ratio), and Ginf the correlation offset. 
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An FCS measurement combines information from a population of molecules, such 

as TFs, which may show a range of diffusive and binding behaviours depending on 

the chromatin context and binding strength. Fitting models could therefore include 

multiple components to reflect, for example, free diffusion, anomalous (hindered) 

diffusion, slow diffusion due to weak electrostatic interactions with chromatin. As 

with FRAP, the suitability of models to fit population data is difficult to determine, 

even using mutagenesis to target different putative components. Therefore the 

most commonly used diffusion model simply has a fast- and slow- component, 

which correspond to freely-diffusing TF molecules, and chromatin-interacting TF 

molecules respectively (Mazza et al., 2012).  

1.3.3.1 Applications and limitations of FCS to study TF-chromatin 

binding dynamics 

FCS has been used to quantify SOX2 and OCT4 levels and chromatin binding 

dynamics, to further understand how PTF-chromatin interactions could link to 

chromatin accessibility (Table 3.1). FCS measurements similarly show that OCT4 and 

SOX2 have more and longer-lasting chromatin interactions in pluripotent cells than 

in differentiated cells (Lam et al., 2012b, Verneri et al., 2020). FCS has also linked 

PTF cell-to-cell variability to later cell fate, as OCT4 and SOX2 have longer-lived 

chromatin binding in cells of the blastocyst that will contribute to the future 

embryo, whereas CDX2-chromatin interactions are slower in future extraembryonic 

cells (Kaur et al., 2013). This specification could begin as early as the 4-cell stage, 

where cells with longer-lived SOX2 chromatin-binding dynamics will later form the 

inner cell mass (ICM) (White et al., 2016).  

But FCS is only suited to study fast dynamics (limited in this by the detector’s 

photon counting resolution alone). Molecules with slow dynamics cannot be 

studied, as molecules residing within the OVE for a longer time do not create 

sufficient fluorescence intensity fluctuations within the measurement window for 

autocorrelation analysis. Further, as slow-moving molecules are more susceptible to 

photobleaching, they tend to be under-represented. FCS is therefore unable to 
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detect most specific TF chromatin-binding interactions, which tend to have 

residence times in the high millisecond or second range (Stasevich et al., 2010). Of 

note, chromatin itself moves with diffusion times of 100-200 milliseconds (ms), 

depending on its organisation, when measured by FCS (Wachsmuth et al., 2016). 

This can convolute the interpretation of fluctuations measured from chromatin-

interacting TFs.  

Finally, FCS is limited by the requirement for low fluorophore concentrations to 

detect intensity fluctuations. Sparse labelling techniques are therefore often used, 

such as ligand titration with HALO- or SNAP- tagged TFs (Chen et al., 2014a) or 

photo-activateable fluorophores such as paGFP (Kaur et al., 2013). A further 

challenge for FCS in live 3D samples is depth of focus, which has led to combinations 

of illumination strategies. For example, SPIM-FCS allowed the comparison of Bicoid 

chromatin-binding along its concentration gradient in Drosophila embryos (Mir et 

al., 2017). Similarly, two-photon excitation FCS was used to investigate chromatin 

association of heat shock factor in polytene nuclei of drosophila salivary glands (Yao 

et al., 2006). 

1.3.4 Quantitative microscopy techniques to study TF 

interactions 

Various techniques are available to study protein-protein interactions, such as in 

vitro biochemical assays based on using a ‘bait’ protein to detect an interacting 

‘prey’ protein. In vivo approaches such as the yeast two-hybrid method tag the 

proteins of interest with a DBD and a transcription activating domain, to report 

interaction by transcription of a reporter gene (reviewed in (Ozawa and Umezawa, 

2002). But these techniques do not provide spatial or dynamic information on the 

functional interaction between two proteins. This is the advantage of imaging, 

although there is often a trade-off between spatial and temporal resolution as well 

as sensitivity (section 1.3.1). For example, Proximity Ligation Assays visualise 

interacting proteins in situ but require cell fixation and indirect 
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immunofluorescence (Soderberg et al., 2008), which limits spatial resolution and 

efficiency. 

In vivo fluorescence microscopy can offer high spatial and temporal resolution and 

is therefore best suited to probe dynamic protein-protein interactions. Three 

common methods are Bimolecular Fluorescence Complementation (BiFC), FCCS and 

FRET (Figure 1.5). In BiFC, a fluorescent signal is only produced if the two halves of a 

split fluorophore, tagging the proteins of interest, are reconstituted by the 

interacting proteins (Hu et al., 2002). This provides low background signal and the 

potential for high spatial resolution. However, the irreversible reconstitution and 

delayed fluorescence limit quantification of the interaction kinetics, and non-

interacting protein populations cannot be visualised. By contrast, FCCS reports on 

the dynamics of interacting partners, such as FOS and JUN (Pernus and Langowski, 

2015), but spectral bleed-through or cross-talk can lead to overinterpretation of 

interactions (Bacia and Schwille, 2007, Ng et al., 2018). While FRET cannot report on 

the diffusion dynamics of interactors, it allows real-time characterisation of 

stoichiometry, dynamics, and cellular location of protein interactions in vivo, 

including identifying TF interactions (Zhuo and Knox, 2022). smFRET for example 

showed that the yeast PTF Rap1 loosens nucleosome stacking rather than opening 

nucleosomes (Mivelaz et al., 2020).  

The advantage of imaging techniques is the potential to integrate different 

spatiotemporal measurements required to understand TF interactions and function. 

TF diffusion and chromatin binding can be related to oligomerisation and 

interaction and the local chromatin environment. RICS, FRET, and analysis of 

fluorescence fluctuations in Number & Brightness (NB), were used together to show 

NF-Y must trimerise to bind chromatin (Priest et al., 2021). Pair correlation analysis, 

based on RICS, identifies barriers to diffusion, and was combined with NB to suggest 

that chromatin compaction affects the diffusion and oligomerisation of HP1-a 

(Hinde et al., 2011) 

.  
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1.3.5  Fluorescence Cross-Correlation Spectroscopy to study co-

diffusion 

Pairwise Interactions between freely-diffusing or chromatin-bound molecules can 

be studied by FCCS (Bacia and Schwille, 2007, Krieger et al., 2014). Two molecules of 

interest are tagged by spectrally distinct fluorophores and fluorescence intensity 

fluctuations are simultaneously recorded using two detectors (Figure 1.7A). The co-

occurrence and co-variance of intensity fluctuations in both channels, analysed by 

cross-correlation, indicates co-diffusion and therefore interaction between the two 

molecules (Equation 1.3).  

Equation 1.3 Cross-correlation equations relative to the A) green B) red channel. 

Where Ig, Ir are the green/red fluorescence intensity, t is time, τ is the lag-time. 

𝑨) 𝐺𝑔−𝑟(𝜏) =
〈𝛿𝐼𝑔(𝑡)∙𝛿𝐼𝑟(𝑡+𝜏)〉𝑡

(𝐼𝑔(𝑡))(𝐼𝑟(𝑡))𝑡 
  𝑩) 𝐺𝑟−𝑔(𝜏) =

〈𝛿𝐼𝑟(𝑡)∙𝛿𝐼𝑔(𝑡+𝜏)〉𝑡

(𝐼𝑟(𝑡))(𝐼𝑔(𝑡))
𝑡
 

  

 

Figure 1.7 Fluorescence Cross-Correlation Spectroscopy theory. 

 A) Proteins of interest labelled with spectrally distinct fluorophores diffuse through 

the OVE, causing fluctuations in fluorescence intensity (I) over time (t). Fluorescence 

intensity traces are compared between channels by cross-correlation. Co-diffusing 

molecules (interacting) will have more similar traces (dotted line). B) The 

concentration of interacting molecules is proportional to the y-intercept of the cross-

correlation function (CCF). 

 The amplitude of the cross-correlation function (CCF) is proportional to the extent 

of interaction (Figure 1.7B). Comparison of cross- and auto-correlation curves in the 
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Relative Cross-Correlation amplitude (RCCA) gives the proportion of co-diffusing 

(interacting) molecules relative to each channel (Equation 1.4).  

Equation 1.4 Relative Cross-Correlation Amplitude, relative to the A) green B) red 

channel.  

Where GCC(0),Gr(0), Gg(0) are the y-intercepts of the CCF, red channel ACF, and green 

channel ACF, respectively. 

𝑨) 𝑅𝐶𝐶𝐴(𝑔) =
𝐺𝐶𝐶(0)

𝐺𝑟(0)
   𝑩) 𝑅𝐶𝐶𝐴(𝑟) =

𝐺𝐶𝐶(0)

𝐺𝑔(0)
  

1.3.6 Foerster Resonance Energy Transfer to study interactions 

In FRET, changes in the fluorescence of ‘donor’ and ‘acceptor’ fluorophores, tagging 

two molecules of interest, are monitored. An excited donor can transfer energy 

non-radiatively to an acceptor (Figure 1.7A). This quenches the donor, decreasing 

its fluorescence intensity and lifetime, while the acceptor’s fluorescence intensity 

increases. FRET requires the donor and acceptor to be within 10 nanometres (nm), 

and that their emission/excitation spectra overlap (Forster, 1946). As the proximity 

and degree of spectral overlap affect efficiency of energy transfer, FRET can be used 

to measure the distance and extent of interaction between two molecules (Stryer 

and Haugland, 1967). However FRET efficiency also depends on other factors, such 

as the refractive index of the medium between donor and acceptor, and their 

relative orientation (Jares-Erijman and Jovin, 2003, Knox and van Amerongen, 

2002). These can lead to the underestimation of interactions.  

Intensity-based FRET assays include calculating the ratio of donor fluorescence 

intensity in the presence or absence of the acceptor (FRET efficiency), or 

fluorescence intensity of the acceptor in the presence or absence of the donor, 

when using a laser wavelength that excites the donor (sensitised emission; SE-FRET) 

(Bastiaens, 1998, Halavatyi and Terjung, 2017, Jares-Erijman and Jovin, 2003) (Table 

4.1). Intensity-based FRET is sensitive to photobleaching and the stoichiometry of 

donor and acceptor. Moreover, in 3D samples, aberrations caused by non-uniform 
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sample illumination can affect intensity-based measurements (Datta et al., 2020). 

Good controls are challenging, requiring complex assays and mathematical 

corrections (reviewed in detail by (Jares-Erijman and Jovin, 2003)). For example, 

other assays alter the ability of donor or acceptor to FRET, including depleting the 

donor ground state by oxygen depletion, or photobleaching the acceptor (if this is a 

fluorophore).  

 

Figure 1.8 Foerster Resonance Energy Transfer and Fluorescence Lifetime. 

 A) Foerster Resonace Energy Transfer (FRET) is the non-radiative energy transfer 

between a <10 nm apart donor and acceptor fluorophore pair with overlapping 

emission and excitation spectra; the donor fluorescence intensity and lifetime (τ) 

decrease, while the acceptor fluorescence intensity increases. B) τ is measured by 

timing photon arrival at the detector after each laser pulse.   C) In fluorescence 

lifetime imaging microscopy (FLIM), the exponential decay of individual detected 

photons over excitation cycles (left, blue) is fitted to derive τ (right, blue). FLIM-FRET 

measures the reduction in donor τ when in presence of the acceptor (red). D) In 

Average Arrival Time (AAT) the average time of photon arrival is recorded per pixel. 

This provides a semi-quantitative way to compare FRETing (red) and non-FRETing 

conditions (blue) (Roberti, 2020). 

1.3.6.1 Measuring interactions by fluorescence lifetime-based FRET  

Fluorescence lifetime (τ) is the time spent by a fluorophore in its excited state, 

between excitation and emission. As the donor is in the excited state for a shorter 
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time, and emits fewer photons, the donor τ is reduced upon FRET. Lifetime-based 

FRET assays are a more robust way to quantify FRET, as τ is not susceptible to 

photobleaching or affected by the relative donor/acceptor stoichiometry, or the 

scattering of light in 3D samples (Datta et al., 2020). However some fluorophores 

are sensitive to the cellular environment, so that τ can also be an indicator of 

chromatin compaction for example (Auduge et al., 2019). Typical Fluorescence 

Lifetime Imaging Microscopy (FLIM) -FRET assays include comparison of donor τ in 

the presence vs. absence of the acceptor, and recovery of donor τ upon acceptor 

photobleaching (AccPb).  

Traditional time-domain FLIM calculates τ by fitting the exponential decay of 

photon arrival times detected relative to each laser pulse by time-correlated single 

photon counting (TCSPC) detectors (Figure 1.8B,C). Modulated lasers and detectors 

are required to measure FLIM in the frequency domain (Gratton  et al., 2003). 

Again, as a method reporting on an averaged population of molecules, a model with 

correct assumptions must be chosen – meaning that the fluorescence lifetime 

characteristics of the donor must be known before comparisons can be made. For 

example, while it is simplest to use a two-component bi-exponential model to 

calculate τ and the fraction of FRETing and non-FRETing donor molecules, the 

donor’s characteristic fluorescence decay could itself be multi-exponential, and 

further convoluted by the detector (Instrument Response Function, IRF) (Xiao, 

2021). For accurate τ calculation, TCSPC requires high photon counts and SNR, 

which depend on the τ precision and dynamic range (Li et al., 2010).  

Collecting sufficient photon counts for a high SNR poses a particular challenge for 

live 3D samples with lower signal. Acquisition times for TCSPC FLIM-FRET would be 

incompatible with the fast development of zebrafish embryos, for example. Here, 

recent developments in fit-free FLIM and FLIM-FRET metrics are useful; fewer 

photons are required for accurate τ calculation, speeding up acquisition and 

computation times. Deep learning algorithms such as the extreme learning machine 

(ELM, (Zang, 2022)) can accurately extract τ from mono- and bi-exponential 
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fluorescence decays. Although ELM reduces computation time, it still relies on 

decay curves generated using time-tagged or -gated detectors, and donor 

fluorescence decay characteristics and IRF must still be accounted for. Alternative 

approaches such as phasor plots (Digman et al., 2008, Jameson, 1984, Leray et al., 

2012) avoid these considerations and can effectively filter out background 

fluorescence, albeit at the cost of some spatial information (Padilla-Parra et al., 

2008).  

To date, the simplest way to assay lifetime-based FRET is by comparing the per-pixel 

average arrival time (AAT) of donor photons in the absence vs. presence of the 

acceptor (Figure 1.8D,Equation 1.5). 

Equation 1.5 Average Arrival Time, AAT, per pixel.  

Where AT (Arrival time) is photon detection time – laser pulse time, and N = total no. 

photons. 

𝐴𝐴𝑇 =  
∑ 𝐴𝑇

𝑁
 

The arrival time of donor photons at the detector is measured relative to the laser 

pulse, and is affected by the τ. As AAT is therefore τ -related, but requires no extra 

computation, it can be used for semi-quantitative τ comparisons (Roberti 2020). 

Further, the extent of donor-acceptor interaction can be estimated using the mfD 

(minimum fraction of interacting donor), which uses the ratio of donor-alone AAT 

vs. donor+acceptor AAT (Equation 1.6) (Padilla-Parra et al., 2008, Padilla-Parra et 

al., 2009). 

Equation 1.6 Minimum Fraction of Donor Interaction, mfD, per pixel.  

Where D is the donor AAT in absence of the acceptor, and DA is the donor AAT in 

presence of the acceptor. 

𝑚𝑓𝐷 =
1 −

𝐷𝐴
𝐷

(
𝐷𝐴
2𝐷 − 1)2
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 The ease of computation means that on-the-fly maps of AAT and mfD can be 

generated (Alvarez, 2022, Roberti, 2020). However, as averaging photon arrival 

times across each pixel limits the AAT resolution (0.1 ns for the Leica Stellaris 8), 

FRET can only be detected for high FRET efficiency pairs with a large donor τ shift.  
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1.4 Zygotic Genome Activation 

The activation of transcription by maternally deposited TFs from a previously silent 

genome makes ZGA an excellent model in which to study the mechanism by which 

the interplay of factors, such as TFs and chromatin state, determine cell-fate 

transitions. Across species, maternally deposited factors drive the beginning of 

development. Species load different sets of maternal mRNAs, with variable gene 

coverage – from ~40% in mouse, to ~70% in zebrafish (Danio rerio) and ~75% in 

Drosophila, to drive general cell processes and initial patterning in the embryo 

(reviewed in (Vastenhouw et al., 2019)). During the Maternal-to-Zygotic Transition 

(MZT) two tightly controlled processes occur: clearance of certain maternally 

deposited mRNAs, and the onset of zygotic transcription at ZGA (Figure 1.9A, 

reviewed in (Tadros and Lipshitz, 2009, Vastenhouw et al., 2019)).  

 

Figure 1.9 Dynamics of maternal mRNA clearance and zygotic transcription at the 

Maternal-To-Zygotic Transition (MZT).  

A) Maternally deposited factors (mRNA and proteins) drive initial development – 

including the onset of transcription at Zygotic Genome Activation (ZGA). Maternal 

mRNA expression regulates ZGA by timely increased translation efficiency followed 

by transcript degradation. Zygotic gene expression increases gradually. B) In 

zebrafish, the first zygotic transcripts are detected approximately 2 hours post 

fertilisation (hpf), and ZGA ends ~5 hpf (shield stage) before gastrulation begins. 

(Reviewed in (Vastenhouw et al., 2019). 
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Most genes expressed at ZGA (ZGA genes) are developmental regulators such as TFs 

or micro RNAs (De Renzis et al., 2007, Lee et al., 2013), but the genes themselves 

are not common between species, and correspond to very different genome 

coverage (5% for Xenopus (Collart et al., 2014, Tan et al., 2013) vs. 20% in mouse 

(Hamatani et al., 2004) and 25% in zebrafish (Aanes et al., 2011, Harvey et al., 2013, 

Lee et al., 2013)). While the majority of ZGA genes are already maternally deposited 

(only 25% ZGA genes in zebrafish are only zygotically expressed (Lee et al., 2013)), in 

some cases different mRNA isoforms are used to alter their function (Aanes et al., 

2013, Atallah and Lott, 2018, Haberle et al., 2014) (reviewed in (Vastenhouw et al., 

2019)).  

Activation of zygotic transcription at ZGA across species is gradual and stochastic 

and not, as previously thought, divided into a minor and major ‘wave’ of 

transcription (reviewed in (Jukam et al., 2017, Vastenhouw et al., 2019)). Yet ZGA 

also varies between species in terms of timing (cell cycle number and absolute time) 

and regulatory factors. In mouse, zygotic transcripts have been detected already at 

the 1-cell stage (~12 hours post fertilisation, hpf) (Hamatani et al., 2004), compared 

to cell cycle 6 for zebrafish (~2 hpf) (Figure 1.9B) (Heyn et al., 2014, Mathavan et al., 

2005), or nuclear cycle 8 for Drosophila (~1 hpf) (Lott et al., 2011, Pritchard and 

Schubiger, 1996).  

1.4.1 Maternal control of ZGA  

The regulation of timely transcription at ZGA is thought to rely mainly on the 

balance of maternally deposited repressors and activators, in the context of an 

increasing nuclear-to-cytoplasmic (n:c) ratio, lengthening  cell cycles, and chromatin 

organisation (Figure 1.10, Figure 1.11) reviewed in (Onichtchouk and Driever, 2016, 

Schulz and Harrison, 2019, Tadros and Lipshitz, 2009, Vastenhouw et al., 2019). 

Repressive histone and DNA modifications can regulate specific gene activation at 

ZGA, but other repressive factors act to prevent premature transcriptional onset. 

While the initially fast, then lengthening, cell cycle was originally thought to time 

ZGA by permitting transcription to compete with DNA replication, lengthening the 
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cell cycle was only sufficient to cause premature ZGA in Xenopus (Collart et al., 

2013, McCleland and O'Farrell, 2008, Zhang et al., 2014a). This suggests that the cell 

cycle can regulate the transcriptional output (Dalle Nogare et al., 2009, Edgar and 

Schubiger, 1986, Hadzhiev et al., 2019, Rothe et al., 1992), but is not the only 

repressive factor (Figure 1.10B).  

In fact, the main general repressor seem to be maternally loaded histones (Amodeo 

et al., 2015, Joseph et al., 2017), whose high concentration pre ZGA allows them to 

out-compete the transcriptional machinery for DNA binding (Joseph et al., 2017, 

Palfy et al., 2017). Relief of this repression is probably linked with the increasing n:c 

ratio caused by reductive cell divisions: nuclear histones will be diluted by the 

increasing DNA content or reduced nuclear import (Joseph et al., 2017, Shindo and 

Amodeo, 2019) (Figure 1.10A). Indeed, increasing the nuclear volume in Xenopus 

causes premature ZGA (Jevtic and Levy, 2015, Jevtic and Levy, 2017).  

Maternally deposited transcripts must also be degraded in a specific and time-

sensitive manner. This is governed by common mechanisms across species, first by 

maternal and then by zygotic factors, although the degree of mRNA clearance varies 

between species: in zebrafish only ~25% is degraded (Aanes et al., 2011, Harvey et 

al., 2013, Mishima and Tomari, 2016), versus ~ 60% in Drosophila (Thomsen et al., 

2010). Factors driving mRNA clearance include RNA binding proteins, small non-

coding RNAs, RNA modification, and codon use (reviewed in (Vastenhouw et al., 

2019)). In zebrafish the micro-RNA miR-430 causes 40% of transcript clearance by 

translational repression, deadenylation, and transcript decay. It is also one of the 

first zygotic transcripts (Bazzini et al., 2012, Giraldez et al., 2006). In Xenopus the 

homolog miR-427 also controls degradation by deadenylation (Lund et al., 2009), 

other micro-RNAs may have evolved independently for this function in Drosophila 

(Benoit et al., 2009, Bushati et al., 2008, Luo et al., 2016). 

A further ZGA timing mechanism is to upregulate the expression of activating 

factors (Figure 1.10A). Limited availability of general transcriptional machinery, such 

as TBP and Pol II subunits maternally deposited as proteins and mRNA, restricts 
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transcription until further translation ((Veenstra et al., 1999), reviewed in 

(Vastenhouw et al., 2019, Wu and Vastenhouw, 2020)). Indeed, the translation 

efficiency of maternal mRNA is regulated to coincide with MZT. In Drosophila 50% 

transcripts are upregulated, and 20% downregulated, at the beginning of MZT 

(Kronja et al., 2014). Poly(A) tail length has been shown to correlate with translation 

in embryonic tissues before ZGA (Eichhorn et al., 2016, Subtelny et al., 2014), with 

factors such as CPEB in zebrafish lengthening (Winata et al., 2018), or Smaug and 

PUM in Drosophila shortening, the poly(A) tail of maternal mRNAs (Eichhorn et al., 

2016, Tadros et al., 2007, Vardy and Orr-Weaver, 2007).  

Some species also control the stability and function of maternal proteins, in part to 

prevent premature activation of ZGA. Ubiquitination of OMA-1 and OMA-2 ends its 

phosphorylation-dependent sequestration the TF TAF-4 in the cytoplasm, which can 

then enter the nucleus to activate ZGA in C. elegans (Guven-Ozkan et al., 2008). 

Similarly, ubiquitination of the mouse TAB1 kinase allows nuclear relocation of the 

TF NF-kB (Yang et al., 2017).  

Changes to Pol II could further regulate transcriptional activity in zebrafish. Pol II is 

present at the 8-cell stage, but the transcriptionally active version of Pol II 

(phosphorylated at serine 5 for transcription initiation, serine 2 for elongation – 

reviewed in (Bartkowiak and Greenleaf, 2011)) is only detected at ZGA (Vastenhouw 

et al., 2010). Conversely, in Drosophila Pol II activity is regulated by pausing on DNA 

before ZGA (Chen et al., 2013, Zeitlinger et al., 2007) and the selective localisation 

of active phosphorylated versions only in transcriptionally active somatic nuclei 

(Edgar and Schubiger, 1986, Seydoux and Dunn, 1997). Yet in both zebrafish and 

Drosophila, the first transcription events are confined to two nuclear areas that 

overlap with Pol II foci (Blythe and Wieschaus, 2016, Chan et al., 2019, Chen et al., 

2013, Hadzhiev et al., 2019, Hilbert et al., 2021, Hug et al., 2017), indicating that 

subnuclear localisation of transcriptional machinery – and TFs – may equally 

regulate onset, perhaps by the formation of permissive ‘microenvironments’.  
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Figure 1.10  Factors regulating Zygotic Genome Activation.  

The onset of transcription is timed by a combination of mechanisms. A) The 

increasing nuclear-to-cytoplasmic ratio, caused by reductive cell divisions, may 

dilute out specific (red) and general repressors e.g. histones, while translation of 

maternal mRNA increases the abundance of activators e.g. TFs (purple + green). B) 

Lengthening of the cell cycle, in particular the longer S phase and introduction of G2, 

creates more time for transcription. (Reviewed in (Schulz and Harrison, 2019, 

Vastenhouw et al., 2019)). 

TFs are key gene-specific activators required for ZGA, as indicated by their high 

expression pre ZGA, and motif enrichment in promoters of ZGA genes (Wu and 

Vastenhouw, 2020). Among the TFs required for ZGA in different species, identified 

by the defective or deregulated development upon depletion, are: Zelda in 

Drosophila (Harrison et al., 2011, Liang et al., 2008, Nien et al., 2011), 

Pou5f3/Sox19b/Nanog in zebrafish (Lee et al., 2013, Leichsenring et al., 2013), DUX4 
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in human (De Iaco et al., 2017, Hendrickson et al., 2017), DUX, DPPA2 and 4, and 

most recently NR5A2 in mouse (De Iaco et al., 2019, Eckersley-Maslin et al., 2019, 

Gassler et al., 2022). While the TFs active during ZGA are not conserved between 

species, they seem to have common properties that make chromatin competent for 

transcription at ZGA. Most have been suggested to be PTFs as their binding at ZGA 

gene regulatory elements correlates with increased local chromatin accessibility 

(Gassler et al., 2022, Harrison et al., 2011, McDaniel et al., 2019, Palfy et al., 2020, 

Veil et al., 2019). 

1.4.2 Changes to chromatin organisation during ZGA 

Chromatin is reorganised during ZGA, meaning that the previously dispersed 

(Ahmed et al., 2010) and mobile (Boskovic et al., 2014) chromatin is compacted to 

form compartments such as repressive heterochromatin (Ancelin et al., 2016, Laue 

et al., 2019), and more local accessible domains such as TADs (Hug et al., 2017, Kaaij 

et al., 2018) ( Figure 1.11A). This compaction is thought to be mediated in part by 

the exchange of linker histones (Perez-Montero et al., 2013, Saeki et al., 2005).  

While chromatin accessibility decreases globally during ZGA, there are local 

increases associated with histone modifications ( Figure 1.11B) (Blythe and 

Wieschaus, 2016, Liu et al., 2018b, Lu et al., 2016, Wu et al., 2016). Epigenetic 

marks such as histone modifications and DNA methylation are generally lost upon 

fertilisation and re-established during ZGA (Guo et al., 2014, Peat et al., 2014). For 

example, in zebrafish the formation of TADs by cohesin mediated loop extrusion 

seems to be required for ZGA, and has been linked to active histone marks such as 

H3K4me1, H3K4me3 and H3K27me3 (Meier et al., 2018). Promoters begin to be 

marked with H3K4me3 during ZGA, across species including zebrafish (Vastenhouw 

et al., 2010, Zhang et al., 2014b) and mouse (Dahl et al., 2016, Zhang et al., 2016). 

Although such histone modifications may not be causative of transcriptional 

activation, promoter H3K4me3 is often deposited before transcription begins, and 

was shown to be required for transcription in mice (Dahl et al., 2016, Zhang et al., 

2016). Similarly in zebrafish promoters need to be marked with H3K27ac pre ZGA 
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for transcription of miR-430 (Chan et al., 2019, Sato et al., 2019, Zhang et al., 2018). 

While enhancer hypermethylation and low promoter methylation can predict 

activity in zebrafish embryogenesis (Andersen et al., 2012, Kaaij et al., 2016, Liu et 

al., 2018b), local methylation changes have not been associated with transcriptional 

activation at ZGA – rather with repression (Kaaij et al., 2016, Potok et al., 2013).  

  

 Figure 1.11 Changes to chromatin organisation and accessibility during ZGA.  

A) Across most species, chromatin is very accessible after fertilisation, lacking 

heterochromatin, compartments, and TADs. During ZGA, chromatin is reorganised 

into differentially accessible compartments. Global accessibility is lost, whereas local 

accessibility e.g. in TADs increases (Reviewed in (Vastenhouw et al., 2019). B) 

Epigenetic marks are also lost and re-established for most species after fertilisation. 

H3K4me3 (green) and H3K27ac (blue) are active histone modifications deposited at 

regulatory elements before ZGA (Reviewed in (Vastenhouw et al., 2019). The 

polycomb repressive complex 2 (PRC2) later adds repressive H3K27me3 (orange) to 

H3K4me3 marked regulatory elements (in Drosophila, PRC2 maintains inherited 

H3K27me3 (Zenk et al., 2017)). This ‘bivalent’ mark poises developmental genes for 

activation or repression post ZGA (Akkers et al., 2009, Vastenhouw et al., 2010). 
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Repressive H3K27me3 and active H3K4me3 together mark ‘bivalent’ regulatory 

elements for later use (Bernstein et al., 2006). H3K27me3 is deposited by PRC2, and 

recognised by PRC1 (Pasini and Di Croce, 2016, Shen et al., 2008). In Drosophila, 

PRC2 maintains H3K27me3 inherited from the oocyte, to regulate developmental 

gene expression at ZGA by preventing aberrant H3K27 acetylation (Zenk et al., 

2017). In most other species, H3K27me3 seems to be depleted upon fertilisation 

(not entirely in mice), and regained at developmental genes (Inoue et al., 2017, Liu 

et al., 2016, Xia et al., 2019). In Xenopus and zebrafish, H3K4me3 is deposited at 

ZGA, while H3K27me3 is deployed later (Akkers et al., 2009, Vastenhouw et al., 

2010). In zebrafish, TFs were suggested to recruit PRC1 to regulatory elements pre-

ZGA, for later PRC2-mediated H3K27me3 deposition to poise developmental genes 

also marked with H3K4me3 post ZGA (Hickey et al., 2022).  

Finally, in zebrafish the loss of chromatin organisation and epigenetic marks is 

slightly delayed; compartments and TADs are only transiently lost during ZGA (Kaaij 

et al., 2018), DNA methylation reaches a minimum at the 64-cell stage, to recover 

by the 256-cell stage (Potok et al., 2013), and over 50% H3K4me3 marks are lost up 

to the 16-cell stage, then re-established by the 1000-cell stage (ZGA) (Zhu et al., 

2019). 

1.4.3 Chromatin organisation and promoter features time 

transcriptional onset in zebrafish ZGA: the miR-430 locus  

In zebrafish, transcriptional onset seems to be differently regulated at the beginning 

of ZGA (64-cell stage, early ZGA) versus main ZGA (1000-cell stage, when bulk of 

ZGA genes are transcribed). Genes with higher chromatin accessibility and H3K27ac 

begin expression earlier (Hadzhiev et al., 2023). While most early ZGA genes lack 

H3K4me3, deposition of the bivalent H3K4me3 and H3K27ac marks at some early 

ZGA genes may prime these for later regulation in development. Promoter features 

also time transcriptional onset: early-expressed znf genes have promoters with a 

sharp TSS and a TATA box, as well as lower H3K4me3, compared to broad TSS and 

lack of TATA box in later-expressed znf genes (Figure 1.12). miR-430, the earliest 
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and highest transcribed ZGA gene (Heyn et al., 2014), has the same promoter 

features as early znf genes. Yet the high expression of miR-430 is due to its uniquely 

repetitive locus, with 100s of copies leading to high promoter density (Hadzhiev et 

al., 2023). This in turn leads to the formation of two large transcription bodies per 

cell in early ZGA, containing the majority of the cell’s active Pol II and nascent RNA 

(Chan et al., 2019, Hadzhiev et al., 2019, Hilbert et al., 2021).  

  

Figure 1.12 Promoter architectures regulating transcriptional onset: the miR-430 

locus (taken from (Hadzhiev et al., 2023).  

Transcription from the miR-430 cluster begins at the 64-cell stage. miR-430 and zinc 

finger (znf) genes expressed early in ZGA (here termed “Minor wave”) share 

promoter features including a sharp TSS containing a TATA box. Genes expressed 

during main ZGA (here termed “Major wave”) have a broad TSS, lack a TATA box. 
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The repetitive nature of the miR-430 locus makes it a useful target to study the 

regulation of transcription onset at a specific genomic locus in vivo: the miR-430 

transcription bodies can be visualised using injected fluorescently labelled 

morpholinos against miR-430 nascent transcripts (Hadzhiev et al., 2019, Sato et al., 

2019). High-resolution imaging has shown that chromatin is locally depleted to 

allow high miR-430 transcription (Hilbert et al., 2021). Interestingly, while Pou5f3, 

Sox19b, and Nanog are all required for miR-430 transcription, Nanog is required for 

formation of miR-430 transcription bodies, and may recruit Sox19b and Pol II to 

these (Kuznetsova et al., 2023).  

1.4.4 Zebrafish Pou5f3, Sox19b, Nanog 

Pou5f3, Sox19b, and Nanog (PSN) –homologs of the mammalian pluripotency 

factors OCT4, SOX2, and NANOG - are indispensable for zebrafish ZGA, and their 

mRNAs are maternally deposited. (Lee et al., 2013, Leichsenring et al., 2013). PSN 

are defined as PTFs, as their binding at ZGA gene regulatory elements was linked to 

the enrichment of histone marks such as H3K4me3 and H3K27ac, and increased 

chromatin accessibility (Leichsenring et al., 2013, Palfy et al., 2020). Recent work in 

maternal-zygotic triple mutants (MZnps) – which lack maternally deposited PSN 

mRNA and zygotic expression – confirmed that the PTFs act individually, jointly, and 

sometimes interchangeably to make chromatin accessible for ZGA, and showed that 

accessibility is sensitive to PTF dosage (Miao et al., 2022, Veil et al., 2019). While the 

exact mechanism of PSN pioneer activity for transcriptional activation at ZGA 

remains to be determined, it involves recruitment of the HAT p300 and the 

acetylated histone reader Brd4, as ZGA in MZnps is rescued by recruiting 

acetyltransferase activity using dCas9 (Chan et al., 2019, Miao et al., 2022). The 

interplay between PSN activity and chromatin organisation at ZGA in particular 

needs further examination, as cohesin binding sites enriched for active histone 

marks also overlap PSN binding (Hug et al., 2017, Meier et al., 2018).  

PSN may have different roles as ZGA progresses: Pou5f3 and Nanog binding to 

nucleosomal DNA (High Nucleosome Affinity Regions; HNARs) has been suggested 
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to destabilise nucleosomes pre ZGA, while PSN act together to maintain accessible 

sites post ZGA (Veil et al., 2019). PSN mainly bind to the promoter of miR-430, with 

Pou5f3 and Sox19b distributed more broadly than Nanog (Hadzhiev et al., 2023) 

and Nanog may recruit Sox19b and Pol II to form the miR-430 transcription body 

(Kuznetsova et al., 2023). Later, Nanog seems to be required mainly for 

extraembryonic tissue (Gagnon et al., 2018, Veil et al., 2018), but it could also 

function by working with Pou5f3 and Sox19b (Perez-Camps et al., 2016), which 

themselves may cooperate at enhancers to regulate specific genes at ZGA for later 

dorsoventral patterning (Gao et al., 2022). 

In vivo studies of PSN chromatin binding dynamics would provide further insight 

into the regulation of chromatin accessibility by PTFs for transcription during ZGA.  

1.5 Summary and thesis aims 

PTFs regulate cell fate transitions by making chromatin accessible to other TFs, 

either by their nucleosome binding activity, or recruitment of chromatin 

remodelers. The activity and function of PTF-chromatin binding events and PTF 

interactions driving cell fate transitions are still being characterised, and ZGA, in 

which transcription begins from a previously silent genome, is an excellent model in 

which to do this. Specifically, interactions and chromatin binding dynamics of PTFs 

required for ZGA can be studied by quantitative microscopy in zebrafish, as they are 

externally fertilised which aids manipulation and visualisation of embryos.  

Thus, the aims of my PhD thesis were:  

1) To test whether FCS and FCCS can be used to characterise the individual and joint 

chromatin-binding dynamics of PSN in live zebrafish embryos undergoing ZGA.  

2) To optimise a lifetime-based FRET assay, AAT-FRET, to detect protein interactions 

in live zebrafish embryos. 

 3) To test whether interactions between PSN can be detected in vivo using AAT-

FRET.  
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2 Materials and Methods 
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2.1 Molecular biology 

2.1.1 Pou5f3/Sox19b/Nanog cloning 

2.1.1.1 cDNA cloning in TOPO  

Pou5f3/Sox19b/Nanog cDNA sequences were previously synthesised by members 

of the Papadopoulos lab, by reverse transcription from LiCl purified AB zebrafish 

RNA using the Promega GoScript Reverse Transcription System kit (Promega, 

A5000). Primers were used to add overhangs with N-terminal BamHI/BglII and C- 

terminal EcoRI sites (no stop codon), or N-terminal EcoRI and C-terminal XhoI/SalI 

sites (with stop codon) (Table 2.1). A-overhangs were added by incubating the 

purified cDNA in a 10 µL reaction with 0.2 µL Taq polymerase, 1 µL 10X PCR buffer 

(Thermo Scientific, EP0401), and 1 µL 2 millimolar (mM) dATPs, 20 minutes (min) at 

72 °C. Inserts were then incubated in 7 µL reactions with 0.5 µL pCR 2.1-TOPO TA 

vector (Invitrogen, 451641) and 1 µL NaCl for 30 min at room temperature (RT). The 

reaction was stopped by adding 3 µL ddH2O, and desalted on 47 mm (0.22 μm pore 

size) membrane filters (Millipore, GSWP04700) in ddH2O. 10 µL reaction product 

was transformed into 50 µL TOP10 (Invitrogen, C404010) homemade 

electrocompetent E.Coli, using 1350 Volts, 10 micro-Faradays, 600 Ohm 

electroporation settings (Biorad). Clones were grown overnight (o/n) at 37 °C on 

Lysogeny Broth (LB) plates with 50 µg/mL Kanamycin (Kan) (IGC technical services) 

coated with 40 µL 40 µg/µL X-gal for blue-white screening of insert-carrying 

plasmids. Correct insertion was verified by colony PCR: white colonies were 

streaked on to fresh LB ‘master’ plates using a pipette tip and dipped into the 

colony PCR reaction mix (Table 2.2, primers Table 2.3, PCR program Table 2.4). PCR 

products were analysed by gel electrophoresis on a 1% agarose gel stained with 1 

µg/mL EtBr. Positive colonies were picked from the master plate and grown o/n at 

37 °C in 5 mL LB with 10 µg/mL Kan. Plasmid DNA was prepared using the PureLink 

Quick Plasmid Miniprep Kit (Invitrogen, K210010) and sequenced by Sanger 

sequencing (IGC technical services, primers in Table 2.5).  



   
 

48 
 

Table 2.1 RT PCR primers with overhangs 

cDNA Forward primer Reverse primer 

Nanog GGATCCATGGCGGACTGGAAGATGCCAGTG

A (BamHI) 

GAATTCCAGCAAAGTTATTCCTTTAGTTGCCCAC 

(EcoRI) 

GAATTCATGGCGGACTGGAAGATGCCAGTG

A (EcoRI) 

GTCGACTCACAGCAAAGTTATTCCTTTAGTTGCCCAC 

(SalI, Stop) 

Sox19

b 

GGATCCATGATGTACAGCATGATGGAGCAC

G (BamHI) 

GAATTCGATGTGAGTGAGGGGAACAGTTCCACCA 

(EcoRI) 

GAATTCATGATGTACAGCATGATGGAGCAC

G (EcoRI) 

CTCGAGTCAGATGTGAGTGAGGGGAACAGTTCCACC

A (XhoI, Stop) 

Pou5f3 AGATCTATGACGGAGAGAGCGCAGAGCCCA

A (BglII) 

GAATTCGCTGGTGAGATGACCCACCAAACCAGGG 

(EcoRI) 

GAATTCATGACGGAGAGAGCGCAGAGCCCA

A 

(EcoRI) 

CTCGAGTCAGCTGGTGAGATGACCCACCAAACCAGG

G (XhoI, Stop) 

Table 2.2 Colony PCR reagents 

Reagent Volume (μL) 

2X DreamTaq Green PCR Master Mix (Thermo Scientific, K1081) 5 

Forward + Reverse primers, 10μM 0.5+0.5 

ddH20 4 

 Total = 10 μL/reaction 

Table 2.3 TOPO colony PCR primers 

cDNA Forward primer Reverse primer Annealin

g temp 

(°C) 

Nanog TCAGGTGAGAGAACCTGTTTTCAA

G 

CAGGAAACAGCTATGACCATGATTAC

GC 

62 

Sox19

b 

TACATGAACAGCGCCAGCTCTTAC

A 

“ 63 

Pou5f

3 

CCTGGAGAGAGATGTAGTGCGTG

TA 

“ 63 
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Table 2.4 Colony PCR program 

Step Temperature (°c) Time  Cycles 

Initial denature 95 5 min 1 

Denature 95 30 seconds (s) 32 

Anneal *Table 2.2 30 s 

Extend 72 60 s 

Final extension 72 5 min 1 

Cool down 4 5 min 

Hold 10 hold 

Table 2.5 TOPO Sequencing primers 

cDNA Primers 

Nanog CAGGAAACAGCTATGACCATGATTACGC, 

TCAGGTGAGAGAACCTGTTTTCAAG, 

AGTCACGACGTTGTAAAACGACGGCC 

Sox19b CAGGAAACAGCTATGACCATGATTACGC, 

TACATGAACAGCGCCAGCTCTTACA, 

AGTCACGACGTTGTAAAACGACGGCC 

Pou5f3 CAGGAAACAGCTATGACCATGATTACGC, 

GGCCAGAAATTAGGGTTCCATGGCG, 

AGTCACGACGTTGTAAAACGACGGCC 

2.1.1.2 WT Pou5f3/Sox19b/Nanog and fluorophore constructs in 

pCS2+  

 Pou5f3, Sox19b, Nanog, as well as mCherry and Citrine (already in TOPO with the 

BamHI-EcoRI or EcoRI-Stop-XhoI overhangs) were then sub-cloned from TOPO into 

pCS2+ vectors, alone and in different N- or C- terminal combinations (Figure 2.1), 

for in vitro transcription. TOPO vectors, and the empty pCS2+ vector, were digested 

using the relevant restriction enzyme pairs (Table 2.1) in 50-100 μL reaction mixes 

(Table 2.6), for 2 hours (h) at 37 °C. Inserts were gel purified from a 0.8% UltraPure 

Low Melting Point (LMP) Agarose gel (Invitrogen, 16520050) using the Promega 

Wizard SV Gel and PCR Cleanup System (Promega, A9281) or the QIAquick Gel 

Extraction Kit (Qiagen, 28704), the plasmid backbone by column purification using 
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the QIAquick PCR Purification Kit (Qiagen, 28104), and eluted in ~ 30 μL ddH2O. 

Insert(s) and backbone were ligated using T4 ligase (NEB, M0202S) in a 10 μL 

reaction mix (Table 2.7), incubated for 30 min at RT. Ligation reactions were either 

desalted and 10 μL transformed into TOP10 E.Coli by electroporation as above, or 5 

μL reaction mix was transformed by heat shock into 50 μL DH5α competent E.Coli 

(Invitrogen). Clones were grown overnight (o/n) at 37 °C on LB plates with 50 µg/mL 

Ampicillin (Amp) (IGC technical services). Correct insertion was verified by colony 

PCR as previously described (primer combinations in Table 2.8, PCR program Table 

2.4). Plasmid DNA was prepared using the PureLink Quick Plasmid Miniprep Kit 

(Invitrogen, K210010) and sequenced by Sanger sequencing (IGC technical services, 

primers Table 2.5).  

Table 2.6 TOPO digestion reaction mix 

Reagent Volume 
(μL) 

BamHI-HF/ BglII/ EcoRI-HF/ XhoI/ SalI-HF  
(NEB R3136S/ R0144S/ R3101S/ R0146S/ 
R3138S) 

5+5 

10X NEB Cutsmart buffer (NEB, B7204) 10 

Plasmid ~ 1 μg 

ddH20 To 100 μL 

Table 2.7 pCS2+ Ligation Reaction 

Reagent Volume (μL) 

pCS2+ backbone 50-100ng 

Insert (s)  3:1 molar ratio to backbone 

T4 Ligase 1  

10X T4 Ligase buffer 1  

ddH20 To 10 μL 

Table 2.8 pCS2+ colony PCR primers 

cDNA Forward primer Reverse primer Annealing 
temp (°C) 

Nanog-Citrine GGACGTCGGAGCAAGCTT
GATTTAGGTG 

GTGCTGCTTCATGTGGTCGG
GGTAG 

67 

Cit-Nanog “ TCCTCTCCTGCTGTGGAGGTT
AAGT 

66 



   
 

51 
 

Nanog-mCh “ GTTCATCACGCGCTCCCAC 61 

mCh-Nanog “ TCCTCTCCTGCTGTGGAGGTT
AAGT 

66 

Sox19b-Citrine “ GTGCTGCTTCATGTGGTCGG
GGTAG 

67 

Cit- Sox19b “ CGTAGCCGTCCATCCTCGGG
CTGC 

67 

Sox19b -mCh “ GTTCATCACGCGCTCCCAC 61 

mCh- Sox19b “ CGTAGCCGTCCATCCTCGGG
CTGC 

67 

Pou5f3-Citrine “ GTGCTGCTTCATGTGGTCGG
GGTAG 

67 

Cit- Pou5f3 “ GGCCAGAAATTAGGGTTCCA
TGGCG 

67 

Pou5f3-mCh “ GTTCATCACGCGCTCCCAC 61 

mCh- Pou5f3 “ GGCCAGAAATTAGGGTTCCA
TGGCG 

67 

Citrine “ GTGCTGCTTCATGTGGTCGG
GGTAG 

67 

mCherry “ GTTCATCACGCGCTCCCAC 61 

mCherry-mCitrine “ GTGCTGCTTCATGTGGTCGG
GGTAG 

67 

Nanog “ TCCTCTCCTGCTGTGGAGGTT
AAGT 

66 

Sox19b “ CGTAGCCGTCCATCCTCGGG
CTGC 

67 

Pou5f3 “ GGCCAGAAATTAGGGTTCCA
TGGCG 

67 

Table 2.9 pCS2+ Sequencing primers 

pCS2+ construct Primers 

Nanog-Cit GGACGTCGGAGCAAGCTTGATTTAGGTG, 
GAATTCCAGCAAAGTTATTCCTTTAGTTGCCCAC, 
CAGGAAACAGCTATGACCATGATTACGC 

Cit-Nanog GGACGTCGGAGCAAGCTTGATTTAGGTG, 
TCCTCTCCTGCTGTGGAGGTTAAGT, 
CAGGAAACAGCTATGACCATGATTACGC 

Nanog-mCh GGACGTCGGAGCAAGCTTGATTTAGGTG, 
GAATTCAAGGCGCGTATGGTGAG, 
CAGGAAACAGCTATGACCATGATTACGC 

mCh-Nanog GGACGTCGGAGCAAGCTTGATTTAGGTG, 
TCCTCTCCTGCTGTGGAGGTTAAGT, 
CAGGAAACAGCTATGACCATGATTACGC 

Sox19b-Cit GGACGTCGGAGCAAGCTTGATTTAGGTG, 
TACATGAACAGCGCCAGCTCTTACA, 
CAGGAAACAGCTATGACCATGATTACGC 

Cit- Sox19b GGACGTCGGAGCAAGCTTGATTTAGGTG, 
CGTAGCCGTCCATCCTCGGGCTGC, 
CAGGAAACAGCTATGACCATGATTACGC 

Sox19b -mCh GGACGTCGGAGCAAGCTTGATTTAGGTG, 
TACATGAACAGCGCCAGCTCTTACA, 
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CAGGAAACAGCTATGACCATGATTACGC 

mCh- Sox19b GGACGTCGGAGCAAGCTTGATTTAGGTG, 
CGTAGCCGTCCATCCTCGGGCTGC, 
CAGGAAACAGCTATGACCATGATTACGC 

Pou5f3-Cit GGACGTCGGAGCAAGCTTGATTTAGGTG, 
GGCCAGAAATTAGGGTTCCATGGCG, 
CAGGAAACAGCTATGACCATGATTACGC 

Cit- Pou5f3 GGACGTCGGAGCAAGCTTGATTTAGGTG, 
GCTCGCCGACCACTACCAGC, 
GGCCAGAAATTAGGGTTCCATGGCG, 
CAGGAAACAGCTATGACCATGATTACGC 

Pou5f3-mCh N/A 

mCh- Pou5f3 GGACGTCGGAGCAAGCTTGATTTAGGTG, 
CACCCCGCCGACATCCCCGACTACT, 
GGCCAGAAATTAGGGTTCCATGGCG, 
CAGGAAACAGCTATGACCATGATTACGC 

Citrine GGACGTCGGAGCAAGCTTGATTTAGGTG, 
CAGGAAACAGCTATGACCATGATTACGC 

mCherry GGACGTCGGAGCAAGCTTGATTTAGGTG, 
CAGGAAACAGCTATGACCATGATTACGC 

mCherry-mCitrine GGACGTCGGAGCAAGCTTGATTTAGGTG, 
GTGCTGCTTCATGTGGTCGGGGTAG, 
CAGGAAACAGCTATGACCATGATTACGC 

Nanog GGACGTCGGAGCAAGCTTGATTTAGGTG, 
TCCTCTCCTGCTGTGGAGGTTAAGT, 
CAGGAAACAGCTATGACCATGATTACGC 

Sox19b GGACGTCGGAGCAAGCTTGATTTAGGTG, 
CGTAGCCGTCCATCCTCGGGCTGC, 
CAGGAAACAGCTATGACCATGATTACGC 

Pou5f3 GGACGTCGGAGCAAGCTTGATTTAGGTG, 
GGCCAGAAATTAGGGTTCCATGGCG 
CAGGAAACAGCTATGACCATGATTACGC 
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2.1.1.3 Site-directed mutagenesis of Citrine --> mCitrine 
The Nanog-Citrine pCS2+ and Citrine pCS2+ constructs were altered by quick-

change (QC) site-directed mutagenesis to change Citrine to mCitrine (GCC  AAG, 

Alanine (A)  Lysine (K)). A 50 µL reaction was set up for forward and reverse 

primers separately (primers Table 2.10, QC reaction mix Table 2.11, PCR program 

Table 2.12A). A combined reaction was then set up, using 25 µL from each reaction, 

and 0.5 µL PfuUltra (PCR program Table 2.12B). The original plasmid was destroyed 

by incubation with 1 µL DpnI (NEB, R0176S) at 37 °C for 2 h, and 10 µL desalted 

reaction mix transformed into TOP10 E.Coli as above. Correct insertion was verified 

by colony PCR as previously described (primer combinations Table 2.8, PCR program 

Table 2.4). Plasmid DNA was prepared using the PureLink Quick Plasmid Miniprep 

Kit (Invitrogen, K210010) and sequenced by Sanger sequencing (IGC technical 

services, primers Table 2.5).  

Table 2.10 mCitrine QC primers 

Forward primer Reverse primer 
CAACCACTACCTGAGCTACCAGTCCAAGCTGAGCAAAG
ACCCCAACGAGAAGC 

GCTTCTCGTTGGGGTCTTTGCTCAGCTTGGACTGGTAG
CTCAGGTAGTGGTTG 

Table 2.11 QC PCR reagents 

 

 

 

Reagent Volume (μL) 

PfuUltra II High-fidelity DNA Polymerase (Agilent, 600670) 0.5 

10X PfuUltra buffer (Agilent, 600385) 5 

Forward + Reverse primers, 10μM 1+1 

Plasmid 50 ng 

DMSO 5  

dNTP mix, 2.5 mM each 1  

ddH20 To 50 μL 
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Table 2.12 QC PCR program 

 Step Temperature 
(°C) 

Time  Cycles 

A
 

Initial 
denature 

95 30 s 1 

Denature 95 30 s 3 

Anneal 55 1 min 

Extend 68 1 min/ kb (+ 1 min) 

B
 

Initial 
denature 

95 30 s 1 

Denature 95 30 s 18 

Anneal 55 1 min 

Extend 68 1 min/ kb (+ 1 min) 

Cool down 4 5 min 1 

Hold 10 hold 

 

 

Figure 2.1 PSN and fluorophore pCS2+ constructs. (cont. over page) 
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The pCS2+ vector contains a CMV promoter for mammalian expression, SP6 

promoter and SV40 poly(A) signal sequence for in vitro capped RNA synthesis, and 

Ampicillin resistance gene (AmpR). A) Pou5f3 (P), Sox19b (S), or Nanog (N), tagged 

with (m)Citrine (mCit) or mCherry (mCh) at the i. C-terminus or ii. N-terminus. Inserts 

are linked by an EcoRI restriction site. B) Untagged P/S/N. C) Tandem mCh-mCit 

fusion, linked by EcoRI restriction site. D) mCh or mCit alone. 

2.1.1.4 PTF DBD and N-terminal mutants in pCS2+ 
Pfam annotations were used to define P/S/N DBD regions to remove; for the Nanog 

N-terminal mutant the sequence upstream of the DBD was removed. P/S/N 

sequences lacking the DBD or Nanog N-terminus were ordered from GeneArt in a 

pMA-RQ Amp resistant vector (Invitrogen). Nanog and Sox19b sequences were 

flanked by N-terminal BamHI and C-terminal EcoRI restriction sites, Pou5f3 by EcoRI 

and XhoI. This enabled restriction-digestion cloning (performed and analysed as 

above) to replace the P/S/N sequences in existing Nanog-mCitrine, Sox19b-

mCherry, mCherry-Pou5f3 pCS2+ constructs (Figure 2.1A). 

Glycerol stocks of all correct plasmids were made by adding 700 µL fresh culture to 

300 µL 80% glycerol, and stored at -80 °C.  

2.1.2 In vitro transcription 
First, 5-10 μg pCS2+ plasmids were linearised using NotI-HF (NEB, R3189S), or KpnI-

HF for Nanog constructs (NEB, R3142S), which cut downstream of the SV40 poly(A) 

signal sequence (Figure 2.1). Linearised plasmids were column purified using the 

QIAquick PCR Purification Kit (Qiagen, 28104), and eluted in ~ 30 μL ddH2O. Capped 

RNA (‘mRNA’) was produced by in vitro transcription using the mMESSAGE 

mMACHINE SP6 Kit (Invitrogen, AM1340). 20 μL reactions were set up and 

incubated at 37 °C for 2h (Table 2.13). DNA was destroyed by incubating with 1 μL 

DNAse for 15 min at 37°c. mRNA was then purified by LiCl precipitation: 20 μL LiCl 

and 1 μL glycogen were added, and the reaction kept at -20 °C for 30 min, after 

which the tube was centrifuged at 21,000 g for 15 min at 4 °C. The supernatant was 

removed and washed with 1 mL 70% EtOH by re-centrifuging. After removing the 
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EtOH, the pellet was left to dry at RT (or 10 min at 50 °C), re-suspended in 30 μL 

ddH20, and stored at -80 °C. 

Table 2.13 In vitro transcription reagents 

Reagent Volume (μL) 

SP6 enzyme mix 2 

2X NTP/CAP 10 

10X SP6 reaction 
buffer 

2 

Linearised plasmid 1-1.2 μg 

ddH20 To 20 μL 

 

2.2 Zebrafish husbandry and techniques 

2.2.1 Zebrafish husbandry 

Fish were maintained in standard conditions, at 28.5 °C with 14h:10h light:dark 

cycles in accordance with UK Home Office regulations, UK Animals (Scientific 

Procedures) Act 1986 (amended 2013), and European Directive 2010/63/EU under 

project license PP7317786. Zebrafish work was performed under UK Home Office 

licence PPL PA3527EC3, PIL I04173724.  

2.2.2 MZ mutant line maintenance and genotyping 

MZnanog, and MZspg793 zebrafish lines were a kind gift from Dr. D Onichtchouk, at 

the University of Freiburg. +/- lines were kept for maintenance, and in-crossed to 

generate -/- lines (embryos from MZspg793 +/- in-crosses were rescued with 50 pg 

Pou5f3 mRNA). Genotypes were verified by tail fin biopsies, in a protocol adapted 

from communications with Dr.D Onichtchouk and Dr.M Gao. 

For genotyping, genomic DNA (gDNA) was extracted from tail fins. Individual tail fin 

biopsies were incubated in PCR tubes with 50 μL lysis buffer (Table 2.14) for 10 min 

at 98 °C, then kept at 4 °C. 6 μL 20 mg/mL Proteinase K solution were added to each 

tube, and reactions incubated at 55 °C o/n, followed by a further 10 min at 98 °C. 

gDNA was stored at -20 °C. For PCR reactions, gDNA was diluted 1:20 in ddH20 and 
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reactions set up with either MyTaq or DreamTaq PCR reagents (primers Table 2.15, 

PCR mixes and programs Table 2.16 - Table 2.19). MZnanog PCR products were 

assessed by restriction digestion with NdeI (NEB R3131S), as the mutation destroys 

an NdeI restriction site (WT products = 284 + 238 base pairs (bp), mutant = 523 bp). 

Digestion reactions (Table 2.20) were analysed on 2% LMP Agarose gels (Invitrogen, 

16520050). MZspg PCR products were assessed by Sanger sequencing (IGC technical 

services) using the forward PCR primer, to screen for the T  C mutation.  

Table 2.14 Tail fin Lysis buffer 

Reagent Concentration 

Tris-HCl (pH 8.0) 10 mM 

KCl 50 mM 

Tween20 0.3% 

NP40 0.3% 

EDTA 1 mM 

Table 2.15 Primers for MZ mutant genotyping PCR 

Genotype Forward primer Reverse  primer Annealing 
temp (°C) 

MZnanog TCTAAACCCGCCCACAACC GGTCGGGCTCAGTCTTGTTG 60 

MZpou5f3 GTCGTCTGACTGAACATTTTGC GCAGTGATTCTGAGGAAGAGGT 58 

Table 2.16 MyTaq PCR reagents for MZ mutant genotyping 

Reagent Volume (μL) 

Diluted gDNA 2 

Forward + Reverse primers, 10μM 1+1 

MyTaq DNA Polymerase (Meridian Bioscience, 
BIO21105) 

0.5 

5X MyTaq Reaction Buffer 10 

ddH20 35.5 

 Total = 50μL/reaction 
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Table 2.17 MyTaq PCR program 

Step Temperature (°c) Time  Cycles 

Initial denature 95 1 min 1 

Denature 95 15 s 32 

Anneal *Table 2.15 15 s 

Extend 72 10 s 

Cool down 4 5 min 1 

Hold 10 hold 

Table 2.18 DreamTaq Green PCR reagents for MZ mutant genotyping 

Reagent Volume (μL) 

2X DreamTaq Green PCR Master Mix 
(Thermo Scientific, K1081) 

15 

Diluted gDNA 2 

Forward + Reverse primers, 10μM 1.5+1.5 

ddH20 10 

 Total = 30μL/reaction 

Table 2.19 DreamTaq Green PCR program 

Step Temperature (°C) Time  Cycles 

Initial denature 98 1 min 1 

Denature 98 30 s 32 

Anneal *Table 2.15 30 s 

Extend 72 30 s 

Cool down 4 5 min 1 

Hold 10 hold 

Table 2.20 MZnanog NdeI restriction digestion reaction 

Reagent Volume (μL) 

PCR product 5 

10X Cutsmart buffer (NEB) 3 

NdeI-HF (NEB, R3131S) 0.5 

ddH20 21.5 

 Total = 30μL/reaction 

2.2.3 Microinjection 

Adult fish were set up in pair or group mating tanks the evening before, to separate 

males and females. Injection plates were prepared by pouring 1% agarose in E3 

medium (0.33 mM CaCl2, 0.17 mM KCl, 0.33 mM MgSO4, 5 mM NaCl, Methylene 

Blue 0.00001%) into a 90mm dish (Fisher Scientific, 12664785), and placing a mold 
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(WPI, Z-MOLDS) on the agarose to create lanes while it sets. The v-shaped lanes 

help to orient embryos for microinjection. Needles were pulled from borosiliate 

glass capillaries (WPI, TW 100-4) using a micropipette puller (Intracel 

Flaming/brown micropipette puller model P-97, Sutter Instruments). Injection mixes 

were made up in ddH2O, to a total volume of 2-4 μL on the day of injection and kept 

on ice. The injection plate was pre-warmed in the incubator (28.6 °C) on the day of 

injection. Separators were removed and mating tanks monitored to collect eggs 

immediately once laid. Eggs were rinsed with E3 medium in a strainer and 

transferred to a 90mm dish with E3 medium. A microinjection needle was loaded 

with the injection mix, using a micro-loader tip (Eppendorf, 5242956003), and 

mounted on a Picospritzer III microinjector (Intracel). The injection volume was 

calibrated to 500 picolitre (pL) using a 1 mm graticule with 0.01 mm divisions 

(Graticules Optic, S8), by injecting into a drop of mineral oil and adjusting the 

injection duration to achieve a diameter of 0.05 mm. Injections were viewed under 

a Nikon SMZ 645 stereomicroscope (Nikon Instruments, Japan). Embryos were 

transferred to the injection plate with minimal E3 to prevent drying out, and 

oriented in lanes to allow microinjection into the cell/yolk. After injection, embryos 

were transferred to a dish with fresh E3 medium and incubated at 28.6 °C for the 

desired length of time. 

2.2.4 mRNA rescue experiments 

Eggs from in-crosses of MZnanog -/- or MZspg793 -/- fish were collected 

immediately after laying, and mRNA microinjections carried out into the cell, as 

outlined in section 2.2.3. mRNA quantities equimolar to rescuing wild-type (WT) 

mRNA amounts were injected: 150 pg Nanog WT/ 245 pg (m)Cit- or mCh-tagged 

Nanog, 50 pg Pou5f3 WT/ 76 pg (m)Cit- or mCh-tagged Pou5f3 (Lunde et al., 2004, 

Veil et al., 2018). Uninjected embryos served as a negative control. After 

microinjection, embryos were transferred to dishes containing fresh E3 medium, 

and incubated at 28.6 °C. At approximately 6 hpf, E3 was exchanged and 

unfertilised embryos removed (identified by lack of cell division). At 24 hpf embryos 
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were dechorionated (section 2.2.5.2) in the dish, and chorion debris removed. 

Embryo dishes were viewed on Nikon SMZ 1500 stereomicroscope, and imaged 

with a Nikon E 5400 camera attached via a Nikon MXA 5400 adapter (Nikon 

Instruments, Japan). From these images, embryos were sorted into four classes of 

rescue phenotypes, outlined in Table 2.21, adapted from (Veil et al., 2018) for 

MZnanog -/-rescues, and (Reim and Brand, 2006) for MZspg793 -/-.  

Table 2.21 MZ mutant -/- rescue classes 

Class MZnanog -/- MZspg793 -/- 

I (No rescue) Nectrotic cells/exploded Nectrotic cells/exploded 

II Axis rescue (usually a 
head but no tail) 

Axis rescue, dorsalised 

III Axis rescue, short tail and 
yolk extension 

Axis + tail rescue, but 
dorsalised 

IV Like WT Like WT 

 

2.2.5 Preparation for live microscopy 

2.2.5.1 Mounting of embryos in chorion 

A drop of heptane glue (made by leaving sticky tape in a bottle of heptane o/n) was 

added to the well of a #1.5H glass coverslip 8-well chambered coverslip (8-well 

chamber) (ibidi, 80807) and left to dry. Individual embryos were transferred onto 

the glue, and oriented using tweezers. 0.7% LMP agarose in E3 medium (cooled to 

touch) was added, and embryos re-oriented using tweezers. Embryos were 

incubated at 28.6 °C until the desired stage, with extra E3 medium to prevent the 

agarose from drying out. 

2.2.5.2 Manual Dechorionation  

~32-64 cell-stage embryos were dechorionated in a 90 mm dish (Fisher Scientific, 

12664785) coated thinly with 1% agarose in E3 medium, and filled with sufficient E3 

to cover embryos. Two Dumostar #5 tweezers (Dumont, 500085) were used to tear 

open, then peel away the chorion from embryos. Embryos were transferred to the 

8-well chamber using a glass aspirating pipette with the tip broken off to create a 
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sufficiently wide opening. Excess E3 medium was removed using a narrow-tipped 

pastette, and replaced with 0.7% LMP agarose in E3 medium (cooled to touch) – or 

in OptiPrep-Danieau’s if indicated. Embryos were incubated at 28.6 °C until the 

desired stage, with extra E3 medium to prevent the agarose from drying out. 

2.2.5.3 Deyolking 

Embryo deyolking was done following advice given by Ksenia Kuznetsova and the 

instructions for OptiPrep in (Boothe et al., 2017). Embryos to be deyolked were 

dechorionated in 25% OptiPrep (Sigma-Aldrich, D1556) in 0.3% Danieau’s medium 

(1740 mM NaCl, 21 mM KCl, 12 mM MgSO4∙7H2O, 18 mM Ca(NO3)2,150 mM HEPES 

buffer). They were then deyolked at the 64-256 cell stage, using an eyelash 

mounted on a 0,6 x25mm micro-lance (Becton Dickinson, 23G 1” – Nr. 16) to 

separate yolk from cells (explants). Cell explants were transferred to 8-well chamber 

using a glass aspirating pipette. Excess medium was removed using a micro-lance 

mounted on a syringe, and replaced with minimal 0.7% LMP agarose in OptiPrep-

Danieau’s (cooled to touch) – or in E3 medium if indicated. The micro-lance was 

used to shift explants to the centre of the well where the lower level of agarose 

causes flattening. Explants were incubated at 28.6 °C until the desired stage, with 

extra E3 medium to prevent the agarose from drying out. 

2.2.5.4 Dissociation 

Embryo dissociation was adapted from methods in (Boothe et al., 2017, Hilbert et 

al., 2021).  Embryos at the 32-64 cell stage were placed in a 1.5 mL DNA LoBind 

Eppendorf tube (Eppendorf, 0030108035) with 1 mL deyolking buffer (Table 2.22). 

Tubes were gently vortexed to make a cell/yolk suspension, and centrifuged for 1 

min at 300 g. The supernatant was replaced with wash buffer (Table 2.23), and 

again vortexed and centrifuged. The supernatant was then replaced with 1 mL 0.8 

mM CaCl2/Dulbecco PBS. Tubes were vortexed and placed on a rotator for 30 min to 

prevent re-pelleting. For imaging, the cells were pelleted by centrifuging for 1 min 

at 300 g, resuspended in 0.7% LMP agarose with 0.8 mM CaCl2, and transferred to 

an 8-well chamber. 
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Table 2.22 Deyolking buffer 

Reagent Concentration 

Glycerol 10% (v/v H2O) 

NaCl 55 mM 

KCl 1.75 mM 

NaHCO3 1.25 mM 

Table 2.23 Deyolking wash buffer 

Reagent Volume (μL) 

Glycerol 10% (v/v H2O) 

NaCl 110 mM 

KCl 3.5 mM 

CaCl2 2.7 mM 

Tris/HCl pH 8.5 10 mM 

 

2.2.5.5 Staging and measuring nuclear diameter 

Embryos were staged by time and morphology according to (Kimmel et al., 1995). 

Further staging was carried out by measuring nuclear diameter, calculated from 

nuclear volumes measured in (Reisser et al., 2018) (Fig. 3.7.E). Images acquired 

before FCS or AAT-FRET measurements were analysed in the LAS-X software (Leica 

Microsystems, Germany), measuring the diameter of nuclei as identified by 

expression of tagged PTFs or the brightfield channel. 

2.2.6 Immunofluorescence 

Protocol adapted from (Aljiboury et al., 2021): Embryos at the desired stage were 

placed in a 1.5mL Eppendorf tube and pFA, diluted in ddH2O from a 16% stock 

(Thermo Scientific, 28908), was added at a final concentration of 4%. Embryos were 

first incubated for 2 h at 20-23 °C and mixed on the lowest setting (Eppendorf 

Thermomixer), then incubated o/n at 4 °C. The next day, pFA was removed and 

embryos washed twice quickly with 0.1% Triton X-100/PBS, and washed 3 times for 

5 min with 0.5% Triton X-100/PBS. Embryos were dechorionated in 0.1% Triton X-

100/PBS in a 35 mm plastic dish (Corning, 430165), with Dumostar #5 tweezers 

(Dumont, 500085), then returned to the Eppendorf tube. PBS-TritonX was replaced 

with 800 μL block buffer (Table 2.24) with 10% heat inactivated goat serum (Gibco, 
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16210064), and incubated for 1 h (20-23 °C). Block solution was removed and 

embryos incubated with chicken anti-GFP antibody (Abcam, ab13970), diluted 1:200 

in block solution, o/n at 4 °C. The primary antibody in block solution was removed, 

embryos rinsed twice quickly, then washed 6 times for 20 min with 0.5% Triton X-

100/PBS. This was replaced with goat anti-chicken IgY H&L, Alexa-594 secondary 

antibody (Abcam, ab150172), diluted 1:200 in fresh block solution, and incubated 

o/n at 4 °C. After the secondary antibody in block solution was removed, embryos 

were again rinsed twice quickly, then washed 4 times for 20 min with 0.5% Triton X-

100/PBS. The wash was replaced with DAPI (1:1000 in 0.5% Triton X-100/PBS) for 30 

min at 20-23 °C. After removing the DAPI solution, embryos were rinsed twice 

quickly, and washed 3 times for 20 min, with 0.5% Triton X-100/PBS, followed by a 

quick rinse with first 0.1% Triton X-100/PBS, then PBS. Embryos were deyolked on a 

glass slide, using a 0,6 x25mm microlance (Becton Dickinson, 23G 1” – Nr. 16). As 

much PBS as possible was removed using the microlance attached to a syringe. 

Embryos were mounted in 40 μL Prolong Gold (Invitrogen, P36930), adding a glass 

coverslip, and sealed with nail polish, and left to set in the dark for 24 h at 20-23 °C. 

Table 2.24 Block buffer 

Reagent Concentration 

DMSO 1x 

BSA 40mg/mL 

Triton-X 50% 

PBS 1x 

2.3 HeLa cell culture and transfection 

HeLa cells were grown in standard growth medium (DMEM) (Gibco, 21969-035) 

supplemented with 10% Fetal Calf Serum, 0.1% Pen/Strep, 0.1% L-Glutamine (IGC 

technical services), at 37 °C and 5% CO2. Cells were split 1:8 to 1:12 into a new T25 

flask every 3-4 days: 1 mL trypsin was added to detach cells, quenched after 5-6 min 

with 4 mL DMEM, the suspension centrifuged for 5 min at 300 g, the cell pellet re-

suspended in 1 mL DMEM. For transfection, cells were counted using a 

haemocytometer (Neubauer): 20 μL cell suspension were diluted 1:5 with 60 μL 

Trypan blue and 20 μL DMEM, and 10 μL pipetted onto the haemocytometer 
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(Neubauer).  6000 cells were seeded per well in 8-well chambers (ibidi, 80807) 

containing 200 μL DMEM and transfected the next day at ~60% confluence with 7.8 

x 10-9 nmol DNA plasmid (~ 24-30 ng), using Lipofectamine 3000 (Invitrogen, 

L3000001). 25 μL DNA-lipid complex were added to each well. Microscopy was done 

the day after transfection. 

2.4 Fluorescence Microscopy  

Microscope incubators (Okolab) were set to 26.5 °C for live zebrafish embryos, or 37 

°C and 5% CO2 for HeLa cells. 

2.4.1 Live wholemount microscopy 

WT embryos were microinjected into the cell or yolk, at the 1-cell stage with 500 pL 

mRNA/dye mix containing 10 μM dye and 50-100 pg mRNA (50 pg mCherry-Pou5f3, 

100 pg Sox19b-Citrine/ Citrine, 150 pg Nanog-Citrine). At 3 hpf, embryos were 

transferred to 8-well imaging chambers in E3 medium and imaged using an Andor 

Dragonfly spinning disk confocal microscope (Oxford Instruments). Z-stack images 

were acquired using a 20x 0.75 numerical aperture (NA) objective, 40 µm pinhole 

diameter, and an iXon EMCCD camera, with 5 µm step size and 1024x1024 pixels 

(px), to create a voxel size of 0.6x0.6x5 µm. mCherry/ A568, Citrine, and 488 were 

excited with 561 nm, 514 nm, 488 nm lasers, with filters set to collect peak emission 

wavelengths of 620nm, 540nm, 525nm respectively. Z-stacks were acquired 

consecutively for each channel. 

2.4.2 Nuclear P/S/N distribution in live zebrafish embryos 

Embryos were microinjected with ~60 ng/μL mRNA encoding Nanog-Citrine, 

Sox19b-Citrine, Citrine-Pou5f3, or mCherry-Pou5f3 and transferred to an 8-well 

chamber at approx. 1.5 hpf. Imaging was carried out on an SP5 point scanning 

confocal microscope (Leica Microsystems), equipped with an Argon laser, a diode-

pumped solid-state (DPSS) laser, and PMTs. Images were acquired in the LAS-F 

software, using a 40x 1.1 NA water objective with ~15X digital magnification, 

1024x1024 px, 200 Hz scan speed, 2x frame averaging. The Citrine and mCherry 
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channels were visualised by a 30% Argon laser, tuned by an Acousto-Optic Tunable 

Filter (AOTF) to 488 nm at 10-20% laser power, and the 561 nm DPSS laser at ~ 30 % 

laser power. PMTs were set to emission bandwidth 497nm - 580nm and 496nm - 

549nm for the Citrine and mCherry channels respectively. 

2.4.3 Nanog co-localisation with DNA in zebrafish embryo nuclei 

Embryos were microinjected with 150 pg Nanog-Critrine mRNA and a final 

concentration of 174 μM SiR-DNA (Spirochrome, SC007), and either dissociated or 

mounted in the chorion. Imaging was carried out on the Stellaris 8 confocal point 

scanning microscope (Leica Microsystems) equipped with a white light laser (WLL) 

and HyD-S/ HyD-X detectors. Images of nuclei were acquired using the LAS-X 

software, with a 40x 1.1 NA water objective for chorionated embryos, or a 63x 1.4 

NA oil objective for dissociated embryo cells. The Citrine and SiR-DNA channels 

were visualised sequentially by 30% 515nm laser line (HyD-S detector, 520nm - 

642nm) and 652 nm laser line (HyD-X detector, 662nm - 834nm)., using 1024x1024 

px, 200 Hz, 2x line average, with HyD-S detectors in counting mode. 

2.4.4 Nanog co-localisation miR-430 transcription bodies in 

zebrafish embryo nuclei 

Embryos were co-injected with 245 pg Nanog-mCitrine mRNA and the 3’ Lissamine 

tagged miR-430 morpholino (7 μM final concentration), and mounted in the 

chorion. Embryos were imaged on the Stellaris 8 microscope. The Citrine and 

Lissamine channels were visualised with 30% 515 nm and 20% 580 nm laser lines, 

using a HyD-S (591nm - 631nm) and a HyD-X (522nm - 560nm) detector 

respectively. For the wholemount time-lapse, z-stack images were taken every 90s 

using a 40x 1.1 NA water objective, 512x512 px, 400 Hz, 2x line average, 2 Airy Units 

(AU), and a 2 μm z-step. For nuclei, images were taken using 1024x1024 px, 200 Hz, 

2x line average, 1 AU.  
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2.4.5 Imaging of fixed zebrafish embryos and nuclei 

Fixed embryos mounted in Prolong Gold were imaged on the Stellaris 8 microscope, 

visualising the DAPI and Alexa 594 channels with 4% 405 nm and 2% 590 nm (10% 

for nuclei), and HyD-S detectors in counting mode (425nm - 489nm for DAPI, 595nm 

- 655nm for Alexa 594). Wholemount images were acquired with a 20X 0.75 NA dry 

objective, using 1024x1024px, 200 Hz, and 2x line average. Images of nuclei were 

acquired with a 63x 1.4 NA oil objective, in lightning deconvolution mode, using 

4464x4464 px, 512 Hz, and 3x line average. 

2.4.6 Imaging HeLa cells 
Cells were imaged on the Stellaris 8 microscope. The mCitrine and mCherry 

channels were visualised using 1% 515 nm and 587 nm laser lines. Images were 

acquired with a 40x 1.1 NA water objective, using 1024x1024px, 200 Hz, and HyD-S 

detectors (523nm - 569nm for mCitrine, 595nm - 657nm for mCherry). 

2.5 Image Analysis 

2.5.1 Processing live wholemount images to quantify expression 

across zebrafish embryos 

2.5.1.1 Nuclear segmentation to extract nuclear intensities 
Wholemount z-stack images of live embryos co-expressing tagged PTFs or Citrine 

with Alexa dyes were analysed in Fiji (ImageJ) (Schindelin et al., 2012). Nuclear 

segmentation was carried using the fluorophore intensity channel to create a mask 

of regions of interest (ROIs) within which to interrogate the original fluorophore and 

dye intensity channels (e.g. Figure 3.4B). For embryos expressing tagged PTFs, the 

mask was created by first subtracting the background (20 px rolling ball radius), 

applying the Gaussian Blur filter (2 px), and adjusting the intensity threshold 

(approx. 50-400). This mask was then subjected to segmentation analysis using the 

Trackmate with the built-in StarDist detector (Ershov et al., 2022), filtering spots by 

area (>41 μm). For embryos expressing Citrine, nuclear segmentation was carried 

out as above if possible, with first the Gaussian Blur filter (2 px), then background 

subtraction (10 px rolling ball radius) followed by the Gaussian Blur filter a second 
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time. Trackmate with Stardist was used as above, but spots were additionally 

filtered by circularity (>0.76), contrast (>0.14), and quality (>0.68). For images 

where automatic segmentation was not possible, ROIs were drawn by hand and 

converted to a mask. ROIs were linked between planes using Trackmate with 

Stardist. Intensity values of pixels in each ROI were then extracted as a .csv file using 

the 3D manager ImageJ suite (Ollion et al., 2013, Schindelin et al., 2012).  

2.5.1.2 Processing nuclear intensity values 
Data were imported into Python 3 (van Rossum, 1995) and processed using Pandas 

(McKinney, 2010) and NumPy (Harris et al., 2020). Pixel values were averaged 

across each ROI to give average nuclear intensity. The coefficient of variation (cv2) 

of average nuclear intensity across each embryo, was calculated using Equation 2.1. 

Plots were created using the Seaborn package (Waskom, 2021). 

Equation 2.1 Coefficient of variation of average nuclear intensities per embryo 

 Where σ is the standard deviation, and μ the mean of average nuclear intensities 

across each embryo. 

𝐶𝑉2 =
𝜎 2

𝜇 2
  

2.5.1.3 Representative images 
Z-stacks were processed in Fiji, adjusting minimum/maximum brightness levels, and 

creating standard deviation (StDev) projections for each channel. 

2.5.2 Processing nuclear distribution images in zebrafish 

embryos 

Nucleus and wholemount images from fixed and live embryos (section 2.4.2-

2.4.5,2.7) were processed in Fiji, by adjusting minimum/maximum brightness levels. 

For wholemount images, StDev projections were created for each channel. Images 

of nuclei acquired in lightning deconvolution mode were processed in LAS-X using 

standard settings in Lightning v6.2.1.3-46860387 (adaptive strategy, automatic 

contrast enhancement and cut-off, very high smooth-filter, no post-filter, alpha sum 
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abort criterion, Good’s roughness regularisation) with 1 iteration for the DAPI 

channel, 7 iterations for the Alexa 549 channel. 

2.5.2.1 Analysing Nanog-Citrine and miR-430 co-localisation over time 
Wholemount z-stack time-lapses were processed in Fiji to analyse the co-

distribution of Nanog-mCitrine and miR-430 intensities within nuclei. Nuclei were 

identified in the Nanog-mCitrine channel in individual z-plane images at single time-

points. A line was drawn across the miR-430 foci in the nucleus, and the intensity of 

pixels was plotted along the line, for both channels. To create a representative 

image per time-point, z-stacks were processed to adjust minimum/maximum 

brightness levels, and creating StDev projections for each channel. 

2.6 Fluorescence (Cross-) Correlation Spectroscopy 

For initial FCS measurements, WT embryos were microinjected with ~60 ng/μL 

mRNA encoding Citrine- or mCherry-tagged Nanog, Sox19b, or Pou5f3. Embryos 

were placed in 8-well chambers containing E3 medium. For optimised FCS 

measurements, MZnanog -/-  or MZspg -/- embryos were microinjected with 245 pg 

Nanog-Citrine or 76 pg mCherry-Pou5f3 mRNA, and mounted in the chorion. For 

FCCS measurements, WT embryos were co-injected with pairs of ~60 ng/μL mRNA 

encoding Citrine- or mCherry-tagged Nanog, Sox19b, or Pou5f3, or tagged-PTFs with 

Citrine/ mCherry fluorophores. Embryos were placed in 8-well chambers containing 

E3 medium. For co-injection FCS measurements, WT embryos were injected with 

mRNA encoding Citrine- or mCherry-tagged Nanog (150 pg), Sox19b (100 pg), or 

Pou5f3 (50 pg) alone, or co-injected with an untagged PTF. Embryos were placed in 

8-well chambers containing E3 medium. 

2.6.1 Measurements 

FCS experiments were carried out on the Leica SP5 confocal adapted with two 

APD)PicoHarp 300 modules (Picoquant) for TCSPC in the red and green channels. 

Measurements were acquired in the LAS-AF software, using a 40x 1.1 NA water 

objective. The 30% Argon laser was tuned to 488 and 561 nm for green (Citrine) and 
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red (mCherry) channel measurements, using detectors set to 496-548 nm and 565-

653 nm, respectively. 

The OVE structural parameters (κ) were measured on every experimental day in 

calibration control measurements, using 10 nM Alexa 488 and/or 20 nM Alexa 568 

dye-water solutions in a well adjacent to the embryos in the 8-well chamber. Dye 

FCS measurements were carried out with 2% 488 nm or 561 nm laser power. The 

dye solution was also used to adjust the objective’s correction ring to minimise 

reflections from the coverslip, and to align the stage to focus ~ 20 μm from the 

bottom of the well.  

For FCS/FCCS measurements in embryos, nuclear ROIs were selected by live 

screening in the measurement channel at ~20% laser power. Nuclei of 

intermediate/high fluorescence intensity were chosen, and digitally magnified to 

select a central ROI. Fluorescence intensity fluctuations were recorded for 50 s. For 

measurements of PTF diffusion, laser power was adjusted (~5-30%) to collect 

sufficient photons per measurement. For measurements of PTF concentration, laser 

power was kept constant per embryo and condition. Approximately 20 

measurements were carried out for per embryo for approximately 3 embryos per 

condition.  

Photon counts were monitored during acquisition, and measurements with count 

rates below 1000 counts per minute (cpm) discarded. If nuclei were too bright, they 

were pre-bleached using 100% laser power for a few s. As far as possible, care was 

taken to avoid photobleaching during measurements. Fluorescence fluctuation 

profiles with gross changes in average fluorescence intensity were discarded; sharp 

loss of signal is caused by movement of the nucleus to out-of-focus planes, 

sustained signal decrease by photobleaching (Figure 2.2). 

FCS experiments on the Stellaris 8 were carried out in the same way, using HyD-X 

detectors to count photons in the red (593 nm - 722 nm) or green channels (520 nm 

- 623 nm). Measurements were acquired in the LAS-AX software, using a 40x 1.1 NA 

water objective. 20 % 488 nm and 587 nm laser lines were used for green (Alexa 
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488) and red (Alexa 568/mCherry) channel measurements respectively. Data were 

imported to SymPhoTime for further processing. 

 

Figure 2.2 Examples of fluorescence intensity fluctuation profiles. 

A) Example of a stable number of counts over the 50s measurement period. B) 

Example of slow ‘wavy’ profile, which suggests movement of a large structure e.g. 

chromatin/ nucleus. C) Example of photobleaching, with steady decline of counts 

over the measurement period. b+c) would be discarded. 

2.6.2 Autocorrelation analysis 

Time-Tagged Time Resolution (TTTR) data were analysed in the SymPhoTime 64 

software (Picoquant). First, for each measurement, 20-30 s time windows featuring 

stable fluorescence intensity, preferentially towards the beginning of the 

measurement, were chosen for autocorrelation analysis. This compares the self-

similarity of the signal over increasing lag-times (Equation 1.1). Autocorrelation 

functions (ACFs) were calculated using 3000 ms maximum lag time, 500 sampling 

points.  
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2.6.3 Cross-Correlation analysis 

The similarity of signals in two channels (green, red) are compared to calculate the 

cross-correlation function (CCF) relative to the green and red channels (Equation 

1.3). The Relative Cross-Correlation Amplitude (RCCA) is used to calculate the 

proportion of molecules interacting, relative to each channel (Equation 1.4). 

2.6.4 Fitting ACFs 

The dye measurement ACFs were fit to derive the κ-value, which is the 

length:diameter ratio of the observation volume element (OVE) for each 

channel: 𝜅 =
𝑧0

𝑤0
, where z0 is the focal radius along the optical axis, and w0 is the 

lateral focal radius, calculated at 
1

𝑒2intensity using the Veff (effective excitation 

volume/OVE). Dye ACFs were fit from 10-3 ms lag time until the ACF trends to zero, 

using least-squares fitting with the 3D triplet extended model, with one triplet (τTrip) 

and one fast-diffusing (τD) component (Equation 1.2). 

 The derived κ-value was noted for each dye (from the Alexa 488 curve for 

measurements in the green channel; from the Alexa 568 curve for the red). 

Experimental ACFs were then fit, as above, with one triplet (τTrip) and two fast-

diffusing (τD1 ,τD2) components, and the respective κ-value as a fixed variable. In 

optimised FCS measurements, the τTrip component was only included to fit mCherry 

ACFs. Experimental ACFs were fit from 10-2 ms lag time until the ACF trends to zero. 

Fits were evaluated by eye and least squares analysis, and lag time bounds adjusted 

to optimise fits. In optimised FCS measurements, maximum lag time bounds were 

kept constant between measurements.  

2.6.5 Analysis of ACFs, CCFs, and fitted values 
ACFs and fitted values were exported and processed in Excel (Microsoft). Individual 

raw ACFs were shifted in the y-axis to flatten out at zero (not in optimised FCS 

measurements), normalised to a maximum G(τ) of 1 at 10-3 ms, averaged, and re-

normalised. Aberrant FCS curves, displaying large deviations from zero at long lag 

times (Figure 3.6) were excluded from the average. Averaged and normalised ACFs, 
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as well as fitted τD, τTrip, ρ values from these measurements, were exported to 

python and plotted using the Seaborn package.  

2.6.5.1 Estimating nuclear PTF concentration 

 The number of particles is proportional to the fluorescence intensity, and inversely 

proportional to the ACF amplitude at the y-intercept (Equation 2.2). 

Equation 2.2 Relationship of ACF amplitude with number of particles (N) in the 

OVE (Veff) 

𝐺(0) =
1

𝑁
=

1

𝑉𝑒𝑓𝑓 ∙ 𝐺(0)
  

 

The nuclear concentration (C), was estimated using the κ-value and nuclear volume 

at ZGA (~1.5 pL, taken from (Reisser et al., 2018)) (Equation 2.3). 

Equation 2.3 Estimation of nuclear PTF concentration 

𝐶 =  

1

𝜋1.5 ∙
1
𝜅

2

∙ 10−15

(6.022 ∙ 1023)
∙ 109  

2.6.6 Pinhole control experiments  

2.6.6.1 Fluorophores expressed in WT embryos 
WT embryos were injected with 150 pg mRNA encoding Citrine or 50 pg mCherry 

mRNA. mCherry embryos were kept in E3 medium, while half the Citrine embryos 

were mounted in 0.7% LMP agarose in E3, half kept in E3 medium, in an 8-well 

chamber. FCS measurements were carried out as described in section 2.6.1, four 

times per nucleus with different pinhole sizes (20, 50, 77, and 120 μm). ACFs were 

calculated as in section 2.6.2, and fit as in section 2.6.4, using a single τD 

component: fits including or excluding a τTrip component were compared by eye and 

least squares analysis. ACFs and fitted values were analysed as in 2.6.5. 



   
 

73 
 

2.6.6.2 Alexa 488 dye in vitro, SP5 vs. Stellaris 8 
As for calibration control measurements, 10 nM Alexa 488 dye-water solution was 

placed in an 8-well chamber. For SP5 and Stellaris 8 FCS, measurements were 

carried out as described in section 2.6.1, across pinhole sizes indicated in section 

2.6.6.1, and processed as in section 2.6.2 and section 2.6.4 with one τD and one τTrip 

component. ACFs and fitted values were analysed as in section 2.6.5. 

2.6.6.3 Multi-point FCS 
Experiments were carried out by J. J. Stoddart (JJS) D. K. Papadopoulous (DKP), S. 

Oasa (SO), and V. Vukojevic (V.V.) at the Karolinska Institute Stockholm. WT 

embryos were injected with mRNAs encoding Citrine-Pou5f3 (50 pg), Sox19b-Citrine 

(100 pg) or Nanog-Citrine (150 pg). mpFCS measurements were acquired on custom 

fFMI system as described in (Krmpot et al., 2019). This was made up of an Axio 

Observer D1 inverted epi-fluorescence microscope  (Zeiss), a 63x 1.2 NA water 

objective, 488 nm laser, and a filter set for eGFP (470/40 nm excitation bandpass 

filter; 495 nm cutoff long pass dichroic mirror; 525/50 nm emission bandpass filter). 

The laser beam was expanded and split into 32x32 beams. Single photons were 

counted in parallel on a 32x32 array on a Single Photon Counting Camera SPC2 

(SPAD camera) (Micro Photon Devices MPD). Data was acquired and analysed using 

a software written in Embarcadero C++ Builder CE7 (Embarcadero Technologies).  

2.7 FRET measurements 

2.7.1 Intensity-based and AAT-FRET for controls 

Methods adapted from paper in Chapter 2 (Auer et al., 2022): 

MZnanog -/- embryos were microinjected with equimolar amounts of mRNA (95 pg 

mCherry, 97 pg mCitrine, 192 pg mCherry-mCitrine), and a final concentration of 

174 μM SiR-DNA. Embryos were dechorionated for imaging at approx. 3 hpf (section 

2.2.5.2). Image data were acquired on the Stellaris 8 microscope, using the 40x 1.1 

NA water objective.  



   
 

74 
 

2.7.1.1 Intensity-based and AAT-FRET 

The donor (mCitrine) and SiR-DNA were imaged in frame sequential mode to create 

a z-stack with an 8 μm z-step size. mCitrine was imaged using the 515 nm laser line 

at 40% power with a HyD-X detector (523-570 nm) in photon counting mode for 

intensity-based FRET, TauContrast mode for AAT-FRET (Roberti, 2020). SiR-DNA was 

imaged using the 652 nm laser line at 20% power with a HyD-X detector (digital 

mode, 662-710 nm).  

Varied image acquisition settings were used initially for AAT-FRET, as indicated. 

Optimised AAT-FRET acquisition settings (setting A in further experiments) imaged 

the donor with a 515 nm laser line at 40% power, with a HyD-X detector (523-570 

nm) in TauContrast mode, the 40x 1.1 NA water objective with 1.44X digital 

magnification, 256x256 px, 200 Hz, 8 line accumulation, 2 AU, to acquire z-stack 

images with 8 μm z-step size.  

To verify mCitrine, mCherry, and SiR-DNA expression levels, pre-acquisition images 

were taken for a single z-plane per embryo (setting pre-A in further experiments), 

using the 515 nm laser line at 30% power for mCitrine (HyD-detector, 523-570 nm), 

the 587 nm laser line at 30% power for mCherry (HyD-detector, 595-640 nm), and 

the 652 nm laser line at 20% power for SiR-DNA (HyD-X detector, digital mode, 662-

710 nm). Images were acquired with 512x512 px, 400 Hz, 1 AU.  

Acceptor Photobleaching was carried out for two z-planes on opposite ends of the 

z-stack. The acceptor (mCherry) was bleached using 100% 587 nm laser line for 30 s. 

Single z-plane intensity or AAT images were acquired pre- and post- 

photobleaching, with an additional channel to monitor mCherry intensity: 30% 

587nm laser line with HyD detector (595-640nm). For AAT-FRET AccPb, the HyD-X 

detector was used in TauInteraction mode (Intensity, AAT, and mfD value given per 

pixel). 
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2.7.1.2 Sensitised Emission FRET 

Z-stack images of the acceptor and SiR-DNA were acquired as above, imaging 

mCherry with the 515 nm laser line at 40% power with a HyD-X detector 

(TauContrast mode, 595-640 nm), and SiR-DNA with the 652 nm laser line at 20% 

power with a HyD-X detector (digital mode, 662-710 nm). Pre-acquisition images 

were acquired as for intensity-based or AAT-FRET. 

 Donor photobleaching was carried out for two z-planes on opposite ends of the z-

stack. The donor was bleached using the 515 nm laser line at 100% power for 30 s. 

Single z-plane SE-images were acquired pre- and post- photobleaching, with an 

additional channel to monitor mCitrine intensity: 515 nm laser line at 30% power 

with a with HyD detector (523-570nm). 

2.7.1.3 Nucleus segmentation 

Images were processed in Fiji or LAS-X. 3D nuclear segmentation was carried out in 

Fiji after background removal and Gaussian blur filter in the SiR-DNA channel, and 

the resultant regions of interest (ROIs) were used to interrogate the 

mCitrine/mCherry intensity/AAT channels. For some images, mCitrine/mCherry 

intensity channels were used to verify/carry out segmentation. Background 

subtraction using a rolling ball radius of ~10 px and Gaussian blur of ~0.9 μm were 

performed on the SiR-DNA channel (settings varied for embryos with different SiR-

DNA signal patterns).  The resultant stack was used to perform 3D nuclear 

segmentation was carried out using Trackmate with StarDist. 2D ROIs representing 

segmented nuclei detected on each z-planes were filtered by manual thresholding 

of radius, signal-to-noise, and quality features, as well as manual inspection to 

remove false detections. The remaining detections were linked together using the 

Trackmate overlap tracker to create a 3D label stack which was used to extract the 

pixel intensity and AAT values for each nucleus from original image stack using the 

3D ImageJ Suite. For single z-planes pre-/post-bleach images, nuclei were 

segmented manually (Fiji or LAS-X), and pixel intensity and AAT values were 

extracted for each nucleus. 
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2.7.1.4 Data processing 

Nucleus ROI data were processed in Python 3, and plots were made using Seaborn. 

Pixels were binned into 0.1 ns AAT bins (matching the detector resolution), and 

pixel intensities for each AAT bin summed, creating an AAT vs. intensity plot for 

individual ROIs. These match the AAT plots imported from nuclei segmented in LAS-

X. AAT plots were normalised to an intensity of 1, averaged across each condition, 

and re-normalised, to create line-graphs for visual comparison. The mean weighted 

AAT (MW AAT) per nucleus was calculated from individual ROI AAT plots (Equation 

2.4).  

Equation 2.4 Mean weighted AAT per nucleus 

Where 𝐼  is the Intensity at a given AAT (sum of photons counted in pixels with given 

AAT), and 𝐼𝑚𝑎𝑥 is the maximum Intensity value for a given ROI 

𝑀𝑊 𝐴𝐴𝑇 =  
∑(𝐴𝐴𝑇 ×

𝐼
𝐼𝑚𝑎𝑥

)

∑(
𝐼

𝐼𝑚𝑎𝑥
)

 

 

mfD was calculated per pixel from AAT values (Equation 2.5, adapted from 

Equation 1.6). Mean weighted mfD was calculated as for Mean Weighted AAT. mfD 

and mean weighted mfD values <0 were set to 0, as the minimum fraction cannot 

be lower than 0%. 

Equation 2.5 Minimum Fraction of Donor Interaction, mfD, per pixel. 

 Where MW AATD is the donor MW AAT in absence of the acceptor, and AATD+A is 

the donor AAT in presence of the acceptor. 

𝑚𝑓𝐷 =  
1 − (

𝐴𝐴𝑇𝐷+𝐴

∑ 𝑀𝑊 𝐴𝐴𝑇𝐷
)

((
𝐴𝐴𝑇𝐷+𝐴

2 ∗ ∑ 𝑀𝑊 𝐴𝐴𝑇𝐷
) − 1)2

 

Intensity-based and Lifetime-based FRET Efficiency, E, were calculated using 

Equation 2.6 and Equation 2.7. 



   
 

77 
 

Equation 2.6 Intensity-based FRET Efficiency. 

Where IDA is the is the average nuclear intensity of the donor in presence of the 

acceptor from across all 3 embryos and ID is the average nuclear intensity of the 

donor alone. 

 𝐸 = 1 −
𝐼𝐷𝐴

𝐼𝐷
 

Equation 2.7 Lifetime-based FRET Efficiency. 

Where τDA is the average AAT of the donor in presence of the acceptor from nuclei 

across all 3 embryos and τD is the average AAT of the donor alone. 

𝐸 = 1 −
𝜏𝐷𝐴

𝜏𝐷
 

Intensity-based apparent FRET efficiency, Ea, was calculated for acceptor 

photobleaching using Equation 2.8. 

Equation 2.8 Intensity-based apparent FRET Efficiency. 

Where IDA is the is the average nuclear intensity of the donor. 

𝐸𝑎 = 1 −
𝐼𝐷𝐴(𝑝𝑟𝑒−𝑏𝑙𝑒𝑎𝑐ℎ)

𝐼𝐷𝐴(𝑝𝑜𝑠𝑡−𝑏𝑙𝑒𝑎𝑐ℎ)
 

Code deposited on Github: https://github.com/JuliaAuer/Auer2022---Non-fitting-

FLIM-FRET-Zebrafish-embryos.  

2.7.2 AAT- FRET for Nanog-mCitrine and Sox19b-mCherry 

2.7.2.1 AAT-FRET measurements in chorionated embryos 

Initial AAT-FRET measurements were carried out in MZnanog -/- embryos 

microinjected with 245 pg mRNA encoding Nanog-mCitrine +/- 209 pg Sox19b-

mCherry or 245pg mCherry-Pou5f3 mRNA. For experiments testing the effect of the 

GeneTools Blue miR-430 MO (blue MO) on Nanog-mCitrine AAT, WT embryos were 

microinjected with 245 pg mRNA encoding Nanog-mCitrine +/- blue MO (7 μM final 

concentration).  Embryos were mounted in the chorion (section 2.2.5.1), and z-stack 

AAT images taken using setting A. Nuclei were manually segmented in LAS-X to 

https://github.com/JuliaAuer/Auer2022---Non-fitting-FLIM-FRET-Zebrafish-embryos
https://github.com/JuliaAuer/Auer2022---Non-fitting-FLIM-FRET-Zebrafish-embryos
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create one ROI per nucleus, in the z-plane where the nucleus was largest. AAT 

histograms per ROI were created in LAS-X, and exported for further processing in 

Python 3, as in section 2.7.1.4.  

2.7.2.2 AAT-FRET measurements in dechorionated embryos 

To compare AAT-FRET measurements in embryos mounted in the chorion versus 

dechorionated, MZnanog -/- embryos were microinjected with 245 pg mRNA 

encoding Nanog-mCitrine +/- 209 pg Sox19b-mCherry mRNA. Half the embryos 

were mounted in the chorion, and half were dechorionated prior to mounting 

(section 2.2.5.1 or 2.2.5.2). To test Nanog-mCitrine and Sox19b-mCherry 

interactions in dechorionated embryos, MZnanog -/- embryos were microinjected 

with 245 pg Nanog-mCitrine +/- 209 pg Sox19b-mCherry or 95 pg mCherry mRNA, 

co-injected with the blue MO (7 μM final concentration). Z-stack AAT images were 

acquired using setting A. Nuclei were segmented and data processed as in sections 

2.7.1.3 and 2.7.1.4.  

2.7.2.3 AAT-FRET measurements at the miR-430 transcription body 
To test acquisition settings, the GeneTools Blue AAT was measured in WT embryos 

microinjected with the blue MO (7 μM final concentration). Embryos were 

dechorionated (section 2.2.5.2), and z-stack images acquired using the 440 nm laser 

line at 20% power with a HyD-S detector (451 nm – 510 nm), 1024x1024 px, 400Hz, 

4x line average, 2 AU, and 1 μm z-step size. To create representative images, z-

stacks were processed in Fiji to adjust minimum/maximum brightness levels, and 

creating StDev projections for each channel.  

AAT z-stacks were acquired using the 440 nm laser at 20% power with a HyD-X 

detector (451 nm – 510 nm) in TauContrast mode, 5X digital magnification, 

512x512px, 200Hz, 8x line accumulation, 2 AU, and 1 μm z-step size (setting B). miR-

430 foci were manually segmented in LAS-X to create one ROI per miR-430 focus, in 

the z-plane where this was largest. AAT histograms were plotted per ROI in LAS-X, 

and values for no. pixels, mean ROI intensity, MW AAT and MW AAT StDev, 

generated in LAS-X, were extracted.  
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2.7.2.4 Optimisation of embryo preparation methods and image 

acquisition for AAT measurements at higher magnification. 
WT embryos were co-injected with 245 pg mRNA encoding Nanog-mCitrine with 

209 pg Sox19b-mCherry or 95 pg mCherry mRNA, and the blue MO (7 μM final 

concentration). Embryos were dechorionated (section 2.2.5.2) or deyolked (section 

2.2.5.3), and mounted in 0.7 % LMP agarose with OptiPrep or E3 medium, as 

indicated. Single z-plane AAT images were taken for Nanog-mCitrine. The 509 nm or 

515 nm laser lines were used as indicated with the HyD-X detector (520-570 nm) in 

TauContrast mode. A range of acquisition settings were used:  

Setting C)  

40x 1.1 NA water objective, 2.5X digital magnification, 512x512 px, 400 Hz, 8 line 

accumulation, 2 AU. 

Setting D)  

256x256 px, 200 Hz, 8 line accumulation, 2 AU. 40x 1.1 NA water objective (1.44X, 

2X or 3X digital magnification) or 63x 1.4 NA oil objective (0.75X or 1.23X digital 

magnification) as indicated. 

Setting E)  

1. 40x 1.1 NA water objective with 2X digital magnification, 512x100 px, 100 Hz, 8 

line accumulation, 2 AU.  

2. 40x 1.1 NA water objective with 1.44X digital magnification, 256x256 px, 200 Hz, 

8 line accumulation, 2 AU. 

3. 63x 1.4 NA oil objective with 1.44X digital magnification, 512x512 px, 100 Hz, 8 

line accumulation, 2 AU. 

Setting F)  

40x 1.1 NA water objective with 1.44X digital magnification, 256x256 px, 200 Hz, 8 

or 12 line accumulation (for 515 nm or 509 nm laser lines respectively), 2 AU.  
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Nuclei were manually segmented in LAS-X to create one ROI per nucleus. AAT 

histograms per ROI were created in LAS-X, and exported for further processing in 

Python 3, as in section 2.7.1.4.  

To analyse the high central AAT pattern, a line was drawn across the middle of the 

image, and the intensity/AAT of pixels was plotted along the line. 

2.7.3 AAT-FRET measurements in HeLa cells 

Cells were transfected as in section 2.3, to transiently express Nanog-mCitrine (or 

NΔH/NΔN) alone or with mCherry-Pou5f3 (or PΔH) /Sox19b-mCherry (or 

SΔH)/mCherry, or in control conditions to express mCitrine + mCherry/ tandem-

fused mCherry-mCitrine. 20 μL live Hoechst 33342 dye - NucBlue™ Live 

ReadyProbes™ reagent (Invitrogen, R37605) – was added to control condition wells 

30 min prior to imaging.  

The donor (mCitrine), acceptor (mCherry), and Hoechst 33342 were imaged in 

frame sequential mode, to measure mCitrine AAT and verify expression levels in a 

single image. mCitrine was imaged using the 515 nm laser line at 1% power with a 

HyD-X detector (523-570 nm) in TauContrast mode or TauInteraction mode 

(additional mfD channel). Hoechst 33342 was imaged using the 405 nm diode laser 

at 2% power with a HyD-S detector (counting mode, 420-470 nm). mCherry was 

imaged using the 587 nm laser line at 2% power with a HyD-S detector (counting 

mode, 595-660 nm). Single z-plane images were acquired with acquisition setting G: 

40x 1.1 NA water objective with 1.5X digital magnification, 512x512 px, 200 Hz, 2 

line accumulation, 1 AU.  

2.7.3.1 Nucleus segmentation and data processing 
Images were processed in Fiji. Nuclear segmentation was carried out in the mCitrine 

channel (the Hoechst channel for control conditions), and the resultant ROIs were 

used to interrogate the AAT channels. 2D ROIs representing segmented nuclei were 

detected with StarDist 2D (Schmidt et al., 2018), using the versatile (fluorescent 

nuclei) model, with automatic settings chosen, except the probability/score 

threshold (0.67) and overlap threshold (0.4). False detections were removed by 
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manual inspection. A label image was created from the remaining detections, which 

was used to extract the pixel intensity and AAT values for each nucleus from original 

image stack using the 3D ImageJ Suite. These were exported for further processing 

in Python 3, as in section 2.7.1.4. 

2.8  Statistical analysis 
Statistics were analysed in R (version 4.2.1) (R Core Team, 2022), using linear mixed 

effect models (lme4, version 1.1-30). For MZ mutant rescue experiments, the 

proportion of class IV rescues was compared between conditions, including 

‘biological replicate’ as a random effect. For FCS measurements, τDslow and ρslow 

were compared between conditions, including ‘embryo’ as a random effect, or 

‘biological replicate’ as a random effect for co-injection FCS measurements. For 

intensity- and AAT-FRET in zebrafish embryos, Intensity (log transformed for donor-

intensity FRET and SE-FRET), and MW AAT were compared between conditions in 

including ‘embryo’ (and where appropriate ‘biological replicate’) as a random effect. 

For AAT-FRET in HeLa cells, MW AAT was compared between conditions in including 

‘field of view’ and ‘biological replicate’ as a random effect.  

The significance of pairwise comparisons between estimated marginal means was 

assessed with Emmeans (version 1.8.0), accounting for multiple testing using the 

Tukey method. P-values were displayed as:  n.s. p>0.05, * p≤ 0.05, ** p ≤ 0.01, *** p 

≤ 0.001, **** p ≤ 0.0001. 

  



   
 

82 
 

3  Harnessing FCS/FCCS to measure Nanog, Sox19b, 

and Pou5f3 chromatin binding dynamics and 

interactions during zebrafish ZGA 
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3.1  Introduction 

PTFs regulate cell fate transitions by making chromatin accessible for the expression 

of new transcriptional programmes. As discussed in section 1.1.1, the kinetics with 

which PTFs engage with chromatin, i.e. the degree, length, and cooperativity of 

binding, might correlate with chromatin accessibility and transcription. Studying PTF 

chromatin binding dynamics and interactions can therefore inform understanding of 

their function. However, these aspects of PTF behaviour are most commonly 

studied in vitro. My aim was therefore to quantify PTF interactions and chromatin 

binding dynamics in a tractable in vivo model. I chose to study PSN during zebrafish 

ZGA, as these PTFs act individually and together to increase chromatin accessibility 

for the first transcriptional onset in development (Miao et al., 2022, Palfy et al., 

2020, Veil et al., 2019) (section 1.4.4). The external fertilisation, high fecundity, fast 

development, and transparency of zebrafish embryos makes them well suited for 

live microscopy, as multiple embryos can be prepared and imaged in the course of 

one experimental day. Furthermore, many measurements can be done per embryo, 

which have a high cell count (1000+) during main ZGA, compared to mammals (2 

cells) (section 1.4).  

FCS was chosen to investigate whether PSN have unique chromatin binding 

dynamics, and whether their binding changes during ZGA. As detailed in section 

1.3.3, the ‘fast’ and ‘slow’ components quantified by FCS can reflect populations 

that are either freely diffusing or that are undergoing transient non-specific 

interactions with DNA during target-site search (Table 3.1). Thus, separate or 

changing dynamics could indicate different activities of the PTFs on chromatin, or 

reflect the changing chromatin environment (Kaaij et al., 2018) (section 1.4.2). SMT 

would in theory provide more information about a range of PTF-chromatin binding 

dynamics, however it is very challenging to achieve the very high SNR required to 

track single molecules in vivo (section 1.3.2). FCS is therefore more accessible as 

many standard fluorescent proteins, and a relatively lower SNR, are suitable to 

follow a population of molecules.  
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FCS has been used to measure protein dynamics in zebrafish embryos, including 

plasma tethered diffusion of Wnt3-eGFP and Lyn-eGFP (Teh et al., 2015), and eGFP-

IQGAP1 diffusion in muscle fibre cells (Shi et al., 2009). FCS even detected a larger 

proportion of GFP-Oct4 chromatin-bound diffusion in the mesendoderm vs. 

ectoderm of zebrafish blastula cells during late stage ZGA (3.5 hpf) (Perez-Camps et 

al., 2016).  

Dual-colour FCCS was chosen as a useful extension to FCS, as it measures the co-

diffusion and thereby interaction of spectrally distinct molecules (Bacia and 

Schwille, 2007) (section 1.3.5). In zebrafish embryos, one study used FCCS and FRET 

to show interactions between GFP-Nanog and mCherry-Oct4 in the mesendoderm 

during late ZGA by (Perez-Camps et al., 2016).  

However, there are also many challenges when using F(C)CS to measure PTF 

dynamics and interactions. Indeed, studies of TF diffusion and chromatin binding by 

FCS, and studies of TF interactions by FCCS, are mostly carried out in cell lines (Table 

3.1 and Table 3.2). Even in these simpler models, it can be problematic to choose an 

appropriate model to fit ACFs, as more than one will often fit equally well (Mazza et 

al., 2012) (section 1.3.3.1). Most commonly, models include two components for 

fast (free) and slow (chromatin-bound) diffusion (Lam et al., 2012b, Mazza et al., 

2012, Oasa et al., 2021, Siegel et al., 2013, Szaloki et al., 2015, Teh et al., 2015)– 

sometimes this is modelled as anomalous, or hindered, diffusion (Kaur et al., 2013, 

Perez-Camps et al., 2016). Some model short-lived and long-lived chromatin 

binding, in addition to a diffusing component in an attempt to quantify the kinetics 

of TF chromatin interactions (Cosentino et al., 2019, Romero et al., 2022, Verneri et 

al., 2020). It is debatable to what extent using more complex models are useful for 

interpreting F(C)CS data, which is a bulk technique i.e. while it relies on single 

photon detection resolution, autocorrelation reports on an average population of 

molecules observed over the measurement timeframe (Mueller et al., 2013). The 

use of two lasers and channels in FCCS can cause additional issues; misalignment of 
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the OVE for channels due to different chromatic aberrations and OVE sizes can lead 

to underestimation of cross-correlation (Bacia and Schwille, 2007).  

Further challenges arise in vivo: cell movement and molecule aggregates can affect 

fluorescence intensity fluctuations (Mueller et al., 2013, Stasevich et al., 2010, 

Stortz et al., 2018). These effects could be mistaken for slow diffusion, and are often 

corrected for. The depth of focus for F(C)CS measurements is limited by increasing 

light scattering in thick tissues, caused in part by a refractive index mismatch. This 

could result in a distorted OVE and miscalculation of diffusion and concentration 

deeper inside the zebrafish embryo (Schwille and Haustein, 2002). Lastly, F(C)CS 

requires low concentration of fluorescent molecules and good SNR, which is a 

challenging combination to achieve in live 3D samples; endogenous tagging or 

transient expression must be tuned to avoid fluorescence levels which are too high 

to detect fluctuations by diffusion; thickness of the specimen generally reduces 

photons reaching the detector, worsening the SNR. 

I therefore set out first to test the feasibility of using FCS to measure PSN chromatin 

binding dynamics in live embryos undergoing ZGA, with the goal to compare this 

behaviour between PTFs and through ZGA. The second aim of this chapter was to 

test whether FCCS could be used to probe PSN interactions.  
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Table 3.1 Examples of applications of FCS to study TF diffusion  

Model TF Slow diffusion 
(ms τD or 
μm2/s) 

% 
slow 

Fitting model - 
components 

Acquisition 
time 

Comments Reference 

H1299 p53-Halo 3 secs 
(residence 
time, rt) 

20 2: diffusion 
(diff) + binding 
(bind) 

100 s  Temporal Image 
Correlation Spectroscopy, 
photobleaching correction 

(Mazza et al., 
2012) 

HeLa eGFP-
RAR 

0.05-0.1  30-
40 

2 diff 10 x 8 s  (Brazda et al., 
2011) 

ESCs YPet-
OCT4 

~7-8 short-
lived (sL) 

20-
30 

1 diff, 2 bind 3 min  (Romero et al., 
2022) 

120-175 long-
lived (lL) 

Human 
Embryonic 
Kidney (HEK) 

OLIG2-
eGFP 

850 65 2 diff 20 s mpFCS (Oasa et al., 
2021) 

HeLa FOS-
eGFP 

0.26 35 2 diff 6 x 8 s  (Szaloki et al., 
2015) 

NIH-3T3  VBP-
L_ZIP 

~50 rt (koff),  Reaction 
dominant: diff 
(kon)+bind (koff) 

10-20 s 2-photon FCS (Michelman-
Ribeiro et al., 
2009) ~500 

association 
time (Kon) 

Posterior silk 
gland cells 

eGFP-
FMBP-1 

98 sL  14 3 diff 6x10 s  (Tsutsumi et al., 
2016) 3 lL 40 

Mouse pituitary 
GHFT1 

mCer3-
HP1a 

0.48  2 diff 8-10 s  (Siegel et al., 
2013) 
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mESCs OCT4-
YPet 

~10 sL ~20-
30  

1 diff, 2 bind 3 min  (Verneri et al., 
2020) ~150 lL 

YPet-
SOX2 

~7 sL 30  
 

~100 lL 20  

Mouse embryo OCT4-
paGFP 

2-cell: 13  2 diff (free + 
anomalous) 

10-20s 7-
10 x 

Photoactivated (pa) FCS (Kaur et al., 
2013) 
 

8-cell: 36  

Inner 
blastocyst (IB): 
48  

Outer 
blastocyst 
(OB): 11  

paGFP-
SOX2 

IB: 39   

OB: 29  

CDX2-
paGFP 

IB: 25   

OB: 54  

Mouse embryo  paGFP-
SOX2 

4-cell: 50-250  
(150) 

5-20 
(11) 

   (White et al., 
2016) 

Inner 16-32 
cell: 200  

18 

Outer 16-32-
cell: 150  

13 

OCT4-
paGFP 

4-cell: 50  0-5  

Inner 16-32-
cell: 220  

13 
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Outer 16-32-
cell: 150  

10 

Zebrafish 
embryo 

GFP- Oct 
4 

100-200 ~25 2 diff (free + 
anomalous) 

30 s  (Perez-Camps 
et al., 2016) 

Induced 
Pluripotent 
Stem Cells (iPSC) 

GFP- OCT 
4 

0.24  49 2 diff ?  (Lam et al., 
2012b) 
 

ESC 0.26 48 

Chinese 
Hamster Ovary 
(CHO) 

0.17 15 

Mouse 
Embryonic 
Fibroblast (MEF) 

0.17 21 

iPSC mRFP-
SOX2 

0.14 46 

ESC 0.22 47 

CHO 0.3 37 

MEF 0.26 37 

Zebrafish 
embryo – 
muscle fibre 
cells 

eGFP-
IQGAP1 

7 ms   1 diff (?) ? Single-wave (SW) FCCS (Shi et al., 2009) 

ESC Halo-
SOX2 

0.16  23.5 2 diff ? 2-photon FCS (Chen et al., 
2014a) 

Halo-
OCT4 

0.18 30 
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Zebrafish 
embryos 
(plasma 
membrane) 

Wnt3-
eGFP 

1  60 2 diff 15 s 150 μm pinhole (Teh et al., 
2015) 

Lyn-eGFP 3  65 

ESCs NANOG-
GFP 

~30 short-
lived 

18 1 diff, 2 bind 353.8 s 20-40 μs sampling time 
 

(Cosentino et 
al., 2019) 

~500  long-
lived 

17 

OCT4-
GFP 

~15 short-
lived 

19 
 

176.9 s 

~150 long-
lived 

HP1a-
GFP 

16 short-lived 30 353.8 s 

150 long-lived 22 
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Table 3.2 Examples of applications of FCCS to study TF diffusion  

Model TF Slow 
diffusion 
(ms TD or 
μm2/s) 

RCCA Fitting 
model - 
components 

Acquisition 
time 

Comments Reference 

HeLa c-FOS-eGFP + 
c-JUN-mRFP1 

0.3  0.35  2 diff  6x10 s Confocal FCCS (RCCA) 
SPIM-FCCS (relative conc) 
Cross-talk + photobleaching 
correction 

(Pernus 
and 
Langowski, 
2015) 

eGFP-mRFP1 0.4  0.45 

Mouse 
pituitary 
GHFT1 

mCer3-HP1a + 
mRuby-BZip 

10 (HP1a), 
22 (bIP) 

7% 
green, 
17% 
red 

2 diff  10-20 s  (Siegel et 
al., 2013) 

mCer3- 
mRuby dimer 

13 (mCer3), 
15 (mRuby) 

17% 
green, 
50% 
red 

Zebrafish  
embryo 
Mesendoderm 

GFP-Nanog + 
mCherry-Oct4 

0.5 
(Nanog), 
0.84 (Oct4) 

0.46 
(ME) 

2 diff (free + 
anomalous) 

30 s Crosstalk correction (Perez-
Camps et 
al., 2016) 

GFP-mCherry  23 μm2/s 
GFP, 18 
μm2/s 
mCherry 

0.78 

HeLa c-FOS-eGFP + 
c-JUN-mRFP1 

0.19 (38%) 0.2 2 diff 6 x 8 s SPIM-FCCS + FRET (Szaloki et 
al., 2015) 
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HEK eGFP-OLIG2 + 
Tomato-OLIG2 

0.25 (43%) 0.28 2 diff 10x20 s  (Oasa et 
al., 2020) 

HeLa eGFP-RAR + 
mCherry-RXR 

0.2 (20-
40%) 

0.6 2 diff 1-2 kHz 
frame rate 

SPIM-FCCS w/ alternating laser 
excitation + FRET: 
background/baseline/bleaching 
correction 

(Reho et 
al., 2020) 

H1299 
(epithelial-like 
lung cancer) 

eGFP-p53 + 
mCherry-
MDM2 

 25% 2 diff (free + 
anomalous) 

5x10 s  
 

(Du et al., 
2018) 
 

eGFP -p53 + 
mCherry 

 10% 

NLS-eGFP + 
mCherry 

 40% 

U-2 OS P50-mCherry2 
+ p65-eGFP 

1 (10%) p65  0.55 2 diff 10x5 s Background correction 
 

(Tiwari and 
Kinjo, 
2015) mCherry2- 

NLS + eGFP2- 
NLS 

 0.27  

HeLa 
 

CREB1: eGFP-
Activator + 
mRFP-
Repressor 

 0.45 1-3 diff ?  (Sadamoto 
et al., 
2011) 

eGFP-mRFP  0.8 

HeLa c-FOS-eGFP + 
c-JUN-
mCherry 

 34% 2 diff 6x10 s FRET + FCCS 
 

(Vamosi et 
al., 2008) 
 

eGFP-mRFP  13% 
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Xenopus 
embryo 
Dorsal 
Marginal Zone 
explants 
(membrane) 

Xwnt5a- eGFP 
+ ROR2-
mCherry  

0.14  40% 1 diff 400 s (4 
line scans) 

Dual-focus + dual-colour line-
scanning FCS 

(Wallkamm 
et al., 
2014) 

CHO nuclear 
lysate 
 

GFP-OCT4 + 
mCherry-SOX2 

 3.9% 1 diff   (Mistri et 
al., 2022) 

GFP-OCT4 + 
mCherry-
NANOG/ 
mCherry-
OCT4+GFP-
NANOGW10A 

12.5%/ 
 3.6% 

GFP-Sox2 + 
mCherry-
NANOG/ 
mCherry-SOX2 
+ GFP-
NANOGW10A  

26.1%/ 
2.8% 

GFP-NANOG + 
mCherry-
NANOG/ 
mCherry-
NANOG + GFP-
NANOGW10A 

19.8%/ 
1.7% 

GFP-mCherry/ 46.2%/ 
2.5% 
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GFP + 
mCherry 

CHO/ESCs 
lysate 

GFP-
OCT4+mRFP-
SOX2 

39 (OCT4)  
24 (OCT4 + 
SOX2 + 40 
nM DNA) 

26% 2 diff ? FCS, SW-FCCS, ap-FRET, FRET-
FLIM 

(Lam et al., 
2012b) 
 

mRFP-GFP  39% 
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3.2  Expression of fluorescently tagged Pou5f3, Sox19b and 

Nanog in zebrafish embryos by mRNA microinjection 

In order to use F(C)CS to study PSN chromatin binding and interactions during 

zebrafish ZGA, the PTFs should be fluorescently tagged without affecting their 

function. PSN were expressed by microinjecting embryos with mRNA encoding the 

fluorescently tagged PTFs mCherry and (m)Citrine. This choice was based on 

successful FC(C)S measurements of mCherry-/Citrine- tagged Sox2 and Pax6 

diffusion and interactions by another student– albeit in HEK cells. Further, a 

previous student had cloned some PSN constructs and done encouraging first FCS 

measurements of mCherry-Pou5f3 in wild-type (WT) embryos. The least disruptive 

tagging strategies were identified by testing how well each construct rescues the 

phenotype of MZ mutant embryos, and their expression was assessed by 

microscopy. 

Others have shown that PSN mRNA microinjection rescues the gastrulation arrest of 

the corresponding MZ mutants, in a concentration-dependent manner: 50 picogram 

(pg) Pou5f3 mRNA rescued MZspg793 -/- embryos (Lunde et al., 2004, Reim and 

Brand, 2006), while 150 pg Nanog mRNA rescued MZnanog -/- embryos, to produce 

fertile adults (Gagnon et al., 2018, Veil et al., 2018). MZsox19b -/- embryos develop 

normally, due to redundancy of SoxB1 factors after ZGA, with only a brief delay in 

gastrulation (Gao et al., 2022, Palfy et al., 2020). However, knockdown of the 

additional SoxB1 factors results in axis elongation defects, rescued by 5-20 pg 

Sox19b mRNA (Gao et al., 2022). Rescue was generally scored in four classes, from 

no rescue (class I) to like WT (class IV) (Reim and Brand, 2006, Veil et al., 2018). The 

mRNA quantities and scoring of rescue classes established in these experiments 

were used to test different Nanog and Pou5f3 constructs - the MZsox19b -/- line 

was not available at the time. 

MZnanog -/- and MZspg793 -/- embryos were microinjected with mRNA encoding 

Nanog or Pou5f3, tagged N- or C- terminally with mCherry or (m)Citrine, or 

untagged as positive control. Uninjected MZ mutant embryos were included on 
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every experimental day as a negative control. Rescue of the gastrulation-arrest 

phenotype was scored around 24 hpf (Figure 3.1Ai,Bi). 

 

Figure 3.1 Rescue of MZ mutant embryos by fluorescently tagged PTF mRNA.  

PTF mRNAs were microinjected into MZnanog -/- or MZspg793 -/- mutant embryos 

at rescue amounts, and embryos scored 24 hpf (methods 2.2.3-2.2.4). A+B) i. 

Representative images of rescue classes for A) MZnanog -/- and B) MZspg793 -/- 

embryos, adapted from (Reim and Brand, 2006, Veil et al., 2018). (cont. over page)  
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Also representative images 24 hpf of class IV rescue phenotype for A) MZnanog -/- 

embryo rescued with Nanog-mCitrine mRNA, B) MZspg793 -/- embryo rescued with 

mCherry-Pou5f3 mRNA. A+B) ii. Stacked bar plots of proportion (%) of embryos in 

each rescue class, average across replicates, for A) MZnanog -/- and B) MZspg793 -

/-. A+B) iii. Bar plots of % of class IV rescues, shapes denote different experimental 

days. N = 1-8 biological replicates (b.r.)/experimental days, n=45-435 embryos. 

Statistics were analysed using linear mixed effect models, and pairwise comparison 

of means (methods 2.8). n.s. p>0.05, * p≤ 0.05, ** p ≤ 0.01. 

For both PTFs, the fluorophore and its placement affected MZ mutant embryo 

rescue. Nanog tagged with (m)Citrine best rescued MZnanog -/- embryos, 

particularly when tagged at the C-terminus (Figure 3.1Aii). Nanog-Citrine rescued on 

average 48.2% of embryos to a class IV phenotype, versus 69.5% for untagged 

Nanog (p=0.28, Figure 3.1Aiii,Appendix Table 7.1). The monomeric Citrine 

(mCitrine) construct was only created for later experiments, and Nanog-mCitrine 

rescued embryos only slightly better than Nanog-Citrine, with on average 51.7% 

scored as class IV rescue (p=0.59 vs. Nanog). The opposite tagging strategy was best 

for MZspg793 -/- embryos (Figure 3.1Bii): mCherry-Pou5f3 rescued on average 

85.4% of embryos to a class IV phenotype, compared to 84.1% for untagged Pou5f3 

(p=0.99 vs Pou5f3). Pou5f3-Citrine and Citrine-Pou5f3 were significantly worse, with 

35.6% (p=0.03 vs Pou5f3) and 0% (p=0.01 vs Pou5f3) of embryos scored as class IV 

rescue respectively (Figure 3.1Biii, Appendix Table 7.1). Since mCherry-Pou5f3 

consistently rescued embryos as well as untagged Pou5f3, other constructs were 

not tested further.  
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Figure 3.2 Comparison of distribution of fluorescently tagged PSN vs. co-injected 

dye in live embryos.  

A) Representative single z-plane images of Nanog-Citrine overexpressed in WT 

embryos, at i. 64-cell stage, ii. 128-cell stage, and iii. High stage (methods 2.7.1.1 

setting pre-A), scale bar = 20 micrometres (μm). B-D) Representative z-stack images 

of WT embryos overexpressing B) Nanog-Citrine, C) mCherry-Pou5f3, or D) Sox19b-

Citrine, co-injected with Alexa 568 (A568) or Alexa 488 (A488) dye. Images are 

standard deviation (StDev) projections of the z-stack for each channel (methods 

2.4.1), scale bar = 50 μm. 
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Next, I tested whether mRNA microinjection can feasibly be used to express tagged 

PSN in embryos for microscopy. PSN expression levels during ZGA, nuclear 

localisation, and distribution across embryos, were verified in live imaging, initially 

by overexpression of Nanog-Citrine, mCherry-Pou5f3, or Sox19b-Citrine in WT 

embryos. Expression was visible from early ZGA, becoming brighter as ZGA 

progressed (Figure 3.2A). PSN localised to nuclei, however nuclear PSN levels were 

visibly variable within an embryo, and in some embryos, expression was 

regionalised (Figure 3.2C).  

To test whether this was an artefact of microinjection, fluorescently tagged PSN 

were co-injected with 50 μM Alexa 568 or Alexa 488. Live imaging showed that the 

dye was distributed more evenly across embryos (Figure 3.2B-D). The dye had an 

overall similar coefficient of variation (cv2), of nuclear intensities per embryo, to 

tagged PSN (Figure 3.3Bii,Cii). However the Alexa 568 dye had a larger intensity 

range than the Citrine-tagged PSN in some embryos (Figure 3.3Ai,Ci), and these 

embryos also had a higher dye cv2 (Figure 3.3Aii,Cii).  
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Figure 3.3 Nuclear fluorescence variability of fluorescently tagged PSN vs. co-

injected dye in embryos. 

 Nuclear intensities for fluorophore and dye channels were quantified from z-stack 

images (methods 2.5.1 example mask in Figure 3.4B) of WT embryos expressing A) 

Nanog-Citrine/Alexa 568 (A568), B) Sox19b-Citrine/Alexa 568, or C) mCherry-

Pou5f3/Alexa 488 (A488). A-C) i. Scatterplots of nucleus intensity, ii. Barplots of the 

coefficient of variation (cv2) of nuclear intensities per embryo (coloured by embryo). 

B.r.=3, N=8-10 embryos. 
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When Citrine mRNA was co-injected with Alexa 568 dye, the same trend of more 

frequent regionalised distribution, but lower overall variability of nuclear levels was 

observed for Citrine (Figure 3.4A,Cii). Tagged PSN and Citrine may in some embryos 

be distributed regionally due to microinjection into the edge of a cell: faster 

diffusion of the dye than mRNA could lead to asymmetrical mRNA segregation in 

the following cell divisions. Higher range of nuclear Alexa 568 dye intensities (Figure 

3.3A-C,Figure 3.4C) could, in contrast, be due to variable nuclear uptake. 

 

Figure 3.4 Nuclear fluorescence variability of fluorescent protein vs. dye in live 

embryos.  

A) Representative WT embryo co-injected with Citrine mRNA and Alexa 568 (A568), 

images are StDev projections of the z-stack of each channel (methods 2.4.1). B) 

Example StDev projection of segmentation mask used to measure pixel intensities in 

nuclei (methods 2.5.1). C) i. Scatterplots of nuclear Alexa 568/Citrine intensity, and 

C) ii. Barplots of the cv2 of nuclear intensities per embryo (coloured by embryo) 

(methods 2.5.1). b.r. = 2, N=4 embryos. Scale bar = 50 μm. 
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Overall, tagging Nanog and Pou5f3 with fluorophores such as mCherry and 

(m)Citrine did not disrupt their ability to rescue MZ mutant embryos (Figure 3.1), 

and allowed characterisation of PSN nuclear expression (Figure 3.2). Microinjection 

did introduce variability in levels and regional distribution between some embryos 

(Figure 3.2,Figure 3.3,Figure 3.4). Biologically relevant measurements of PSN 

expression levels and their variability require endogenous expression of 

fluorescently tagged PSN to avoid these effects. Attempts to generate zebrafish 

lines expressing these were unsuccessful. Thus, for further experiments, 

fluorescently tagged PSN were expressed by microinjection and embryos with 

regionalised or low expression were excluded. 

3.3 Measuring Pou5f3, Sox19b and Nanog diffusion by FCS 

To test whether FCS could measure PSN dynamics during zebrafish ZGA, N-terminal 

Citrine- or mCherry-tagged PSN (not all constructs were available) were initially 

overexpressed in WT embryos. FCS measurements were done during main ZGA at 

approx. 3 hpf, in the nuclei of embryos (Figure 3.5). ACFs were fit with a diffusion 

model including two diffusion components (τD) and a triplet blinking component 

(τTrip) (section 1.3.3, Equation 1.2). Nanog and Sox19b ACFs were shifted, and the 

proportion of slow-diffusing molecules (ρslow) was generally slightly higher, 

compared to Pou5f3 (Figure 3.5A,B). This could indicate that Nanog and Sox19b 

exhibit more transient chromatin interactions. Yet neither the ρslow nor the speed 

of slow-diffusing molecules (τDslow) differed significantly between PTFs (Figure 

3.5B,C). This is likely due to the high variability of fitted values between embryos 

and replicates for the same condition. 

There was however a more noticeable (yet insignificant) fluorophore-specific trend. 

ACFs for Citrine-tagged PSN show greater autocorrelation at shorter lag-times (0.01 

– 10 ms) than mCherry-tagged PTFs, possibly meaning that a greater proportion of 

Citrine molecules are freely-diffusing (Figure 3.5A). It is important to note that the 

τDslow for mCherry-tagged PSN was in the seconds-range, whereas the expected 

slow component diffusion speed measured by FCS is more commonly in the ms-
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range (Table 3.1). Rather, this suggests that issues in measurement and analysis, 

such as fluorescence signal artefacts, or inappropriate fitting, disproportionally 

affected one fluorophore.  

 

Figure 3.5 Measurement by FCS of diffusion of differently tagged PSN at ZGA. 

(cont. over page) 
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FCS measurements were carried out at ~3 hpf in nuclei of WT embryos 

overexpressing PSN N-terminally tagged with Citrine (Cit) or mCherry (mCh).  

A) Normalised average autocorrelation functions (ACFs) (methods 2.6). B-C) 

Scatterplots of fitted values for B) proportion (ρslow) of slow-diffusing molecules 

and C) diffusion time of slow-diffusing molecules (τDslow), hue represents separate 

embryos, black line is mean value throughout. B.r. = 1-2, N=1-5 embryos, n=4-63 

nuclei. Statistics were analysed using linear mixed effect models, and pairwise 

comparison of means (methods 2.8), all n.s. (p>0.05). 

Comparison of fluorescence fluctuation profiles, ACFs, and fitted curves showed 

that photobleaching was prevalent. The steady decrease in fluorescence signal 

results in higher autocorrelation at long lag-times (>100 ms), which could be 

misinterpreted as increased slow diffusion (Figure 3.6A). Photobleaching also 

selectively depletes molecules with true slow diffusion, leading to underestimation 

of their contribution. Higher laser powers were used in mCherry FCS measurements 

to achieve comparable photon counts to Citrine, as mCherry is less bright (Quantum 

yield mCherry = 0.22 (FPbase, 2023b, Shaner et al., 2004) vs. Citrine = 0.76 (FPbase, 

2023a, Griesbeck et al., 2001)). mCherry-tagged PSN could therefore be particularly 

affected by photobleaching. Additionally, mCherry aggregates may cause 

overestimation of slow diffusion (Costantini et al., 2015, Landgraf et al., 2012).  

Finally, the movement of large structures such as nuclei or the whole embryo can 

cause transient peaks or seconds-range fluctuations in the average fluorescence 

intensity (Figure 3.6B,C). This leads to aberrant autocorrelation, seen as deviations 

from the ACF’s trend towards zero, at long lag-times (Figure 3.6A-C, magenta 

arrows). The maximum lag-time (where G(τ) flattens out, reaches y=0, or 

terminates, indicated by blue/orange/magenta arrows respectively) will affect the 

calculated τD and ρ for molecules in the fast and slow components. Therefore, to 

draw reliable conclusions from FCS experiments, extensive improvements to 

measurements and analysis were required, such as reducing photobleaching, and 

excluding fluorescence fluctuation profiles with artefacts.   
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Figure 3.6 Troubleshooting ACF calculation and fitting.  

A-C) i. Examples of fluorescence fluctuation profiles, snapshot from SymPhoTime 

software, time window selected for autocorrelation analysis highlighted in green 

and magnified in plot below. ii. Resultant raw ACFs (black, fitted curves red). Blue 

arrows indicate flattening of ACF, orange arrows indicate y=0, magenta arrows 

indicate deviation of ACF from 0 after y=0. 
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3.4 Optimisation of FCS measurements  

Another interpretation of mCherry-tagged PSN seeming to diffuse more slowly than 

Citrine-tagged PSN (Figure 3.5) was that the fluorophores have different 

photophysical properties. A common example is triplet blinking, which happens 

when a fluorophore enters and leaves the dark triplet state, causing fluorescence 

intensity fluctuations in the microsecond (μs) timescale (Turro, 1991). Triplet 

blinking therefore results in ACFs with high autocorrelation between 1-10 μs. 

Accordingly, an extra component (τTrip) is included in fitting models for fluorophores 

displaying triplet blinking. However τTrip can often be confused with fast τD in fitting. 

To test whether mCherry or Citrine display triplet blinking, and what μs range this 

would occur in, their diffusion in zebrafish nuclei was measured using different 

pinhole sizes. As the fluorophores will take longer to diffuse across a larger pinhole, 

τD and τTrip should be more distinct; a new ACF component will emerge for 

measurements at larger pinholes, which will not scale with pinhole size because 

triplet blinking is not a diffusive process. 

As expected, a right-shift was observed for mCherry and Citrine ACFs with 

increasing pinhole sizes, reflecting longer diffusion time (Figure 3.7A,B). However, 

accurate fitting of mCherry ACFs required inclusion of a τTrip from 50-120 μm 

pinhole sizes (Figure 3.7A,C). As expected, τTrip remained constant at 142 μs (+/- 

33.7) on average, whereas the τD increased with pinhole size from 0.149 ms (+/- 

0.0177) to 1.47 ms (+/- 0.208). No second component was observed in Citrine ACFs, 

and fitting gave a τD which increased with pinhole size 0.133 ms (+/- 0.0275) to 

0.331 ms (+/- 0.0597) (Figure 3.7B,D). It is interesting to note that the mCherry τD 

increases about 10-fold with larger pinholes, compared to an about 3-fold increase 

for the Citrine τD. This reflects the slower τD measured for mCherry- vs. Citrine-

tagged PSN, and could be an artefact of mCherry tending to form aggregates 

(Costantini et al., 2015, Landgraf et al., 2012).  

A τTrip (constrained to 0-100 μs) was therefore included in fitting of ACFs for PSN 

tagged with mCherry, but not for (m)Citrine. Similarly, reasonable fitting of fast 
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diffusion (τDfast) was checked by comparison to the fluorophore τD calculated at the 

standard 77 μm (1 Airy Unit) pinhole size: 1.05 ms (+/- 0.524) for mCherry, or 0.30 

ms (+/- 0.0857) for Citrine.  

 

Figure 3.7 Optimisation of ACF fitting parameters by pinhole controls, embryo 

staging by nuclear diameter.  

FCS measurements across pinhole sizes in WT embryos expressing mCherry/Citrine 

(methods 2.6.6.1). A+B) Normalised average ACFs for embryos in E3, expressing A) 

mCherry or B) Citrine. C+D) Scatterplots of C) mCherry τD and triplet state (τTrip)(ms), 

(cont. over page) 
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D) Citrine τD for embryos in E3 versus mounted in 0.7% LMP agarose (methods 

2.2.5.1). B.r.=1, N=3-4 embryos, n=3-4 nuclei. E) i. Nuclear diameter (μm) at 

different cell cycle stages, calculated from nuclear volume measurements of 

embryos expressing mEos2-Sox19b (Reisser et al., 2018) (methods 2.2.5.5). ii. 

Nuclear diameter (μm) in MZspg793 -/- embryos rescued with mCherry-Pou5f3, from 

approx. 2-3.3 hpf. b.r.=1, N=2, n=109 nuclei. 

The effect of slow fluorescence fluctuation artefacts did not seem to improve when 

mounting embryos in agarose to reduce their movement. The τD of Citrine was 

unchanged in pinhole controls, compared to embryos kept in E3; the τD increased 

from 0.131 ms (+/- 0.0354) to 0.283 ms (+/- 0.0388) (Figure 3.7D). However, 

mounted embryos could be better oriented to face cells towards the objective, 

making more nuclei accessible for FCS measurements.  

Finally, embryo staging was refined by measuring nuclear diameter in addition to 

morphology. Others have measured the changing nuclear volume in embryos 

expressing mEos2-Sox19b (Reisser et al., 2018). These values were used to calculate 

an expected nuclear diameter per stage (Figure 3.7Ei). A similar trend in nuclear 

diameter, measured from images taken approximately 2-3.3 hpf, was observed in 

MZspg793 -/- embryos expressing mCherry-Pou5f3 (Figure 3.7Eii). The large 

variability in measured nuclear diameter was likely due to inconsistency in choosing 

a z-plane at the centre of the nucleus, as well as fluctuations of nuclear volume 

during each cell cycle. Consequently, morphology and nuclear diameter provided a 

combined guide to stage embryos, but measurements were grouped into ‘early’ 

(128-512 cell; ~2.25-3 hpf) and ‘main’ (1K cell-oblong; ~3-4 hpf) stage ZGA. 
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3.5 Nanog-Citrine and mCherry-Pou5f3 dynamics measured 

by FCS are constant across ZGA 

FCS measurements were then carried out on Nanog-Citrine and mCherry-Pou5f3 in 

rescued MZnanog -/- and MZspg793 -/- embryos, respectively. Due to time 

constraints and de-commissioning of the microscope used for the original FCS 

measurements, only two biological replicates could be completed for Nanog-Citrine 

on the old SP5 confocal microscope, and one biological replicate for mCherry-

Pou5f3 on the new Stellaris 8. Diffusion was consistently slower for fluorophores 

and dyes measured on the Stellaris 8 versus the SP5, perhaps due to the different 

detectors (Appendix Figure 7.1). This compromised comparison of diffusion times 

between the PTFs. The optimisations in section 3.4 did to an extent improve 

measurements and fitting. This could be seen by ACFs relaxing to 0 (Figure 3.8A), 

and was quantified in the τD values which were now within the expected ms range 

(Figure 3.8C).  

It is interesting that Nanog-Citrine again exhibited more slow diffusion than 

mCherry-Pou5f3 when comparing their ACFs at 1-100 ms (Figure 3.8A), and the 

ρslow (Figure 3.8B), albeit not significantly. Perhaps a greater proportion of Nanog 

transiently binds chromatin in target-site search, or diffuses slowly in oligomers or 

foci (section 5.4).The slight right-shifts seen in both Nanog-Citrine and mCherry-

Pou5f3 ACFs from early to main stage ZGA suggest their diffusion slows during ZGA, 

but also did not translate to significantly different fitted values (Figure 3.8A,B-D). 

Nanog and Pou5f3 may diffuse more slowly as ZGA progresses because their DNA 

binding sites become increasingly accessible (Kaaij et al., 2018).  
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Figure 3.8 Nanog-Citrine and mCherry-Pou5f3 diffusion measured by FCS in 

rescued MZ mutant embryos. 

 FCS measurements in MZnanog -/- or MZspg -/- embryos rescued with Nanog-

Citrine or mCherry-Pou5f3 mRNA, respectively (methods 2.6). A) Normalised average 

ACFs for Nanog-Citrine and mCherry-Pou5f3 at early (128-512 cell; ~2.25-3hpf) and 

main (1K cell-oblong; ~3-4 hpf) stage ZGA. B-D) Scatterplots of B) τDslow. C) ρslow, 

and D) τDslow weighted by ρslow. B.r. = 2 for Nanog-Citrine (green vs. blue)/1 for 

mCherry-Pou5f3. N=1-2 embryos for mCherry-Pou5f3 (Nanog-Citrine not recorded), 

n= 3-16 nuclei. Statistics were analysed using linear mixed effect models, and 

pairwise comparison of means (methods 2.8), all n.s. (p>0.05). 

However, it remained unclear whether the measurement variability (see raw ACFs 

in Appendix Figure 7.5) was due to heterogeneity in PTF dynamics between nuclei, 

and whether differences in ρslow/ τDslow between PTFs and time-points were due 

to characteristic PTF activity on chromatin - or simply noise and artefacts in 

measurements. This was compounded by the inability of FCS to detect ‘immobile’ 
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molecules, such as the seconds-range DNA residence times reported for (P)TFs 

(Hemmerich et al., 2011, Mueller et al., 2013). Taken together, I concluded that 

further optimisation of FCS measurements and analysis was not worthwhile, as this 

technique is not well-suited to dissect chromatin binding dynamics of PSN during 

ZGA in zebrafish embryos.  

3.6 Measuring Pou5f3, Sox19b and Nanog interactions by 

FCCS 

3.6.1 FCCS is not suitable to probe interactions of Citrine and 

mCherry tagged PSN 

A final question was whether the PTFs interact. This could be probed using FCCS to 

measure the co-diffusion, or interaction, of differently tagged PSN. As a proof of 

principle, FCCS was carried out first in WT embryos overexpressing pairwise 

combinations of mCherry- and Citrine-tagged PSN. As controls, tagged PSN were co-

expressed with mCherry or Citrine fluorophores (Figure 3.9, Appendix Figure 7.6). 

The degree of interaction was quantified by the RCCA, which gives the proportion of 

interacting molecules normalised to each channel (section 1.3.5, Equation 1.4).  

Usually, the RCCA is only calculated from the channel with the lower G(0) 

amplitude; this gives the maximum proportion of interaction as concentration is 

inversely proportional to ACF amplitude, but is proportional to CCF amplitude. 

However, it was noted that there was a consistent difference in RCCA between 

channels in the control FCCS measurements: more interaction was always detected 

relative to the tagged PTF, than the co-injected fluorophore; for Citrine-tagged PSN 

+ mCherry the RCCA was always higher relative to the Citrine, versus mCherry, and 

vice-versa (Figure 3.9C, Appendix Figure 7.6). This may in part be due to tagged PSN 

consistently having a lower concentration than the fluorophores (Appendix Figure 

7.6A-B,C-Div-v). Yet similarly for co- injected pairs of Citrine-tagged and mCherry-

tagged PSN, the proportion of interacting molecules was always higher relative to 

the mCherry- versus Citrine-tagged PTF. The RCCA of PSN pairs was never 
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consistently higher than the relevant controls, even when only comparing the 

highest RCCA per channel. Differences in photostability between fluorescent 

molecules could also account for the different RCCA between channels. However, as 

Citrine and mCherry have very close emission and excitation spectra (Figure 3.10), 

cross-talk, bleed-through, and FRET are very likely and render FCCS measurements 

with this fluorophore pair inconclusive. 

 

Figure 3.9 PTF interactions measured by FCCS.  

FCCS measurements were carried out at main ZGA (methods 2.6), in WT embryos 

expressing tagged Nanog+Sox19b in pairs or individually with the opposite 

fluorophore as controls. (cont. over page) 
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A+B) Average cross-correlation functions (CCFs) for A) Citrine (Cit)-Nanog + mCherry 

(mCh), mCherry-Sox19b+Citrine, Citrine-Nanog + mCherry-Sox19b B) mCherry-

Nanog + Citrine, Citrine-Sox19b+mCherry, mCherry-Nanog + Citrine-Sox19b. C) 

Barplot of Relative Cross Correlation Amplitudes (RCCA) calculated using CCFs in 

A+B, and ACFs in Appendix Figure 7.6 (methods 2.6.3). n=4-26 nuclei. 

 

 

Figure 3.10 Excitation (EX) and emission (EM) spectra of meGFP, (m)Citrine, 

mCherry/RFP, and miRFP.  

Normalised intensity vs. wavelength. Adapted from FPbase.org. 
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3.6.2  Changes to PSN diffusion upon co-expression of an 

untagged PSN are not detected by FCS  

Finally, previous FCS data (from experiments prior to optimisation) were analysed 

for an indication of interaction, which could be further investigated by an 

alternative method to FCCS. Here, the change in τDslow of tagged PSN was 

measured when a second untagged PSN was added. PTFs which co-bind DNA could 

for example have higher affinity for their binding sites (section 1.1.1.3), causing the 

τDslow to decrease or the ρslow to increase. The Sox19b-Citrine ACF was right-

shifted at main ZGA when co-injected with Nanog (Figure 3.11A). The Nanog-Citrine 

ACF was similarly right-shifted when co-injected with Pou5f3, at early ZGA 

(Appendix Figure 7.7Bi). In contrast, Nanog-Citrine and Sox19b-Citrine ACFs were 

left-shifted at main stage ZGA upon co-injection with Pou5f3 (Appendix Figure 

7.7A-Bi).  

However, neither the fitted values for τDslow nor ρslow changed significantly 

between conditions (Figure 3.11B,C, Appendix Figure 7.7A-Cii-iii). Perhaps any 

potential effect was masked by tagged PTFs interacting with endogenous partners 

in WT embryos. More importantly, changes to chromatin binding could be in the 

stably-bound PTF population which, as discussed in section 3.5, FCS is not able to 

detect. Therefore, I could not clearly conclude whether PSN interact - either directly 

to affect each-others’ transient chromatin binding dynamics, or more indirectly as in 

collaborative competition and assisted loading models (section 1.1.1.3).  

To conclude, the inappropriate fluorophore combination, and the limited slow 

diffusion measured, made FCCS and FCS inappropriate to probe PSN-PSN 

interactions in this system. Nevertheless, the slight indication of Nanog - Sox19b 

interaction in co-injection FCS (Figure 3.11A,B) was congruent with findings of 

Nanog-dependent Nanog/Sox19b co-localisation to miR-430 transcription bodies 

(Kuznetsova et al., 2023). This encouraged me to make use of the spectral overlap 

between (m)Citrine and mCherry to instead probe Nanog-Sox19b interactions by 

FRET.  
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Figure 3.11 Indirect measurement of PSN interactions by FCS.  

Measurements were carried out in WT embryos expressing Sox19b-Citrine +/- 

untagged Nanog, at early and main stage ZGA (methods 2.6). A) Normalised 

average ACFs. B+C) Scatterplots of fitted values for B) τDslow and C) ρslow. B.r. = 3, 

n=17-40 nuclei. Statistics were analysed using linear mixed effect models, and 

pairwise comparison of means (methods 2.8), all n.s. (p>0.05). 

.  
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3.7  Discussion 

3.7.1 Fluorescent tags can maintain PSN function to rescue MZ 

mutants 

mCherry-Pou5f3 and Nanog-(m)Citrine sufficiently rescued the respective 

MZspg793 -/- and  MZnanog -/- embryos (Figure 3.1). However, MZspg793 -/- was 

rescued much more efficiently than MZnanog -/-, even by WT mRNA. This could be 

due to mRNA quality, injection accuracy, or the lower number of biological 

replicates. Using a co-injected dye to screen only successfully injected embryos 

might mitigate some of the technical error and raise the rescue efficiency closer to 

published values (88%, 15/17 embryos; (Gagnon et al., 2018). Perhaps there are 

also more subtle distinctions between incomplete rescue phenotypes for MZspg793 

-/-. While both maternal Nanog and Pou5f3 are required for epiboly and ventral 

specification, Nanog has an additional role in the yolk syncytial layer (Veil et al., 

2018), and Pou5f3/Sox19b regulate dorsoventral patterning (Gao et al., 2022). As 

such dorsoventral patterning defects may only become apparent after 24 hpf, 

monitoring larvae until 4 days post fertilisation may improve rescue detection 

accuracy.  

Opposite tagging strategies seemed to be better for Nanog and Pou5f3, both with 

regard to the fluorophore and the terminus. PSN do have a common preference for 

the tag at the terminus furthest from the DBD (Appendix Figure 7.2). This suggests 

that tagging could affect chromatin binding, and this could be tested by EMSA. The 

contribution of differential mRNA stability, translation efficiency, or protein stability 

to MZ mutant embryo rescues should be analysed by qPCR and Western blot.  

3.7.2 mRNA microinjection is suitable for visualisation of 

fluorescently tagged PSN, although hampered by 

regionalised expression 

mRNA microinjection into the cell proved to be a suitable means of expressing 

fluorescently tagged PSN in zebrafish embryos, although sometimes causing 
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regionalised expression (Figure 3.2). Later tests showed that yolk injection did not 

reduce variability of nuclear PSN levels (Appendix Figure 7.3). Further limitations of 

microinjection are the inaccuracies caused by inconsistent microinjector pressure, 

or by the injection mix escaping out of the embryo during injection or needle 

retraction. Generation of zebrafish lines expressing fluorescently tagged PSN from 

the endogenous locus would avoid the need for microinjection. Attempts to do this 

by CRISPR-Cas9 were unsuccessful. 

 Endogenous expression would also allow measurement of the spatial variability in 

nuclear PSN levels and dynamics, to study whether these are linked to a first 

specification step, such as the embryonic deep layer/enveloping layer 

differentiation (Stapel et al., 2017). Multi-point FCS (mpFCS), for example, uses a 

1024x1024 illumination matrix to provide spatial information on concentration and 

diffusion (Krmpot et al., 2019). Preliminary mpFCS data showed that the Citrine-

Pou5f3 nuclear concentration was less variable than Nanog-Citrine or Sox19b-

Citrine (Appendix Figure 7.4), and is in agreement with my imaging data (Figure 

3.2).  

3.7.3 FCS is not an optimal technique to study PSN diffusion and 

chromatin binding dynamics in zebrafish ZGA 

The technical challenges of FCS experiments in this in vivo system, such as 

movement, and fluorophore features including triplet blinking, photobleaching, and 

aggregation, made it difficult to distinguish biological effects from noise and 

artefacts. Some optimisation to measurements and analysis was possible (Figure 

3.7): FCS measurements for PSN rescuing agarose mounted MZ mutants, and more 

stringent selection of time windows for autocorrelation analysis, gave rise to higher 

quality ACFs (Figure 3.8A). These could be fit to derive τDslow values within the 

expected ms range (Figure 3.8C). A trend towards more slow diffusion for Nanog-

Citrine than mCherry-Pou5f3 was observed, similar to initial experiments in WT 

embryos (Figure 3.5). However, no significant differences were detected between 

PTFs or early vs. main stage ZGA.  
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The complexity of zebrafish embryos may contribute to the variability of τD values, 

which would need to be mitigated in extensive further optimisation. For example, 

heterogeneous PSN distribution within nuclei (Figure 5.6) will be interpreted as very 

slow diffusion which cannot be distinguished from possible chromatin binding. 

Comparative experiments with DBD-mutant or oligomerisation-mutant PSN (section 

5.3) could disentangle the relative contributions to slow diffusion. Further, 

successive measurements in the fast-dividing embryos will most likely capture 

different cell cycle stages, or even different cell cycles, which could have differential 

PTF-chromatin binding. Improving staging accuracy to measure only S-phase 

dynamics in selected cell stages (e.g. 128-cell and 1000-cell) would significantly 

reduce the already low-throughput experiments.  

The slow fluorescence fluctuations observed (Figure 3.6) may arise from the 

embryo rotating within the chorion, cell movement during division. Removing the 

chorion and yolk of embryos before mounting in agarose could reduce rotation, as 

well as improving signal, but this posed further challenges (Figure 5.12). Chromatin 

movement, in the time-range of 100s ms, which also be confused with slow PTF 

diffusion but would be difficult to control for (section 1.3.3.1). Finally, 

measurements from incompletely rescued MZ mutant embryos, for example due to 

lowered injection volume, should be removed retrospectively by scoring rescues at 

24 hpf. 

It could also be useful to switch to more photostable, bright, and non-aggregating, 

fluorescent tags such as the recently published mScarlet3 (Gadella et al., 2023). This 

may improve accuracy of measuring slow diffusion, by reducing aggregation 

artefacts, and the selective photobleaching of slow molecules (sections 3.3,3.4). 

Photo-activatable tags such as paGFP would allow fine-tuning of count rates for 

high SNR, and have been used for FCS measurements in live mouse embryos (Kaur 

et al., 2013, White et al., 2016). Optical sectioning by SPIM, or multi-photon 

microscopy, could substantially improve the SNR and penetration depth (section 

1.3.1). Applications of FCS/FCCS with SPIM (Capoulade et al., 2011, Pernus and 
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Langowski, 2015, Reho et al., 2020, Szaloki et al., 2015, Wohland et al., 2010) and 2-

photon microscopy (Michelman-Ribeiro et al., 2009) have been published.  

However further work using FCS to study PSN chromatin binding dynamics in 

zebrafish ZGA was not considered worthwhile: it is crucially limited by being a bulk 

method which cannot ‘see’ the seconds-range stable (P)TF-chromatin residence 

times (Hemmerich et al., 2011, Mueller et al., 2013, Stortz et al., 2018). Variants 

such as scanning FCS (Petersen et al., 1986) or Image Correlation Spectroscopy (ICS) 

(Priest et al., 2021, Srivastava and Petersen, 1996), would allow slower diffusion to 

be followed. SMT would be most appropriate method to tease apart a range of 

dynamics exhibited by PTF subpopulations (section 1.3.2) (Izeddin et al., 2014, Lord 

et al., 2010, Mueller et al., 2013). Comparisons to the dynamics of non-pioneer TFs, 

in addition to DBD mutants, could help to determine whether PSN directly engage 

with chromatin to increase its accessibility at ZGA, or only engage transiently to 

recruit effectors such as Brd4 (Miao et al., 2022).  

3.7.4 PSN interactions during zebrafish ZGA cannot be reliably 

probed by FCCS using mCherry and Citrine tags  

My FCCS data was not clearly interpretable, most likely due to the choice of 

fluorophores (Figure 3.9, Figure 3.10, Appendix Figure 7.6). mCherry and Citrine 

seem to be a remarkably unbecoming combination for FCCS, exhibiting cross-talk, 

bleed-through, FRET, and differential photobleaching, all of which can affect the 

observed degree of cross-correlation. Unequal photobleaching or FRET between 

fluorophores can cause cross-correlation to be underestimated; cross-talk and 

bleed-through can wrongly show cross-correlation (Ng et al., 2018). While it would 

theoretically be possible to correct for these effects (Foo et al., 2012), changing 

fluorophores would be more effective. For example, mCherry is commonly 

combined with eGFP (Table 3.2), as this pair has less spectral overlap (Figure 3.10). 

A far-red fluorophore such as miRFP would be an even more spectrally separated 

partner for eGFP/mCitrine (Figure 3.10).  
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However FCCS faces the same limitations as FCS, so weak or infrequent interactions, 

and slowly diffusing or immobile molecules, cannot be detected. Overall, I conclude 

that FCCS is not useful to study the interactions of PSN in zebrafish ZGA, and is 

especially problematic when using mCherry and (m)Citrine. By contrast, these 

fluorophores seemed to be a good FRET pair, and this was leveraged to continue 

interrogating PSN interactions by AAT-FRET.  
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4 Adapting Lifetime-based AAT to measure 

interactions in zebrafish embryos by AAT-FRET 
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4.1  Introduction 

The advantage of FRET as an imaging method is that measurements of interaction 

kinetics and distance are combined with spatial and temporal information 

(Halavatyi and Terjung, 2017). Similar to mpFCS (Krmpot et al., 2019), this can 

create a pixel-by-pixel map to pinpoint, for example, TF subnuclear distribution. Yet 

unlike FCS and FCCS, interactions between slowly diffusing or immobile molecules 

can be detected using FRET (Bacia and Schwille, 2007, Halavatyi and Terjung, 2017). 

FRET therefore seemed to be a good alternative technique to investigate whether 

PSN interact in zebrafish embryos during ZGA, and if so, whether this is linked to the 

observed heterogeneity of PSN nuclear distribution (section 5.4).  

First, I needed to characterise the suitability of mCitrine (donor) and mCherry 

(acceptor) as a FRET pair in this system. Green and red fluorophore combinations 

are common, due to their lower cross-talk compared to the traditional yellow and 

cerulean pairs (Bajar et al., 2016, Kremers et al., 2006). Yet generally, brighter and 

more photostable pairs than mCitrine and mCherry are used, such as Clover and 

mRuby2, or GFP/eGFP and mCherry/mRFP1 (Lam et al., 2012a, Lam et al., 2012b, 

Reho et al., 2020, Szaloki et al., 2015, Vamosi et al., 2008). I found only one example 

using mCitrine and mCherry in FLIM-FRET, to study interactions between SNARE 

complex proteins in the plasma membrane of dendritic cells (Verboogen et al., 

2017). FLIM-FRET has also been used to study PTF interactions in zebrafish embryos, 

but here interactions between GFP-Nanog and mCherry-Oct4 were shown, in the 

late ZGA mesendoderm (Perez-Camps et al., 2016). The excitation and emission 

spectra of the aforementioned FRET pairs are depicted in Figure 4.1. An mCherry-

mCitrine tandem fusion was therefore used to verify that FRET could be detected 

for this pair in zebrafish embryos. 
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Figure 4.1 Emission (EM) and excitation (EX) spectra of selected FRET pairs.  

Normalised intensity vs. wavelength. (e)GFP and (m)Citrine (donor) emission spectra 

overlapping mCherry/mRFP1 (acceptor) excitation spectrum, and Clover (donor) 

emission spectrum overlapping mRuby2 (acceptor) excitation spectrum. Adapted 

from FPbase.org.   

I used traditional intensity-based FRET assays to begin with. These compare the 

donor or acceptor intensity, when present individually or in combination, and 

monitor changes upon photobleaching to destroy the interaction partner (Table 

4.1) (Halavatyi and Terjung, 2017).  

Table 4.1 Summary of intensity-based FRET techniques used in these experiments 

Assay Measure Conditions 

Intensity FRET Donor intensity  
 

1. Donor/acceptor- tagged proteins 
2.-ve controls: a) donor alone b) 
donor + acceptor fluorophores 
3. +ve controls (donor-acceptor 
fusion) 

Acceptor 
Photobleaching 
(AccPb) 

1,2b,3 
pre + post AccPb 

Sensitised emission 
(SE-FRET) 

Acceptor intensity, 
using donor-
exciting laser 

1,2b,3 
4. –ve control: acceptor alone 

Donor 
Photobleaching  

1,2b,3  
pre +  post photobleaching 
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However, intensity-based FRET is sensitive to the relative concentration of donor 

and acceptor molecules, and affected by photobleaching. Intensive correction for 

these factors, as well as for cross-talk and bleed-through are required (Jares-Erijman 

and Jovin, 2003). These assays were therefore particularly affected by the 

inaccuracy of mRNA microinjection into zebrafish embryos (section 3.2). Lifetime (τ) 

- based FRET was a better choice as τ is not affected by concentration or 

photobleaching (Datta et al., 2020), and mCitrine and mCherry have distinct τ’s 

(FPbase, 2023b, FPbase, 2023c, Mukherjee et al., 2022b, Verboogen et al., 2017). 

The Leica Stellaris 8 TauSense tools offered a new way to record fitting-free τ based 

information (Roberti, 2020), using hybrid GaAsP detectors (section 1.3.1) 

(Schweikhard, 2020). The AAT of photons across the measurement window is 

recorded per pixel, providing on-the-fly τ -based information (Padilla-Parra et al., 

2011). This can be converted to an estimation of the degree of interaction, the mfD 

(Alvarez, 2022, Padilla-Parra et al., 2008, Padilla-Parra et al., 2009) (section 1.3.6.1). 

AAT and mfD benefit from faster acquisition and analysis times than traditional 

FLIM-FRET, where the decay curve of single photon arrival times is fit to derive τ, 

requiring high photon counts for accuracy (Li et al., 2010, Padilla-Parra et al., 2011). 

This seemed particularly useful for the fast development and low SNR of zebrafish 

embryos, relative to imaging cells in vitro. However, as AAT is an average value per 

pixel, with a resolution of 0.1 ns, detection sensitivity is lost versus single-photon 

detecting FLIM-FRET (Roberti, 2020, Schweikhard, 2020). Therefore, the second 

characterisation step was to test whether measurements of mCitrine and mCherry 

AAT in zebrafish embryos were comparable to expected values, and whether a 

reduction in mCitrine AAT could be detected upon FRET.  
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4.2 Non-fitting FLIM-FRET facilitates analysis of protein 

interactions in live zebrafish embryos 

These experiments were published in the paper appended below (Auer et al., 2022). 

Laura Murphy advised on and helped to develop the image analysis workflow. David 

Li and Dong Xiao advised on setup and optimisation for AAT measurements. 

Experiments were conceptualised by me and Ann Wheeler, all experimental and 

analysis work was carried out by me. (https://doi.org/10.1111/jmi.13162): 

https://doi.org/10.1111/jmi.13162
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4.2.1 Paper Supplementary figures 

 

(figure cont. over page) 
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Paper Supplementary Figure 1 Acceptor Photobleaching FRET, Sensitised emission 

FRET and Donor photobleaching (accompanies main Figure 1).  

a-b) Acceptor photobleaching (AccPb) assay, embryos expressing co-inj mCh + mCit, 

Tandem mCh-mCit. Pre- and post- donor bleaching donor intensity FRET images 

were acquired after z-stacks, for two z-planes in the same embryos used for donor 

intensity FRET (Figure 1c). a) Representative single z-plane confocal images of 

mCitrine intensity pre- and post- AccPb.  b) i) Box and whisker plot showing 

difference (Δ) in mCitrine intensity per nucleus, before and after 30s AccPb. b) ii) Box 

and whisker plot of Δ in mCherry intensity per nucleus, pre- and post- AccPb (N=3, 

n=108-200, b.r.=1).  c-d) Donor photobleaching SE-FRET assay, embryos expressing 

co-inj mCh + mCit, Tandem mCh-mCit. Pre- and post- donor bleaching SE-FRET 

images were acquired after z-stacks, for two z-planes in the same embryos used for 

SE-FRET (Figure 1d). c) Representative single z-plane confocal images of mCherry 

intensity pre- and post- AccPb. Images were acquired using the 515nm laser at 40% 

power, and the 595-640nm detector. d) i) Box and whisker plot of Δ in mCherry 

intensity per nucleus, before and after 30s donor photobleaching (N=3-4, n=111-

116, b.r.=1).   

(cont. over page) 
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d) ii) Box and whisker plot of Δ in mCitrine intensity per nucleus, pre- and post- 

donor photobleaching. e) Control of mCherry expression for SE-FRET (using the 

594nm laser at 30% power and the 595-640nm detector), embryos expressing 

acceptor alone, Co-inj mCh + mCit, Tandem mCh-mCit. Box and whisker plot of 

average nuclear mCherry intensity (N=3-4, n=30-44, b.r.=1). Scale bar = 10µm, Int= 

displayed intensity range. Data were fit with linear mixed effect models and 

estimated marginal means compared pairwise. 
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Paper Supplementary Figure 2 Acquisition parameter optimisation (accompanies 

main Figure 3).  

Single z-plane confocal mCitrine TauContrast images of one representative embryo 

expressing co-inj mCh + mCit. Parameters varied: a) pixel array b) scan speed c) line 

accumulation d) pinhole size. Scale bar = 10µm, Int= displayed intensity range.  
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Paper Supplementary Table 1: Acquisition parameter optimisation (accompanies 

main Figure 3, main Table 2)  

AAT range, Mean Weighted AAT, Mean Intensity, and Pixels per nucleus for 

acquisition parameters tested , given to 3 sig. fig. (+/- standard deviation). 

Condition for Point Scanning AAT 
range 

/Nucleus 
[ns] 

Mean 
Weighted 

AAT 
 /Nucleus 

[ns] 

Mean 
Nucleus 
Intensity 
[12 bit] 

Pixels 
/Nucleus 

Pixel Array 
(area sampled) 

128 x 128 
(1.56 µm2) 

0.567 
+/- 0.218 

2.58 
+/-0.0660 

685 
+/- 470 

41.9 
+/- 13.7 

256 x 256 
(0.791 µm2) 

1.03 
+/- 0.372 

2.61 
+/-0.0483 

321 
+/- 231 

151  
+/- 63.8 

512 x 512 
(0.395 µm2) 

1.90 
+/- 0.671 

2.61 
+/-0.0528 

145 
+/- 110 

570 
+/- 230 

Scan Speed 100 Hz 0.811 
+/- 0.248 

2.61 
+/-0.0561 

532 
+/- 395 

158 
+/- 49.8 

200 Hz     

400 Hz 1.67 
+/- 0.591 

2.58 
+/-0.0551 

136 
+/- 99.6 

136  
+/- 57.3 

Line 
Accumulation 

4 1.45 
+/- 0.465 

2.58 
+/-0.0750 

159  
+/- 114 

137 
+/- 64.9 

8     

16 0.760 
+/- 0.255 

2.61 
+/-0.0513 

606 
+/- 435 

138 
+/- 57.5 

Pinhole size 1 AU 1.60 
+/- 0.620 

2.56 
+/-0.0609 

145 
+/- 105 

135 
+/- 64.5 

2 AU     
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4.3 Discussion 

4.3.1 mCitrine and mCherry are a suitable FRET pair, but intensity-

based FRET assays are too variable in zebrafish embryos 

My first aim was to characterise whether mCitrine and mCherry are an appropriate 

FRET pair to examine interactions in zebrafish embryos during ZGA. As expected 

from their high degree of spectral overlap (Figure 4.1), intensity-based FRET assays 

indicated mCitrine and mCherry could be used as a FRET pair. Overexpression of an 

mCitrine-mCherry tandem fusion showed a non-significantly reduced donor 

intensity versus mCitrine alone, and co-injected mCitrine + mCherry, which 

increased slightly upon AccPb. In SE-FRET the acceptor intensity was significantly 

higher in the mCherry-mCitrine tandem fusion, versus controls, and fell significantly 

upon donor photobleaching (Paper Figure 1, Suppl. Figure 1).  

The acceptor intensity-based assays may have given clearer results because the 

lower intensity of indirectly excited mCherry would be expected to lead to reduced 

variability. By contrast, in the donor intensity assays the mCitrine intensity, when 

directly excited, was more variable – particularly in embryos expressing separate 

mCherry + mCitrine (Paper Figure. 2C). Further, donor photobleaching may be more 

sensitive than AccPb as mCitrine is less photostable than mCherry: mCitrine t1/2 ≈ 30 

s (Lee et al., 2020), mCherry t1/2 = 68 s (Shu et al., 2006). Clearly these assays are 

susceptible to differences in donor/acceptor concentration caused by mRNA 

microinjection. While results could have been improved by correcting for different 

concentrations and cross-talk, a more robust assay was needed to detect 

interactions in this system.  

4.3.2 AAT-FRET and mfD can more robustly detect interactions 

between mCitrine and mCherry, given sufficient photon counts 

My second aim was therefore to test whether interactions can be more reliably 

detected by AAT-FRET. AAT clearly reflected τ data, as mCitrine and mCherry AATs 

were only slightly lower than published τ values (Paper Figure 2C-E, Paper Table 1). 
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This could be due to differences between the lasers and detectors used, or simply 

the different methods of calculation. A significantly decreased donor mean 

weighted (MW) AAT was measured in embryos overexpressing the mCherry-

mCitrine tandem fusion, versus controls (Paper Figure 4). This also recovered 

significantly following AccPb. Correspondingly, a higher MW mfD was estimated for 

the mCitrine-mCherry tandem fusion compared to controls, which decreased upon 

AccPb (Paper Figure 5).  

However, while these trends were recapitulated in a second biological replicate, 

these differences were not significant (Appendix Figure 7.8). The baseline MW AAT 

of mCitrine alone was higher than in the first biological replicate. Average nuclear 

intensities were also lower across all conditions, and a smaller decrease MW AAT 

between mCitrine alone and mCherry-mCitrine was measured. As shown in Paper 

Figure 3 (also Paper Table 2, and Paper Suppl. Table 1), lower photon counts 

reduce the precision of measured AAT values. This may explain the similar but non-

significant decrease in MW AAT in the second biological replicate.  

Variability in fluorescence intensity may arise between embryos and replicates for 

technical reasons besides mRNA microinjection accuracy, such as fluctuations in 

injection volume, or embryo orientation and proximity to the objective. τ values 

may also vary between samples due to differences in the environment such as pH 

and temperature (Berezin and Achilefu, 2010, Datta et al., 2020), causing variability 

in AAT measurements between embryos or biological replicates. Use of an internal 

control for each biological replicate, such as the AAT of the donor alone, is 

therefore a necessary indicator and mitigation of τ or detection variability between 

replicates. 

A further cause of variability could be the heterogeneity of the SiR-DNA dye: 

differential nuclear levels and cytoplasmic aggregates (Paper Figure 3D) affected 

the quality of nuclear segmentation. Indeed, in some cases the low SiR-DNA dye 

SNR meant that fluorophore or bright-field channels had to be used for 

segmentation. Subsequently, nuclei were detected in unequal methods, 



   
 

146 
 

distribution, and number between embryos, which could affect the AATs compared. 

Addition of verapamil was shown to improve DNA labelling efficiency and 

homogeneity, by inhibiting the efflux pump-driven nuclear export of SiR-DNA dye 

(Lukinavičius et al., 2015). The effect of verapamil on AAT and FRET between 

proteins of interest would need to be tested.  

Comparing the variability between biological replicates of intensity- versus AAT-

based FRET assays does demonstrate that AAT is more robust: while there was a 3-

fold difference in AAT-FRET efficiency of the tandem versus separate donor and 

acceptor between different replicates, there was a 13-fold difference in the 

intensity FRET efficiency. 

4.3.3 Underestimation of interactions by AAT-FRET and mfD could 

limit detection of weak interactions and require particularly 

large shifts in donor τ 

AAT-FRET and mfD underestimate the degree of interaction because they are based 

on pixel averages. Thus to be detected in a sample that is challenging to image, such 

as a zebrafish embryo, it is important to have a fluorophore pair with high FRET 

efficiency, large (> 0.1 ns) donor τ reduction, and a strong or frequent interaction. In 

the mCherry-mCitrine tandem fusion a small but significant (0.16 ns) decrease in 

AAT was detected versus controls (Paper Figure 4), and about 27.9% donor 

molecules were estimated to interact. This calls into question whether a similar shift 

in AAT can be detected when donor and acceptor are not fused. Given more time, a 

further positive control, in which known interactors are tagged with mCitrine and 

mCherry, could have been useful.  

Comparative measurements using traditional FLIM-FRET could help to determine 

whether the small AAT decrease is due to the method’s detection sensitivity, or the 

fluorophore pair. While there is a high degree of spectral overlap between mCitrine 

and mCherry compared to other common FRET pairs (Figure 4.1), this may not 

cause a large enough shift in donor τ. Alternatively, a more flexible linker in the 
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tandem fusion could improve the probability of donor and acceptor molecules 

being in the correct relative orientation for efficient FRET (Jares-Erijman and Jovin, 

2003, Wriggers et al., 2005). Finally, the differential maturation time of mCherry (15 

minutes (FPbase, 2023b, Shu et al., 2006)) and mCitrine (≈30 minutes (Liu et al., 

2018a)) could reduce the proportion of molecules undergoing FRET and lead to 

further underestimation of interaction (Bajar et al., 2016, Scott and Hoppe, 2015).  

4.3.4 Further optimisation is required for sub-nuclear or temporal 

resolution 

There is a significant trade-off between spatial and temporal resolution, and photon 

counts (Figure 1.4). Acquisition settings were therefore optimised initially to 

measure the AAT of whole nuclei. To sample nuclei across each embryo, z-stacks 

with 8 μm step-size, 0.79 μm2 pixel size were acquired at 200Hz with a 2 Airy Unit 

pinhole, and 8 x line accumulation (Paper Figure 3, Suppl. Figure 2, Paper Table 2, 

Suppl. Table 1). These settings provided sufficient photon counts per nucleus, and 

were fast enough to acquire z-stack images of multiple embryos per cell cycle 

(approx. 1-2 minutes per z-stack).  

Higher photon counts and SNR could be required to detect an AAT shift between 

separate interaction partners, as the FRET efficiency will be lower. Optimisation 

would be especially important for measurements at higher spatial or temporal 

resolution, to detect interaction heterogeneity within nuclei, or to track changes 

across a cell cycle. If the z-stack range were reduced, settings could be changed for 

slower image acquisition to collect more photons. Yolk removal or improved optical 

sectioning by SPIM (Tramier et al., 2006) would again be options.  

Overall, these results show that AAT and mfD can detect FRET between mCitrine 

and mCherry in a tandem fusion in zebrafish embryo nuclei. This encouraged 

further experiments to investigate interactions between mCitrine- and mCherry-

tagged PSN during ZGA. 
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5 Testing AAT-FRET to probe Nanog and Sox19b 

interactions during zebrafish ZGA 
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5.1 Introduction 

I showed in Chapter 4 that AAT is capable of detecting FRET between mCitrine and 

mCherry in zebrafish embryos. I next assessed whether this was a suitable method 

to investigate interactions between tagged PSN in zebrafish ZGA. It could be 

expected that the donor AAT shift would be reduced in the presence of any 

potential interactions, which may be infrequent and result in lower FRET efficiency, 

versus tandem-fused fluorophores. Further optimisation therefore focused on 

improving AAT precision, by comparing the feasibility of embryo preparation 

methods to increase the SNR. Chorion and yolk removal would increase the signal 

by bringing the embryo cells closer to the objective and reduce noise by removing 

background fluorescence. However, these require more skilled embryo 

manipulation techniques, and may lower the throughput of experiments even 

further, while potentially affecting the embryo development. 

An alternative strategy was to focus on areas within zebrafish nuclei where PSN 

interactions may concentrate –on DNA, or at a specific actively transcribing gene 

locus. While labelling DNA consistently in live embryos proved challenging (Paper 

Figure 3), the two large miR-430 transcription bodies formed during ZGA have been 

successfully labelled using fluorescently tagged morpholinos (MOs) against the 

nascent RNA ((Hadzhiev et al., 2019, Sato et al., 2019). Sox19b and Nanog (SN) co-

localise at these transcription bodies during ZGA, in a Nanog-dependent manner 

(Kuznetsova et al., 2023), and are required for the expression of miR-430 (Lee et al., 

2013, Miao et al., 2022). AAT-FRET measurements at these sub-nuclear ROIs could 

be a promising strategy to investigate functional interactions between SN. This 

required extensive testing, first to determine whether (m)Citrine- and mCherry-

tagged PSN form foci similar to the reported mNeonGreen-tagged PSN foci  

(Kuznetsova et al., 2023) and whether SN also co-localise to MO-labelled miR-430 

transcription bodies. Next, measurements were carried out using a GeneTools blue-

tagged miR-430 MO to examine possible effects on Nanog-mCitrine AAT. Finally, 
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optimisation was attempted for high magnification images, to allow measurement 

of FRET by AAT at miR-430 transcription bodies.  

As discussed, TFs interact directly or indirectly, and at different stages of their DNA 

cognate site search; forming complexes mediated by their AD or IDR domains; 

facilitating each-others’ binding to adjacent cognate sites; or bridged by a common 

partner once bound (sections 1.1.1.1-1.1.1.3). Comparing interaction, by AAT-FRET, 

between WT and DBD mutant PSN could shed some light on their mode of 

interaction. A C-terminal tryptophan repeat (WR) has been shown to mediate 

homodimerisation of mouse NANOG, as well as its interaction with SOX2 through 

aromatic ring stacking between NANOG W and SOX2 tyrosine (Gagliardi et al., 2013, 

Mullin et al., 2017). While zebrafish Nanog does not have a WR, it has IDRs in its N- 

and C-terminus and is relatively enriched for W residues (Appendix Figure 7.2Bi). 

Either end, together with the DBD, seem to be required for Nanog to form foci at 

miR-430 transcription bodies (Kuznetsova et al., 2023). Yet zebrafish Nanog and 

mouse NANOG are functionally conserved in cross-species rescue experiments, and 

the N-terminus of zebrafish Nanog is required for its dimerisation (Schuff et al., 

2012, Theunissen et al., 2011). Accordingly, it was hypothesised that the IDRs or 

relative W enrichment in zebrafish Nanog could drive foci formation and interaction 

with Sox19b, by non-specific clustering or dimerisation. Interactions between SN 

were compared for WT Nanog or for a Nanog lacking its N-terminal domain. HeLa 

cells were chosen as a more accessible system to assay (P)SN interactions, and their 

dependence on (P)SN-DNA binding. The ease of transfection, compared to 

microinjection, allowed high-throughput experiments with multiple conditions, and 

the substantially higher SNR of a single layer of cells increased the sensitivity of 

AAT-FRET assays. 
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5.2 AAT-FRET indicates interaction between Nanog and 

Sox19b during main ZGA 

The optimised AAT-FRET acquisition settings from Chapter 4 were used to test 

interactions between Nanog-mCitrine and Sox19b-mCherry. mCherry was chosen 

for Sox19b to complement Nanog-mCitrine. While most F(C)CS studies listed in 

Tables 3.1 and 3.2 tag the mammalian homolog SOX2 at the N-terminus, SNAP (19.4 

kda) and NanoLUC (19.1kda) tags at the C-terminus also maintain SOX2 function in 

mESCs (Strebinger et al., 2019). I therefore chose to tag Sox19b  at the C-terminus 

as this was further from Sox19b’s DBD (section 3.7.1, Appendix Figure 7.2).  

 MZnanog -/- embryos were microinjected with rescuing amounts of Nanog-

mCitrine alone, or Nanog-mCitrine plus Sox19b-mCherry. Embryos were initially 

mounted in their chorions, to acquire AAT-FRET images at early and main ZGA 

(section 3.4). No difference in Nanog-mCitrine AAT was detected at early ZGA: the 

MW AAT was on average 2.77 ns for Nanog-mCitrine alone, and 2.78 ns in the 

presence of Sox19b-mCherry (Figure 5.1A). At main ZGA the MW AAT decreased 

slightly in the presence of Sox19b-mCherry, from on average 2.77 ns to 2.73 ns 

(p=0.072, Figure 5.1B,C). This suggests that SN interact directly during main ZGA. 

Initial experiments did not reveal any interaction between Nanog-mCitrine and 

Pou5f3-mCherry (Appendix Figure 7.9). 

AAT values for Nanog-mCitrine alone were less variable at main versus early ZGA 

(Figure 5.1Aii,Bii), likely due to the greater number of high intensity nuclei (Figure 

5.1D). Nevertheless, variability rendered the AAT shift at main ZGA insignificant 

(when not accounting for embryos and replicates, e.g. in MannWhitneyU analysis, 

p=0.001). Clearly higher SNR was needed to improve the precision of AAT values, to 

detect the perhaps infrequent SN interactions, and the small donor AAT shift (0.16 

ns, Chapter 4). The ‘safe zone’ of nucleus intensity for precise AAT measurements 

was determined by assessing the spread of MW AAT values against nucleus 

intensity (Appendix Figure 7.10Bvi). 
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Figure 5.1 AAT-FRET measurements to test Nanog-mCitrine and Sox19b-mCherry 

interactions.  

MZnanog -/- embryos expressing Nanog-mCitrine (N-mCit) +/- Sox19b-mCherry (S-

mCh) were mounted in the chorion (methods 2.2.5.1) and z-stack images were 

acquired in TauContrast mode (methods 2.7.2.1, setting A) at A) early and B) main 

ZGA. Measurements from nuclei with a mean intensity < 250 were excluded. i 

Average nuclear AAT lineplots and ii mean weighted AAT (MW AAT) violin plots for 

measurements at each stage. C) Representative AAT images of nuclei at main ZGA, 

for both conditions, scale bar = 10 μm. D) Boxplots of mean nucleus intensity for 

embryos in each condition B.r. = 2, N= 4-6 embryos, n= 17-280 nuclei. Statistics were 

analysed using linear mixed effect models, and pairwise comparison of means 

(methods 2.8). 
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Removing the chorion by manual dechorionation increased Nanog-mCitrine 

intensity almost 2-fold, from a mean nucleus intensity average of 133 to 227 ((figure 

cont. over page) 

Av). The donor AAT precision increased ((figure cont. over page) 

Ai) while only marginally affecting the MW AAT ((figure cont. over page) 

Aiv, 2.41 ns vs. 2.46 ns, respectively – see Figure 5.11 addressing lower than 

expected AAT values). Embryos co-expressing Nanog-mCitrine and Sox19b-mCherry 

showed a similar trend ((figure cont. over page) 

B). This confirmed that dechorionating embryos could improve the precision of AAT 

measurements.  

SN interactions were therefore tested in dechorionated embryos (Figure 5.2). 

Indeed, there was a more apparent AAT-FRET shift: The MW AAT of Nanog-mCitrine 

decreased by 0.33 ns in the presence of Sox19b-mCherry compared with mCherry 

alone, from 2.49 ns to 2.16 ns (p=0.15) versus 2.45 ns (p=0.99), respectively (Figure 

5.2Aii). The Nanog-mCitrine intensity followed the same trend (Figure 5.2B,C). 

Unfortunately, further biological replicates could not be acquired due to time 

constraints and increasingly noisy AAT-FRET images (Figure 5.2B - discussed further 

in Figure 5.11).  

In the meantime experiments were carried out in HeLa cells which, being a flat layer 

of cells directly adjacent to the coverslip, provided a high SNR system requiring far 

lower laser power. 
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Figure 5.2 AAT-FRET measurements in dechorionated embryos to test Nanog-

mCitrine and Sox19b-mCherry interactions.  

MZnanog -/- embryos expressing Nanog-mCitrine (N-mCit) +/- Sox19b-mCherry (S-

mCh) or mCherry (mCh), co-injected with a miR-430 MO, were dechorionated 

(methods 2.2.5.2) and z-stack images were acquired in TauContrast mode at main 

ZGA (methods 2.7.2.2, setting A). Measurements from nuclei with a mean intensity < 

200 were excluded. A) i Average nuclear AAT lineplots and ii MW AAT violin plots for 

each condition. B) Representative AAT images of nuclei at main ZGA, for each 

condition, scale bar = 10 μm, AAT range = 0-4 ns. (cont. over page) 
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 C) Non-normalised AAT lineplots for each condition. B.r. = 1, N=2-3 embryos, n=16-

23 nuclei. Statistics were analysed using linear mixed effect models, and pairwise 

comparison of means (methods 2.8). 

 

 

 

 

 

 

 

 

5.3 Nanog - Sox19b interactions in HeLa cells are affected by 

DNA binding 

HeLa cells were chosen as a more high-throughput system with high SNR to test 

whether SN interact on DNA. The average MW mfD of tandem mCherry-mCitrine 

was substantially higher when measured in HeLa cells (51.1%, Figure 5.3Bii), versus 

embryos (27.9%, Paper Figure 5). AAT-FRET measurements also verified that 

Nanog-mCitrine and Sox19b-mCherry interact in HeLa cells (Figure 5.3A-C). The 

Nanog-mCitrine MW AAT decreased by 0.33 ns when co-expressed with Sox19b-

mCherry, from on average 2.59 ns to 2.26 ns (p<0.0001) (Figure 5.3Bi, Appendix 

Table 7.2,Appendix Table 7.3). The MW mfD increased from 9.78% to 36.68% 

(Figure 5.3Bii, Appendix Table 7.2). Nanog-mCitrine and mCherry-Pou5f3 also did 

not show clear interaction in HeLa cells (Appendix Figure 7.9). Due to time 

constraints, no further experiments were carried out to test this pair.  
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Figure 5.3 AAT-FRET measurements testing Nanog-Sox19b interaction in HeLa cells 

Single z-plane images of HeLa cells transiently expressing Nanog-mCitrine (N-mCit), 

Nanog-mCitrine + mCherry (mCh), Nanog-mCitrine + Sox19b-mCherry (S-mCh), or 

mCherry-mCitrine (mCh-mCit) (methods 2.3) were acquired in TauContrast mode 

(methods 2.7.3, setting G). A) Average nuclear AAT lineplots, from 1 b.r.. B) Violin 

plots for i MW AAT and ii MW minimum fraction of donor interaction (mfD) across 

conditions, from all b.rs. C) Representative AAT images for conditions, scale bar = 10 

μm, AAT range = 0-3 ns, Intensity range = 0-2056. (cont. over page) 
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B.r. = 4, N=10-12 images, n=340-557 nuclei. Statistics were analysed using linear 

mixed effect models, and pairwise comparison of means (methods 2.8). 

To test whether the interaction between SN depends on their ability to bind DNA, 

tagged constructs lacking the Nanog homeodomain and Sox19b high mobility group 

DBDs (NΔH, SΔH) were generated. Deletion of either DBD significantly reduced the 

interaction (Figure 5.4, Appendix Table 7.2,Appendix Table 7.3). Compared to WT 

Nanog-mCitrine plus Sox19b-mCherry, the MW AAT of Nanog-mCitrine decreased 

significantly to 2.43 ns with NΔH, and 2.45 ns with SΔH (both p<0.0001, Figure 

5.4A). The average MW mfD decreased to 23.47% for NΔH, 22.53% for SΔH (Figure 

5.4B). This indicates that, in HeLa cells, some interactions between SN involve the 

DNA binding activity of both. Variability may arise from unequal transfection 

efficiency, or lowered cell survival due to SN overexpression.  

Alternatively, there may be sub-populations of SN complexes that are differentially 

affected by DNA binding ability. SN distributions were therefore compared between 

conditions, both in single and co-expression (Figure 5.5). Images acquired in 

TauInteraction mode gave mfD values per pixel, to assess the sub-nuclear 

distribution of the degree of interaction (Figure 5.5Ciii-Fiii). Nanog-mCitrine had 

variable nuclear distribution in HeLa cells, from large patchy non-homogenous 

domains to distinct foci (Figure 5.5Ai,iv), perhaps due to different levels of 

overexpression between cells. Sox19b-mCherry was similarly non-homogenously 

distributed, but did not form foci by itself (Figure 5.5Bi). Co-expressed WT Nanog-

mCitrine and Sox19b-mCherry seemed to have overlapping patchy distribution 

patterns, which were more heterogeneous than those in individual expression, but 

no Nanog-mCitrine foci were observed (Figure 5.5Ei-ii). TauInteraction images 

suggest more interaction in areas with high SN levels of (Figure 5.5). This suggests 

that WT SN interactions are not homogenously distributed, but that WT Nanog does 

not recruit WT Sox19b into discrete foci within HeLa nuclei. It would be interesting 

to monitor whether SN co-expression changes their co-localisation with chromatin. 
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Figure 5.4 AAT-FRET measurements to test DBD mutant Nanog and Sox19b 

interactions in HeLa cells.  

Transiently expressed Nanog-mCitrine (N-mCit)+ mCherry (mCh), NanogΔHOM-

mCitrine (NΔH) + Sox19b-mCherry (S-mCh), Nanog-mCitrine + Sox19bΔHMG-

mCherry (SΔH), or NanogΔNterm-mCitrine (NΔN) + Sox19b-mCherry, or Nanog-

mCitrine + Sox19b-mCherry  in HeLa cells. Single z-plane images were acquired in 

TauContrast mode (methods 2.7.3, setting G). A) Violin plots for MW AAT across 

conditions.  B) Violin plots for MW mfD across conditions.  (cont. over page) 
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C) Representative AAT images for i. NanogΔHOM-mCitrine + Sox19b-mCherry, ii. 

Nanog-mCitrine + Sox19bΔHMG-mCherry, iii. NanogΔNterm-mCitrine + Sox19b-

mCherry. Scale bar = 10 μm, AAT range = 0-3 ns, Intensity range = 0-2056. B.r. = 4, 

N=10 images, n=331-357 nuclei. Statistics were analysed using linear mixed effect 

models, and pairwise comparison of means (methods 2.8). 

Deleting SN DBDs altered their distribution in HeLa cells: both NΔH and SΔH were 

more cytoplasmic than their WT equivalents (Figure 5.5B). The foci seen in some 

HeLa cells expressing WT Nanog-mCitrine were more frequent and larger for NΔH 

(Figure 5.5Ai-ii,iv-v). WT Sox19b-mCherry sometimes co-localised with NΔH foci, 

and interacted with mutant Nanog there (Figure 5.5D). This suggests that 

overexpressed NΔH may be sequestered into larger foci, and recruit WT Sox19b-

mCherry, interacting away from DNA.  

Conversely, SΔH no longer formed large patchy non-homogenous domains, but was 

found in large cytoplasmic foci, and small low-concentration nuclear foci (Figure 

5.5Bii). When WT Nanog-mCitrine was co-expressed with SΔH, they co-localised to 

small higher-concentration foci (Figure 5.5Ei-ii). The resolution of TauInteraction 

images was not high enough to see whether interactions were enriched here 

(Figure 5.5E.iii). This supports the interpretation that DBD deletion causes 

sequestration of overexpressed SN into foci. Further, WT Nanog may positively 

influence foci formation already driven by additional factors - such as sequestration 

in overexpression, or clustered DNA binding sites at endogenous regulatory 

elements. 

Deletion of the N-terminal domain (NΔN) led to loss of Nanog foci (Figure 5.5Aiii). 

Co-expressed NΔN and WT Sox19b-mCherry again seemed to overlap, but were 

distributed more homogenously than the in large patchy domains seen for WT 

Nanog-mCitrine plus Sox19b-mCherry (Figure 5.5F). In whole nuclei there was a 

modest effect on SN interactions measured by AAT-FRET: the average MW AAT was 

2.33 ns (p=0.017 vs. WT Nanog-mCitrine and Sox19b-mCherry), and average MW 

mfD 33.02% (Figure 5.4A,B, Appendix Table 7.2,Appendix Table 7.3).  
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Overall, over-expressed SN seem to interact in HeLa cells, relying to some extent on 

their DBDs and Nanog’s N-terminus. Although in a different system, and in 

overexpression (see section 5.6.2), this is largely consistent with SN foci co-localising 

to miR-430 transcription bodies in zebrafish nuclei at ZGA, in a Nanog dependent 

manner, with Nanog requiring its DBD and either N- or C-terminal domain to form 

foci (Kuznetsova et al., 2023).  
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(Figure cont. over page) 
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(Figure cont. over page) 



   
 

163 
 

 

Figure 5.5 Distribution of Nanog and Sox19b vs. mutants in HeLa cells.  

Single z-plane images (methods 2.4.6), of Nanog-mCitrine, NanogΔHOM-mCitrine 

(NΔH), NanogΔNterm-mCitrine (NΔN), Sox19b-mCherry, or Sox19bΔHMG-mCherry 

(SΔH) transiently expressed in HeLa cells. (cont. over page) 
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A-B) Representative intensity images of single transfections for A) Nanog-mCitrine i. 

WT, ii. NanogΔHOM-mCitrine, and iii. NanogΔNterm-mCitrine, iv-vi are 

magnifications of nuclei in white dotted box, B) Sox19b-mCherry i. WT, ii. 

Sox19bΔHMG-mCherry, iii-iv are magnifications of nuclei in white dotted box. Scale 

bar = 10 μm. B.r. = 1, N=8 images. C-F) Representative images of i-ii intensity 

channels and iii. TauInteraction channel (methods 2.7.3, setting G) for co-

transfected SN D) WT+WT, E) NanogΔHOM-mCitrine + WT Sox19b-mCherry, F) WT 

Nanog-mCitrine + Sox19bΔHMG-mCherry, and G) NanogΔNterm-mCitrine + WT 

Sox19b-mCherry. Scale bar = 10 μm, mfD range = 20-60%. B.r. = 1, N=5 images. 
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5.4 PSN form dynamic nuclear foci during ZGA 

Interactions between SN could be enriched at miR-430 transcription bodies, and 

therefore be more apparent in AAT-FRET measurements. As PSN foci seen by others 

were with mNeonGreen tags (Kuznetsova et al., 2023), it was first tested whether 

the PTFs behaved similarly when tagged with (m)Citrine and mCherry – the mCitrine 

tag was not available for earlier experiments.  

Nanog-Citrine, Sox19b-Citrine, and Citrine-Pou5f3 were non-homogeneously 

distributed within nuclei, when they were initially overexpressed in WT embryos 

(Figure 5.6). Citrine-tagged PSN formed dynamic nuclear foci, and seemed to 

associate with mitotic chromosomes during early and main ZGA (Figure 5.6A-C). 

Similar distribution was observed for Nanog-mCitrine rescuing MZnanog -/- 

embryos and co-expressed Sox19b-mCherry (Figure 5.6D,E, Appendix Figure 7.12). 

Nanog-mCitrine had a more noisy and cytoplasmic distribution than Nanog-Citrine, 

perhaps due to the change in microscope and acquisition settings, or a lower quality 

of mRNA prep. The nuclear distribution of Pou5f3 seemed to be more affected by 

the fluorophore tag than Nanog or Sox19b: mCherry-Pou5f3 was distributed 

homogeneously within WT nuclei (Figure 5.6F). As smaller foci were reported for 

mNeonGreen-tagged Pou5f3 than Nanog or Sox19b (Kuznetsova et al., 2023), the 

dimmer and less overexpressed mCherry-tagged Pou5f3 could be just below the 

threshold for foci formation or detection.  
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Figure 5.6 Nuclear distribution of fluorescently tagged PSN. 

 A-C, F) Single z-plane images of WT embryos overexpressing A) Nanog-Citrine, B) 

Sox19b-Citrine, C) Citrine-Pou5f3, F) mCherry-Pou5f3, were acquired in i Interphase 

and ii Mitosis durin early and main ZGA, (methods 2.4.2). n= 2-3 embryos, b.r. = 2. 

Scale bar = 5 μm. D+E) Single z-plane images of MZnanog -/- embryos expressing D) 

Nanog-mCitrine (N-mCit) or E) Nanog-mCitrine + Sox19b-mCherry, co-injected with 

the blue miR-430 MO (acquired during AAT-FRET measurements (methods 2.7.1, 

setting A for Nanog-mCitrine/ pre-A for Sox19b-mCherry). Scale bar = 5 μm. See App. 

Fig. 12 for miR-430 channel and magnification.  
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Nanog-Citrine co-localised with mitotic chromosomes labelled with co-injected SiR-

DNA dye (Figure 5.7A). This suggests that it may exhibit mitotic bookmarking (Teves 

et al., 2016). To study the co-localisation of Nanog-Citrine foci with DNA, embryos 

were dissociated, allowing the use of a higher magnification objective with shorter 

working distance. Some, but not complete, overlap of DNA and Nanog-Citrine foci 

was observed (in nuclei, Figure 5.7B). This could be explained by different 

populations of Nanog activity, including chromatin-binding, concentration in DNA-

excluded transcription bodies (Hadzhiev et al., 2019, Hilbert et al., 2021, Sato et al., 

2019), or sequestering of excess Nanog (Klosin et al., 2020). More detailed study of 

these foci was prevented by the low-throughput and limited success of dissociating 

embryos, as well as variable DNA labelling by SiR-DNA dye (discussed in 4.2). 

 

 

Figure 5.7 Co-localisation of Nanog-Citrine with DNA in live embryos at interphase 

and mitosis.  

WT embryos overexpressing Nanog-Citrine, DNA labelled with co-injected SiR-DNA 

dye (methods 2.4.3). A) Representative image of DNA (SiR-DNA) and Nanog-Citrine 

in a mitotic cell from an embryo mounted in the chorion. (cont. over page) 
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B) Representative image of SiR-DNA and Nanog-Citrine in a cell at interphase, from 

a dissociated embryo (methods 2.2.5.4). Scale bar = 10 μm, B.r. = 1. 

Finally, reduced clustering and loss of mitotic association were observed in fixed WT 

embryos overexpressing a rescuing amount of Nanog-mCitrine (Figure 5.8). The loss 

of mitotic association in fixed samples is consistent with observations that TF 

interactions with mitotic chromosomes are very transient and are lost upon fixation 

with formaldehyde (Teves et al., 2016). Nanog foci may similarly be formed by weak 

and transient interactions, which is supported by observations of their dynamic 

nature during live imaging. 

 Figure 5.8 Co-localisation of Nanog-mCitrine and DNA in fixed WT embryos.  

(cont. over page) 
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WT embryos overexpressing Nanog-mCitrine were fixed at approx. 3 hpf (methods 

2.2.6). A) Representative StDev projections of the z-stack wholemount image of DNA 

(DAPI) and Nanog-mCitrine (methods 2.4.5). Arrow indicates mitotic cell, single z-

plane magnified in inset. Scale bar = 50 μm. B) Representative deconvolved single z-

plane image of DNA (DAPI) and Nanog-mCitrine (methods 2.4.5, 2.5.2). C) Raw 

images (standard confocal mode, before deconvolution) of images in B). Scale bar = 

5 μm, B.r. =1. 

5.5 Testing AAT-FRET to detect interactions at miR-430 

transcription body 

Next, I tested whether the Nanog-mCitrine foci also co-localise with the miR-430 

transcription body. Nascent miR-430 transcripts were visualised by a fluorescently 

tagged MO (Hadzhiev et al., 2019, Sato et al., 2019). Nanog-mCitrine foci did not 

often co-localise with miR-430 foci (Figure 5.9). In some cases there was no miR-430 

signal (Figure 5.9A), while in others Nanog-mCitrine foci seemed to be excluded 

from large miR-430 foci (Figure 5.9B,C), or simply independent (Figure 5.9D). It is 

likely that Nanog-mCitrine foci localise to miR-430 transcription bodies more in 

early interphase, or early ZGA (Hadzhiev et al., 2023, Kuznetsova et al., 2023). As 

the transcription body grows, the nascent miR-430 RNA may be displaced further 

from the gene locus, where PSN bind (Hilbert et al., 2021). Co-injected embryos 

were therefore followed in time-lapse imaging; Nanog-mCitrine did seem to co-

localise with miR-430 more in the early cell cycle (Figure 5.9Ei vs. ii,  iii vs. iv,  

Appendix Figure 7.13). Interactions between Nanog and Sox19b at miR-430 

transcription bodies may therefore be more apparent during early interphase. 
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Figure 5.9 Visualising overlap of Nanog-mCitrine foci and miR-430 transcription 

bodies.  

WT embryos co-injected with Nanog-mCitrine mRNA and Lissamine-tagged miR-430 

MO. A-D) Single z-plane images, taken at ZGA (methods 2.4.4), scale bar  = 5 μm. 

B.r. =1. E) A z-stack image was acquired every 90 s during early ZGA (methods 2.4.4,  

Appendix Figure 7.13). (cont. over page) 



   
 

171 
 

i-iv. Representative single z-plane images of nuclei at indicated time-points, from 

the z-stacks in  Appendix Figure 7.13 (white insets), lineplots of Nanog-mCitrine and 

miR-430 intensities across nuclei (white arrow) (methods 2.5.2.1). Scale bar = 5 μm. 

B.r. =1. 

Next, I tested whether co-injection of the miR-430 MO affects the Nanog-mCitrine 

AAT. A GeneTools blue-tagged miR-430 MO (blue miR-430 MO) was used to enable 

three-colour imaging with Sox19b-mCherry. miR-430 transcription bodies could be 

seen (Figure 5.10A). Images were acquired at higher magnification, and miR-430 

transcription bodies were selected as ROIs (Figure 5.10Bi). This resulted in precise 

AAT values of ~ 2.1 ns for the blue miR-430 MO (Figure 5.10Bii-iii). However, the 

nuclear Nanog-mCitrine intensity was lowered in the presence of the blue miR-430 

MO (Figure 5.10C), and the MW AAT decreased from on average 2.46 ns to 2.20 ns 

(Figure 5.10D). Brighter nuclei seemed to be less affected; removing dim nuclei 

resulted in less variable Nanog-mCitrine AATs, and the average MW AAT increased 

slightly from 2.40 ns to 2.49 ns in addition of the blue miR-430 MO (Figure 5.10E). 

The lowered Nanog-mCitrine intensity may increase AAT noise (discussed in Paper 

Figure 3). Alternatively, there may be bleed-through of the blue MO AAT into the 

Nanog-mCitrine AAT detection channel, contributing more prevalently in nuclei with 

low Nanog-mCitrine intensity to lower the overall detected AAT (Figure 5.10D). The 

blue MO may even itself FRET with mCitrine (and mCherry) (Appendix Figure 7.14). 

As the AAT of Nanog-mCitrine, even in the presence of miR-430, is reduced more 

when co-expressed with Sox19b-mCherry than mCherry alone (Figure 5.2), it may 

suffice to exclude low intensity nuclei as in Figure 5.10E to help mitigate this effect. 
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Figure 5.10 Testing AAT measurements at miR-430 transcription body.  

A+B) WT embryos were microinjected with blue miR-430 MO to acquire z-stack 

images (methods 2.7.2.3). A) Representative z-stack projection (StDev) of miR-430 

intensity, scale bar = 10 μm. B) i. Example single z-plane AAT image of miR-430 foci 

(ROI1: green, ROI3: blue) in a nucleus (setting B), scale bar = 2 μm, AAT range = 1-3 

ns (cont. over page) 
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 ii. AAT histograms, and iii. ROI information (no. pixels, Mean ROI intensity, MW AAT 

in ROI, StDev of MW AAT). C-E) WT embryos were microinjected with mRNA 

encoding Nanog-mCitrine, +/- blue miR-430 MO to acquire single z-plane AAT 

images (methods 2.7.2.4, setting A) C) Non-normalised average nuclear AAT 

lineplots. D) Measurements from all nuclei. i Average nuclear AAT lineplots and ii 

violin plots of MW AAT. E) Measurements from nuclei with a mean intensity > 200. i 

Average nuclear AAT lineplots and ii violin plots of MW AAT. B.r. = 1, N=2-3 

embryos, n=8-56 nuclei. Statistics were analysed using linear mixed effect models, 

and pairwise comparison of means (methods 2.8). 

Again, further SNR optimisation was attempted, at high enough magnification to get 

sufficient resolution for segmentation of miR-430 transcription bodies. First, yolk 

removal (deyolking) in addition to dechorionation increased the Nanog-mCitrine 

intensity compared to dechorionation alone (Figure 5.11A). This improved the 

precision of Nanog-mCitrine AAT measurements in nuclei by almost 2-fold, from an 

average standard deviation of nucleus MW AAT values of 0.39 to 0.19 (Figure 

5.11Aiii). While 5X digital magnification could be used to measure the blue miR-430 

MO AAT, the increased laser dose per unit area led to photobleaching of Nanog-

mCitrine. Instead, 2X magnification, and a rectangular image with 512x100px 

enabled fast, photobleaching-free acquisition (methods 2.7.2.4 setting E1, Appendix 

Figure 7.15A).  

Increasing the digital magnification highlighted a pattern of high central and low 

edge AAT (Figure 5.11B, Appendix Figure 7.15A). The size of the central high AAT 

area grew with distance from the objective (Appendix Figure 7.15B). While nuclei at 

the centre of the image could be excluded at the lower magnifications used 

previously (Figure 5.1,Figure 5.2), this was not possible at higher magnifications. 

This made Nanog-mCitrine AAT, and any differences due to FRET, impossible to 

distinguish from noise. This pattern seemed to increase over time, regardless of 

embryo preparation method, (e.g. (figure cont. over page) 
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Bii-iii, taken before Aii-iii) and interfered variably between samples, particularly in 

embryos with low Nanog-mCitrine intensity (Figure 5.2B.i vs. iii). The same problem 

was encountered using a higher magnification 63x oil-immersion objective 

(Appendix Figure 7.16).  
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Figure 5.11 Optimisation of embryo prep and image acquisition for AAT-FRET.  

(cont. over page) 

A) WT embryos co-injected with Nanog-mCitrine + mCherry mRNA, and the blue 

miR430 MO single z-plane images were acquired (methods 2.7.2.4, setting C). 
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Examples of i. a dechorionated and ii. a deyolked embryo, representative images of 

Nanog-mCitrine (green) and miR-430 MO (magenta) intensities, AAT histograms of 

Nanog-mCitrine (nuclear ROIs), iii. Boxplot of Nanog-mCitrine MW AAT StDev. N=1-2 

embryos, n=8-25 nuclei. Statistics were analysed using linear mixed effect models, 

and pairwise comparison of means (methods 2.8). B-C) WT embryos co-injected with 

the blue miR-430 MO, and Nanog-mCitrine or Nanog-mCitrine + Sox19b-mCherry 

mRNA, z-stack images were acquired (methods 2.7.2.4). B) i-iii Representative single 

z-plane images of embryos co-expressing Nanog-mCitrine + Sox19b-mCherry, taken 

at i. 1.44X, ii. 2X, iii. 3X digital magnification (setting D). C) Representative single z-

plane images of embryos co-expressing Nanog-mCitrine + Sox19b-mCherry, taken 

with i. 515 nm or iii. 509 nm excitation laser setting F), Nanog-mCitrine AAT 

histograms, iii. MW AAT and StDev. Scale bar = 10 μm, AAT range = 0-4 ns. B.r. = 1.  

Lower signal due to mRNA degradation was ruled out, as images were unaltered 

when injecting fresh mRNA. It was therefore considered whether the AAT pattern 

was caused by reflections from the high power (40%) laser onto the detector; no 

such pattern was discernible in HeLa AAT measurements, which were acquired at 

1% laser power. Indeed, shifting the excitation laser and detector wavelengths 

further apart (and increasing line accumulation to make up for less efficient 

mCitrine excitation) resulted in AAT measurements closer to expected values (~2.78 

ns, Figure 5.11CFigure 5.12, Appendix Figure 7.17A,B).  

However, upon deyolking the FRET between Nanog-mCitrine and Sox19b-mCherry 

was lost:  the MW AAT of Nanog-mCitrine remained the same across conditions, 

from on average 2.86 ns alone, to 2.85 ns when co-expressed with mCherry, or 2.83 

ns with Sox19b-mCherry (Figure 5.12Ai,Bii). To determine whether this was due to 

sample preparation, different combinations of preparation methods and mounting 

media were tested for embryos across conditions (Figure 5.12Ai,B, Appendix Figure 

7.17A,C). The embryo preparation method – deyolking vs. dechorionation – did in 

fact effect the most significant differences within conditions (Figure 5.12Ai). The 

mounting medium seemed not be relevant, as a similar trend was seen for embryos 
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mounted in E3 medium (Appendix Figure 7.17A,C, Appendix Table 7.4,Appendix 

Table 7.5). Deyolked embryos had comparatively larger nuclei, again regardless of 

mounting medium (Figure 5.12B, Appendix Figure 7.17C), indicating slowed cell 

division, and abnormal development (Schauer et al., 2020).  

Disruptive deyolking may therefore interfere with possible biological interactions. 

This was confirmed by experiments with control fluorophores (Chapter 4): these 

behaved as expected, irrespective of embryo preparation and mounting medium 

(Figure 5.12Aii, Appendix Figure 7.17Bi, Appendix Table 7.4,Appendix Table 7.5). In 

deyolked embryos mounted in Optiprep, the average mCitrine MW AAT was 0.13-

0.14 ns lower for embryos expressing tandem mCherry-mCitrine (2.65 ns) versus 

mCitrine alone (2.78 ns) or co-injected mCitrine + mCherry (2.79, both p<0.0001) 

(Figure 5.12Aii, Appendix Table 7.4,Appendix Table 7.5). Thus, improved embryo 

manipulation would be required to take advantage of the increased SNR in 

deyolked embryos, in order to continue optimising higher-magnification AAT-FRET 

measurements at the miR-430 transcription body. 
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Figure 5.12 Effect of deyolking on control versus biological interactions.  

WT embryos were injected with mRNA encoding control (mCitrine, tandem mCherry-

mCitrine, or separate mCherry + mCitrine) or SN conditions (Nanog-mCitrine or 

Nanog-mCitrine + Sox19b-mCherry). Single z-plane image were acquired for 

deyolked (DY) or dechorionated (DC) embryos mounted in optiprep (methods 

2.7.2.4, setting F, 509 nm laser). A) Violin plots of MW AAT for i. control conditions, 

ii. SN conditions. B) Representative AAT images of SN condition embryos i. DC or ii. 

DY. Scale bar = 10 μm, AAT range = 0-4 ns. B.r.= 1, N=2-3 embryos, n=27-85 nuclei. 

Statistics were analysed using linear mixed effect models, and pairwise comparison 

of means (methods 2.8). 
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5.6 Discussion 

5.6.1 AAT-FRET measurements require higher SNR to confidently 

show Nanog-mCitrine and Sox19b-mCherry interact during ZGA  

AAT-FRET did give some indication that SN interact during zebrafish ZGA. The MW 

AAT of Nanog-mCitrine decreased, at main ZGA, in the presence of Sox19b-mCherry 

in embryos that were in the chorion (Figure 5.1). However, detection was 

challenging in this system, as low SNR caused high variability in AAT values (Figure 

5.1). This limited the conclusions that could be drawn for early ZGA, and reduced 

significance of the AAT shift at main ZGA. Perhaps a combination of brighter new-

generation fluorophores would have provided higher SNR - mNeonGreen for 

example is brighter and more photostable than mCitrine (Shaner et al., 2013), and 

forms a better FRET pair with mScarlet I than mCherry (Bindels et al., 2017, 

McCullock et al., 2020). FRET may also be detected more clearly by AAT in 

dechorionated embryos (Figure 5.2), yet only one b.r. could be completed, in which 

embryos were co-injected with the blue miR-430 MO (Figure 5.10 – further 

discussed in section 5.6.3). 

Indeed, the AAT decreased 2-fold more in these dechorionated embryos co-

expressing Nanog-mCitrine plus Sox19b-mCherry, than for dechorionated embryos 

expressing tandem mCherry-mCitrine (Figure 5.2, Paper Figure 4). As any potential 

interactions should cause less frequent and lower efficiency FRET than tandem-

fused fluorophores, it could be that the fused fluorophores were not optimally 

oriented, and thus would require a more flexible linker to increase FRET efficiency. 

Given more time, the SN experiments should be repeated with the 509 nm 

excitation laser, to show that the lowered Nanog-mCitrine AAT, when co-expressed 

with Sox19b-mChery, is not simply due to noise caused by laser reflection (Figure 

5.11). Similarly, AccPb and SE-FRET assays (Paper Figures 1, 4, Suppl. Figure 1) 

should be done to verify that the AAT shift seen for Nanog-mCitrine is indeed due to 

FRET with Sox19b-mCherry. 
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AAT-FRET did not detect Nanog-mCitrine and mCherry-Pou5f3 interaction in 

zebrafish embryos or HeLa cells (Appendix Figure 7.9,Appendix Figure 7.11). Yet 

others have shown by FLIM-FRET that Nanog and Pou5f3 interact in zebrafish 

embryos, albeit during late ZGA (Perez-Camps et al., 2016). Perhaps these PTFs do 

not interact during main ZGA. However, to confirm that AAT does not simply lack 

the resolution to see the small τ-shift of a low proportion of donor molecules, 

experiments could be done in double mutant MZnanog;spg793 embryos to raise 

the frequency of Nanog-Pou5f3 interactions. An orthogonal technique such as co-

immunoprecipitation would be needed to validate PSN interactions.  

5.6.2 Nanog and Sox19b interactions in HeLa cells may be affected by 

DNA binding ability 

Experiments in HeLa cells verified that SN could in principle interact (Figure 5.3), 

and that this may depend to a degree on their DBD (Figure 5.4). The NΔN mutant 

had less effect on interactions with Sox19b-mCherry than the NΔH mutant, and 

neither entirely abolished FRET, raising the question of whether SN form freely 

diffusing dimers which subsequently bind to DNA, or whether there is hierarchical 

DNA binding – for example Nanog may recruit Sox19b to form DNA-bound 

complexes.  

Although less frequent, interactions between WT/DBD mutant SN are indeed 

enriched in foci. These foci are most prevalent when either DBD is lost, are largest 

for NΔH, but SΔH foci seem to grow in the presence of WT Nanog-mCitrine. This 

suggests that SN interaction in HeLa cells is not necessarily scaffolded by DNA; 

interactions of probably freely diffusing SN are maintained without DBDs. 

Transfection of lower DNA concentrations might show to what extent the foci are 

an overexpression artefact. Interactions between SΔH and NΔH should also be 

tested.  

This system could be used to carry out FCCS, with a suitable fluorophore pair, to 

measure the proportion of freely-diffusing versus DNA-bound interacting molecules 

with different WT/DBD mutant combinations. Importantly, experiments with point 
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mutations to disrupt each PTF’s DNA binding would confirm that loss of interaction 

and change in nuclear distribution is not due to larger-scale disruption caused by 

the loss of the entire DBD. Constructs were made with point mutations predicted by 

homology modelling to abolish DNA binding, without destabilising the proteins. 

There was not enough time to confirm mutants by EMSA, before carrying out AAT-

FRET experiments.  

The loss of Nanog’s N-terminus less significantly reduces the proportion of SN 

interaction (Figure 5.4), but the remaining interactions are not visibly regionalised 

into foci (Figure 5.5). Perhaps the IDR or W enrichment increase the propensity of 

foci which are seeded by either a specific DNA interaction (e.g. zebrafish miR-430 

transcription bodies) or non-specific sequestration. Interactions with Sox19b could 

be enriched here due to the high availability of interaction partners. To further 

dissect the role of Nanog IDR/ W enrichment and DBD in foci formation and Sox19b 

interactions, the N- and C- termini should be mutated by substituting W residues 

(Mullin et al., 2017), or removing just the IDR. These should be tested in 

combination with DNA binding point mutations. AAT-FRET and FCS could confirm 

whether zebrafish Nanog forms dimers and/or oligomers.  

However, HeLa cells are an immortalised cancer cell line with extensive 

chromosomes disruptions including rearrangements and chromothripsis (Landry et 

al., 2013), as well as different TF-chromatin binding profiles (Jing et al., 2018). This 

altered biology could result in under- or misrepresentation of Nanog and Sox19b 

chromatin binding and interactions. Thus a more biologically relevant in vitro 

system could have been ESCs, were mammalian homologs of zebrafish Nanog and 

Sox19b bind and regulate gene expression (Avilion et al., 2003, Chambers et al., 

2003). Most importantly, once relevant mutations are confirmed in HeLa assays, 

they should be tested in zebrafish embryos to confirm that these changes in SN 

interactions and distribution are relevant to zebrafish ZGA (Kuznetsova et al., 2023). 
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5.6.3 Testing Nanog and Sox19b interactions at miR-430 transcription 

bodies by AAT-FRET is limited by SNR and choice of MO labels 

 Nanog-(m)Citrine and Sox19-mCherry form foci (Figure 5.6, Appendix Figure 7.12), 

however Nanog-mCitrine foci rarely overlap the MO-labelled miR-430 transcription 

bodies (Figure 5.9). As suggested, this could be as the nascent RNA is displaced from 

the miR-430 locus with time. To test this, more images should be acquired at high 

resolution to measure whether the miR-430 MO foci tend to be adjacent to Nanog 

foci, rather than randomly distributed – this could be assessed using Ripley’s K 

function. Perhaps PSN interact more during early interphase – especially at the miR-

430 transcription body. This would best be investigated by a time-lapse of AAT-FRET 

measurements across cell cycles, as it would be difficult to accurately stage and 

select only early interphase during microscopy. Without a consistent DNA dye, 

staging would need to be done by nuclear morphology, and there would be a very 

short time-window due to the fast cell cycles.  

Acquisition settings were optimised to image miR-430 transcription bodies at higher 

magnification: 512x100px images, taken at 2X magnification allowed segmentation 

of miR-430 foci (methods 2.7.2.4 setting E1, Appendix Figure 7.15). However, 

increasing magnification focused on a background AAT pattern, so that noise 

impeded further imaging. This was later resolved by increasing the separation 

between laser line and detector wavelengths (Figure 5.11). Additionally, although 

deyolking embryos improved the SNR, in my hands this also disrupted cell division 

and possible SN interactions (Figure 5.12). These challenges delayed experiments, 

and could not be entirely resolved. 

 If pursued further, many improvements would be required including; ensuring that 

miR-430 transcription bodies with co-localised SN are captured at higher frequency 

(e.g. in early interphase); acquiring images with sufficient SNR either by more skilled 

deyolking, dissociating embryos, or SPIM microscopy; testing a higher magnification 

silicon-immersion objective to improve resolution for miR-430 ROIs while 

maintaining a large working distance. 
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Finally, the miR-430 MO could be labelled with a more spectrally distinct 

fluorophore, as the blue MO emission spectrum overlaps significantly with the 

excitation spectrum of both mCitrine and mCherry (Appendix Figure 7.14). FRET 

between the MO and mCitrine could explain the lowered Nanog-mCitrine intensity 

and AAT (Figure 5.10). As mentioned in section 5.6.1, the blue miR-430 MO may 

even FRET more with mCherry than mCitrine. However, this was compared in whole 

nuclei ROIs where Nanog-mCitrine foci rarely overlap with miR-430 transcription 

bodies. Any FRET would therefore be mostly with ‘background’ MOs that are not 

labelling nascent miR-430 transcripts. Further, as the AAT of Nanog-mCitrine 

decreased more in the presence of Sox19b-mCherry than mCherry alone (Figure 

5.2), the blue MO may not interfere with specific FRET between Nanog-mCitrine 

and Sox19b-mCherry. Assays suggested in section 5.6.1 could verify this. Tagging 

the miR-430 MO with a more spectrally distinct fluorophore, for example in the far-

red spectrum, would be challenging as GeneTools offer a limited selection of 

fluorophores to label their MOs. 

To conclude, these experiments show that SN may interact during zebrafish ZGA, 

and their interaction in HeLa cells partially depends on either DBD, as well as 

Nanog’s N-terminus. Further investigation into the mode of interaction and its 

dependence on PSN-DNA binding and Nanog’s IDR/W enrichment during zebrafish 

ZGA, or their interaction in miR-430 transcription bodies, would require 

substantially more work which was outside the scope of this thesis.  
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6 Concluding remarks 
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The first aim of my thesis was to study the chromatin binding of PTFs Pou5f3, 

Sox19b, and Nanog, while they regulate the onset of transcription during ZGA in 

zebrafish (Lee et al., 2013, Leichsenring et al., 2013). TF-chromatin binding dynamics 

may be linked to their activity; DNA residence time is linked to transcriptional 

output (Callegari et al., 2019, Trojanowski et al., 2022). The dynamics of PTF-

chromatin binding could also reflect their chromatin-opening activity: in mouse 

embryogenesis PTFs SOX2 and OCT4 (mammalian homologs of zebrafish Sox19b 

and Pou5f3) display more stable chromatin binding, while chromatin accessibility 

increases (Gao et al., 2018, Ladstatter and Tachibana, 2019, Li et al., 2018, Wu et al., 

2016). Measuring the chromatin binding dynamics of PSN throughout ZGA could 

give insight into the mechanisms by which PTFs make chromatin permissible for 

transcription.  

TF diffusion and interactions have not been studied extensively in zebrafish – let 

alone during early/main ZGA (Table 3.1,Table 3.2) (Perez-Camps et al., 2016). I 

therefore began by testing whether PSN chromatin binding dynamics could be 

measured in live zebrafish embryos during ZGA using FCS. This method was chosen 

as it does not require sparse labelling, or extremely high SNR, as compared to SMT 

(section 1.3.2).  

However FCS measurements in zebrafish embryos were challenging, in part due to 

the choice of fluorophores, but mainly because the fast development and low SNR 

of the early embryos severely restricted measurement quality and throughput. To 

an extent, I was able to improve measurements and analysis by choosing 

fluorophore-specific fitting models (section 3.4) and using rescued MZ mutant -/- 

embryos rather than WT overexpression (section 3.2,3.5). The average ACFs showed 

that Nanog-Citrine displayed slightly slower diffusion than mCherry-Pou5f3 during 

ZGA, and that both Nanog and Pou5f3 diffusion became a little slower in main 

versus early ZGA (Figure 3.8). Yet this was not reflected significantly in the τDslow 

and ρslow values derived from fitting, perhaps because the few optimised FCS 

measurements I managed to complete were very variable. As discussed in section 
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3.7.3, measurement acquisition would need to be further improved in order to 

distinguish biological variability from noise. By comparison, it is arguably simpler to 

identify the difference of SOX2 chromatin binding between nuclei in slower 

developing mouse embryos with only 2 to 32 cells. In zebrafish, mpFCS diffusion 

maps (Krmpot et al., 2019) would help to investigate spatial patterns in PSN 

behaviour across embryo regions.  

However, my experiments suggested that FCS was not the most suitable method to 

investigate PSN chromatin binding in zebrafish ZGA. I could not conclude whether 

Nanog and Pou5f3 simply do not display any characteristic chromatin binding or 

binding-site search dynamics during ZGA, whether noisy measurements in the 

zebrafish embryos hindered accurate detection of PSN chromatin-bound diffusion, 

or whether FCS could not quantify the range of their chromatin binding dynamics. 

To disentangle this, the diffusion of a non-pioneer TF versus a PTF could be 

compared by FCS in zebrafish embryos, and in cells in vitro. Ideally, further 

experiments to investigate how PSN interact dynamically with chromatin during 

zebrafish ZGA should be carried out using SMT, with photoactivatable fluorescent 

tags, and more specialised microscopy techniques such as SPIM to improve optical 

sectioning and SNR. 

My second aim was to determine whether PSN interact during ZGA. At some ZGA 

genes, these PTFs jointly affect chromatin accessibility (Miao et al., 2022). The 

earliest transcribed ZGA gene, miR-430, requires PSN (Hadzhiev et al., 2023, Lee et 

al., 2013), and it has recently been suggested that Nanog drives the formation of 

miR-430 transcription bodies, to which Sox19b co-localises (Kuznetsova et al., 

2023). I therefore wanted to investigate whether PSN interact directly, and whether 

this involved chromatin binding. This could improve our understanding of how 

(P)TFs work together to make chromatin accessible for transcription. While 

(m)Citrine and mCherry transpired not to be a suitable fluorophore pair to 

investigate PSN co-diffusion by FCCS (section 3.6), I was able to probe interactions 

between mCitrine- and mCherry-tagged PSN by FRET.  
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I used a non-fitting version of FLIM, termed AAT, to detect FRET (Roberti 2020). I 

optimised image acquisition to obtain τ-based AAT values per pixel in zebrafish 

embryos (Paper Figure 3, section 1.3.6.1). A small 0.16 ns AAT shift was seen upon 

FRET between control fluorophores in embryos (Paper Figuress. 4,5). This 

encouraged me to use AAT-FRET to explore interactions between Nanog-mCitrine 

and Sox19b-mCherry during ZGA. While I did see SN interactions during main ZGA 

(Figure 5.1Figure 5.2), I could not detect interactions between Nanog-mCitrine and 

mCherry-Pou5f3.  

Previous work suggests that Nanog and Pou5f3 may interact to an extent: studies 

have shown a balance of cooperation and competition between gene regulation by 

Pou5f3 and Nanog, which co-regulate ventral specification via BMP and Vox (Perez-

Camps et al., 2016, Veil et al., 2018), but have opposing roles in Her3 expression: 

Nanog represses and Pou5f3 activates. However this antagonism was shown to take 

place via separate regulatory elements (Onichtchouk et al., 2010, Veil et al., 2018). 

This suggests that Nanog and Pou5f3 might only interact directly at a subset of their 

target sites. To ensure that interactions between fluorescently tagged PSN are not 

diluted by interactions with their endogenous counterparts, experiments should be 

carried out in double mutant MZ -/- embryos. This improved experimental setup 

may in particular show more clearly whether Nanog and Pou5f3 interact. It would 

further be interesting to test interactions between Sox19b and Pou5f3, although 

recent work suggests that they mostly act independently to increase chromatin 

accessibility (Gao et al., 2022). In addition to AccPb assays, monitoring whether 

increasing the acceptor concentration affects the donor AAT shift, would confirm 

interactions.  

Further experiments, especially to detect interactions at the miR-430 locus, were 

stalled by technical issues (sections 5.2,5.5). In future experiments, FRET detection 

could be improved by choosing a brighter fluorophore pair with a larger shift in 

donor τ upon FRET, for example mNeonGreen and mScarlet I (McCullock et al., 

2020). Using SPIM could improve the SNR without the need for deyolking embryos. 
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To investigate SN interactions specifically at the miR-430 locus, far-red MO labels 

should be explored, and a high-magnification objective with low NA, such as silicon 

immersion objectives, should be used. 

I was able to show that SN can, in principle, interact in HeLa cells (Figure 5.3), and 

that their interaction may to some extent rely on their DBDs, and Nanog’s N-

terminus (Figure 5.4,Figure 5.5). Improvements to FRET detection sensitivity are 

required to carry out parallel experiments in zebrafish embryos 

The processing of 4D data in Lattice Light Sheet Microscopy (LLSM) intensity-FRET 

(O'Shaughnessy et al., 2019) coupled to FLIM, such as SPIM-FLIM (Funane et al., 

2018), would, as discussed improve the SNR, but also allow the creation of FLIM-

FRET maps to examine PSN interactions across zebrafish embryos. Combining this 

with TCSPC would be optimal, to improve the τ resolution. Building an array of SPAD 

detectors significantly speeds up TCSPC-FLIM acquisition, as shown in multiphoton 

FLIM of a GTPase biosensor in zebrafish larvae (Poland et al., 2014). Alternative 

non-fitting τ calculations should also be explored, as these perform better than 

fitting in lower SNR (section 1.3.6.1). For example, τ can be calculated from photons 

collected in two overlapping time gates, using machine learning algorithms (Li et al., 

2012, Zang, 2022). Preliminary experiments showed that this was possible on the 

Stellaris, but could not be continued due to time constraints.  

Perhaps imaging methods orthogonal to FRET would be better suited to the low 

SNR of zebrafish embryos: emerging imaging methods to probe protein-protein 

interactions, such as proximity-assisted photoactivation (PAPA) combined with SMT 

(Graham et al., 2022) may be less hampered by noise, and could be tested to 

explore the interplay of PSN interaction and chromatin binding dynamics. 

Finally, a wider range of fluorophore tags should be tested for PSN, not only to find 

more suitable fluorophores for FCS, FCCS, or FRET. I showed that Nanog and Pou5f3 

are sensitive to the position and composition of the tag (Figure 3.1). This may be 

linked to intrinsic fluorophore properties; mCherry may aggregate, and slower 

diffusion was measured in initial FCS experiments (Figure 3.5); Citrine may increase 
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the propensity of PSN to form foci (Figure 5.6). Interestingly, mCherry-Pou5f3 

rescued MZspg793 -/- embryos significantly better than Citrine-Pou5f3, while only 

Citrine-Pou5f3 displayed clusters. The interplay of fluorophores effects on PSN 

dynamics, aggregation, and foci formation should therefore be examined. RT-qPCR 

and Western blot could indicate changes to mRNA and/or protein stability, and DNA 

binding could be tested by EMSAs. Different forms of monomeric tags, with PSN 

expressed at different levels, as well as endogenously, could show to what extent 

the observed foci reflect the endogenous PSN behaviour.  

Overall, I have shown that measurements of PSN chromatin-binding and 

interactions are very challenging in low-SNR systems such as live zebrafish embryos. 

Nevertheless, I have shown that AAT-FRET can be a useful semi-quantitative 

method to probe interactions, and used this in HeLa cells to show that Nanog and 

Sox19b can in principle interact. Equipment and sample preparation, and choice of 

fluorophores, are all important parameters for successful quantitative fluorescence 

microscopy. Improvements in these areas would capacitate future studies of PSN 

interactions and chromatin binding during zebrafish ZGA, including correlations 

between these activities and subsequent differentiation. 
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7 Appendix 
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Appendix Table 7.1 P-values for Figure 3.1 

Comparison p.val sign 

Cit-Pou5f3 vs mCh-Pou5f3 0.0104 * 

Cit-Pou5f3 vs Pou5f3 0.0091 ** 

Cit-Pou5f3 vs Pou5f3-Cit 0.0836 * 

mCh-Pou5f3 vs Pou5f3 0.9879 ns 

mCh-Pou5f3 vs Pou5f3-Cit 0.034 * 

Pou5f3 vs Pou5f3-Cit 0.0303 *      

Cit-Nanog vs mCh-Nanog 0.9381 ns 

Cit-Nanog vs Nanog 0.096 ns 

Cit-Nanog vs Nanog-Cit 0.9685 ns 

Cit-Nanog vs Nanog-mCh 0.9623 ns 

Cit-Nanog vs Nanog-mCit 0.9047 ns 

mCh-Nanog vs Nanog 0.0112 * 

mCh-Nanog vs Nanog-Cit 0.5334 ns 

mCh-Nanog vs Nanog-mCh 1 ns 

mCh-Nanog vs Nanog-mCit 0.4264 ns 

Nanog vs Nanog-Cit 0.2797 ns 

Nanog vs Nanog-mCh 0.0145 * 

Nanog vs Nanog-mCit 0.588 ns 

Nanog-Cit vs Nanog-mCh 0.5989 ns 

Nanog-Cit vs Nanog-mCit 0.9996 ns 

Nanog-mCh vs Nanog-mCit 0.4838 ns 
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Appendix Figure 7.1 Comparison of FCS measurements on Stellaris 8 versus Sp5 

confocal microscopes.  

In vitro FCS measurements were carried out at different pinhole sizes for Alexa 488, 

using the Stellaris 8 or Sp5 microscope (methods 2.6.6.2). ACFs were calculated in 

LAS-X or SymPhoTime (Spt) software, and fit in Spt. A) Normalised ACFs for Alexa 

488 at i. 50 μm, ii. 77 μm (1 Airy Unit), iii. 150 μm, iv. 300 μm pinhole sizes. B) Plots 

of fitted values for Alexa 488 i. diffusion (τD) and ii. triplet (τTrip) time. 
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Appendix Figure 7.2 Sequence-based analysis of A) Pou5f3, B) Nanog and C) 

Sox19b. 

 i. Schematic representation of domain structure using Pfam for DNA binding 

domains/motifs (orange) and MobiDB Lite for predicted intrinsically disordered 

regions (IDRs, blue) (Necci et al., 2017). Positions of tryptophan residues (W) are 

indicated by green lines. ii. PONDR and iii. MFDp are additional predictors of IDRs 

(Mizianty et al., 2010, Romero et al., 2004). iv. PLAAC predicts prion-like regions 

(overlap of red/black lines), intrinsic disorder (PLAAC – red line, PAPA – green line, 

and the Fold Index (grey area, positive indicates folding) (Lancaster et al., 2014). v. 

CIDER analyses; NCPR shows Net Charge Per Residue (averaged across a sliding 

window of 10 residues); FCR shows Fraction of Charged Residues; Hydrophathy (Das 

and Pappu, 2013). 
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Appendix Figure 7.3 Comparison of injection region for PSN distribution.  

WT embryos microinjected with mRNA encoding mCherry-Pou5f3, into the cell or the 

yolk (methods 2.4.1). A) Box plots of mCherry-Pou5f3 mean nuclear intensity. B+C) 

Representative images, of StDev projections for z-stack images. Scale bar = 50 μm. 

B.r.=1, N=2 embryos, n=1825-3642 nuclei. 
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Appendix Figure 7.4 Preliminary multi-point FCS measurements for PSN. 

 A) Schematic of the illumination matrix used in multi-point (mpFCS), and the 

outputs: fluorescence intensity, calculated maps of concentration/ diffusion, taken 

from (Krmpot et al., 2019).  B-D) ACFs from mpFCS carried out in WT embryos 

overexpressing B) Nanog-Citrine, C) Sox19b-Citrine, or D) Citrine-Pou5f3 (methods 

2.6.6.3.) Preliminary mpFCS experiments were carried out by J.S., D.P., and S.O. in 

collaboration with V.V., at the KI Stockholm. 
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Appendix Figure 7.5 Nanog-Citrine and mCherry-Pou5f3 diffusion measured by 

FCS in rescued MZ mutant embryos (accompanies Figure 3.8).  

FCS measurements in MZnanog -/- or MZspg -/- embryos rescued with Nanog-Citrine 

or mCherry-Pou5f3 mRNA, respectively (methods 2.6). A) Raw (blue or grey by b.r.) 

and average (orange) ACFs for Nanog-Citrine at i. early and ii. main ZGA. B) Raw 

(grey) and average (orange) ACFs for mCherry-Pou5f3 at i. early and ii. main ZGA. 

B.r. = 2 for Nanog-Citrine 1 for mCherry-Pou5f3. N=1-2 embryos for mCherry-Pou5f3 

(Nanog-Citrine not recorded), n= 3-16 nuclei.  

 

  



   
 

198 
 

 

 

(figure cont. over page) 
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Appendix Figure 7.6 PSN interactions measured by FCCS (accompanies Figure 3.9) 

 FCCS measurements were carried out at main ZGA (methods 2.6), in WT embryos 

expressing Citrine (Cit)/mCherry (mCh)-tagged PSN in pairs or individually with the 

opposite Citrine/mCherry fluorophore as controls. A+B) Average ACFs and CCFs for 

A) Citrine-Nanog + mCherry-Sox19b and B) mCherry-Nanog + Citrine-Sox19b. C+D) 

Opposite tag combinations for C) Pou5f3 + Sox19b and D) Pou5f3 + Nanog, i.+ii. 

Average CCFs for controls and PSN pairs, iii. Barplots of RCCAs calculated from iv.+v 

(methods 2.6.3). Average ACFs and CCFs per condition. n=4-52 nuclei. 
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Appendix Figure 7.7 Indirect measurement of PSN interactions by FCS 

(accompanies Figure 3.11).  

Measurements were carried out in WT embryos expressing tagged PSN +/- untagged 

PSN, at early and main stage ZGA (methods 2.6). A-C) i. Normalised average ACFs ii. 

Scatterplots of fitted values for τDslow and iii. ρslow, for A) Sox19b-Cit +/-/ Pou5f3, 

B) Nanog-Cit +/- Pou5f3, C) mCh-Pou5f3 +/- Nanog. B.r. =1-3 experimental days, 

n=6-32 nuclei. Statistics were analysed using linear mixed effect models, and 

pairwise comparison of means (methods 2.8), all n.s. (p>0.05). 
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Appendix Figure 7.8 (Replicate 2 for Paper Figure 4) AAT-FRET can detect protein 

interactions in live zebrafish embryos. 

 A) i. Average nuclear mCitrine AAT lineplots from z-stacks acquired in TauContrast 

mode (methods 2.7.1), ii. Violin plot of MW AAT per nucleus, iii. Boxplot of mean 

nucleus intensity. B) Acceptor photobleaching (AccPb) AAT-FRET assay. i. Boxplot of 

MW AAT pre- vs. post-AccPb, ii. Boxplot of difference (Δ) in MW AAT pre- vs. post-

AccPb for individual nuclei. N =3-4 embryos,  n=76-306 nuclei. Statistics were 

analysed using linear mixed effect models, and pairwise comparison of means 

(methods 2.8), all n.s. (p>0.05). 
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Appendix Figure 7.9 AAT-FRET measurements to test Nanog-mCitrine and 

mCherry-Pou5f3 interactions.  

MZnanog -/- embryos were microinjected with mRNA encoding Nanog-mCitrine (N-

mCit) or equimolar Nanog-mCitrine + mCherry-Pou5f3 (mCh-P) mRNA, imaged using 

setting A (methods 2.7.1) at A) early and B) main ZGA. Measurements from nuclei 

with a mean intensity < 250 were excluded. i Average nuclear AAT lineplots and ii 

MW AAT violin plots for measurements at each stage. C) Boxplots of mean nucleus 

intensity. D) Representative AAT image of Nanog-mCitrine + mCherry-Pou5f3 at 

main ZGA, scale bar = 10 μm. B.r. = 1, N=2 embryos, n= 4-33 nuclei.  
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(figure cont. over page) 
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Appendix Figure 7.10 AAT measured in 

chorionated and dechorionated embryos. 

        WT embryos were microinjected with mRNA 

encoding A) Nanog-mCitrine or B)  

equimolar Nanog-mCitrine + Sox19b-mCherry mRNA, mounted in chorion (C) or 

dechorionated (DC), and imaged using setting A (methods 2.7.1). For Nanog-

mCitrine channel i Average nuclear AAT lineplots ii-iii Representative AAT images of 

Nanog-mCitrine, iv Violin plots of MW AAT, v Box and whisker plots of mean nucleus 

intensity, and vi scatterplot of mean nucleus intensity vs. MW AAT (dotted line 

indicates ‘safe zone’). Scale bar = 10 μm, AAT range = 0-4 ns. B.r. = 1, N=3 embryos, 

n=258-682 nuclei. 
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Appendix Table 7.2 Average MW AAT and MW mfD values for AAT-FRET 

measurements to test WT and DBD mutant Nanog and Sox19b interactions in 

HeLa cells (Figure 5.3,Figure 5.4) 

Condition Average MW AAT [ns] Average mFd [%] 

mCh-mCit 2.11713131 51.103132 

N-mCit+mCh 2.52118618 14.987749 

N-mCit+S-mCh 2.29573371 36.680941 

N-mCit+sox19bHMG-mcherry 2.44921799 22.532419 

N-mCit 2.59197403 9.7774311 

nanogHOM-mCit+S-mCh 2.43038927 23.466027 

nanogN-mCit+S-mCh 2.33210967 33.024659 

Appendix Table 7.3 p-values for AAT-FRET measurements to test WT and DBD 

mutant Nanog and Sox19b interactions in HeLa cells (Figure 5.3,Figure 5.4) 

Comparison p.val sign. 

(mCh-mCit) vs (N-mCit) <.0001 **** 

(mCh-mCit) vs (N-mCit+mCh) <.0001 **** 

(mCh-mCit) vs (N-mCit+S-mCh) <.0001 **** 

(mCh-mCit) vs (N-mCit+sox19bHMG-mcherry) <.0001 **** 

(mCh-mCit) vs (nanogHOM-mCit+S-mCh) <.0001 **** 

(mCh-mCit) vs (nanogN-mCit+S-mCh) <.0001 **** 

(N-mCit) vs (N-mCit+mCh) <.0001 **** 

(N-mCit) vs (N-mCit+S-mCh) <.0001 **** 

(N-mCit) vs (N-mCit+sox19bHMG-mcherry) <.0001 **** 

(N-mCit) vs (nanogHOM-mCit+S-mCh) <.0001 **** 

(N-mCit) vs (nanogN-mCit+S-mCh) <.0001 **** 

(N-mCit+mCh) vs (N-mCit+S-mCh) <.0001 **** 

(N-mCit+mCh) vs (N-mCit+sox19bHMG-mcherry) <.0001 **** 

(N-mCit+mCh) vs (nanogHOM-mCit+S-mCh) <.0001 **** 

(N-mCit+mCh) vs (nanogN-mCit+S-mCh) <.0001 **** 

(N-mCit+S-mCh) vs (N-mCit+sox19bHMG-mcherry) <.0001 **** 

(N-mCit+S-mCh) vs (nanogHOM-mCit+S-mCh) <.0001 **** 

(N-mCit+S-mCh) vs (nanogN-mCit+S-mCh) 0.017 * 

(N-mCit+sox19bHMG-
mcherry) 

vs (nanogHOM-mCit+S-mCh) 0.9251 ns 

(N-mCit+sox19bHMG-
mcherry) 

vs (nanogN-mCit+S-mCh) <.0001 **** 

(nanogHOM-mCit+S-mCh) vs (nanogN-mCit+S-mCh) <.0001 **** 
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Appendix Figure 7.11 AAT-FRET measurements to test Nanog and Pou5f3 

interactions in HeLa cells. 

 HeLa cells were transfected to transiently express A) control conditions Nanog-

mCitrine (N-mCit), Nanog-mCitrine + mCherry (mCh), Nanog-mCitrine + mCherry-

Pou5f3 (mCh-P), and B) mutant conditions Nanog-mCitrine + mCherry-Pou5f3ΔHOM 

(PΔH), or Nanog ΔHOM-mCitrine (NΔH) + mCherry-Pou5f3. Images were acquired 

using setting G (methods 2.7.3). A+B) i. Average nuclear AAT lineplots, for A) control 

and B) mutant conditions. A+B) ii. Violin plots for MW AAT across conditions. B.r. = 

1, N=4-5 images, n=49-63 nuclei. 
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Appendix Figure 7.12 Nanog-mCitrine and Sox19b-mCherry foci. 

 MZnanog -/- embryos expressing A) i. Nanog-mCitrine (N-mCit), ii. + mCherry, B) + 

Sox19b-mCherry (S-mCh) + GeneTools blue miR-430 MO (miR-430). A) 

Representative Nanog-mCitrine intensity images, were acquired using setting A 

(2.7.1). Cyan/white triangles indicate clusters/mitotic association, scale bar = 10 μm 

B) i Representative image for Nanog-mCitrine/Sox19b-mCherry/miR-430 intensity 

channels, were acquired using setting E1 (2.7.2.4), (ii magnified from inset in i), iii, 

iv separate images taken in same embryo, scale bar = 5 μm. 
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 Appendix Figure 7.13 Time-lapse of Nanog-mCitrine foci and miR-430 

transcription bodies.  

(cont. over page) 
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WT embryos were co-injected with Nanog-mCitrine mRNA and Lissamine-tagged 

miR-430 MO, and a z-stack image was acquired every 90 s during early ZGA 

(methods 2.4.4). A) StDev projections of z-stack images at each time-point, Nanog-

mCitrine (N-mCit) and miR-430 intensity channels merged. Magnification of insets in 

Fig. 5.9.E. Scale bar = 10 μm. B.r. =1. 

 

 

 

 

 

 

Appendix Figure 7.14 Excitation (EX) and emission (EM) wavelength spectra of 

GeneTools blue MO, mCitrine, and mCherry fluorophores.  

GeneTools Blue MO spectra taken from (GeneTools, 2016), intensities scale from 0-

160 (LH axis). mCitrine/mCherry spectra taken from (FPbase, 2023b, FPbase, 2023c), 

normalised intensities scale from 0-1 (RH axis) .  
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Appendix Figure 7.15 High central AAT pattern. 

 WT embryos co-injected with mRNA encoding Nanog-mCitrine (N-mCit) +/- Sox19b-

mCherry (S-mCh), and the GeneTools blue miR-430 MO, were deyolked and mounted 

in optiprep, for  image acquisition using setting E1 (methods 2.7.2.4). A) Examples of 

single z-plane AAT images for embryos expressing i. Nanog-mCitrine or ii. + Sox19b-

mCherry, with lineplots of pixel intensity at line draw across image, coloured by AAT 

(analysis done in LAS-X). B) Lineplot of high central AAT area width, measured 

manually in images across z-planes. 
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Appendix Figure 7.16 Comparison of 40x and 63x objective for AAT-FRET 

measurements. 

 WT embryos were co-injected with mRNA encoding Nanog-mCitrine (N-mCit) + 

Sox19b-mCherry (S-mCh), and the GeneTools blue miR430 MO, and mounted in 

optiprep after deyolking. A) i-iii Representative single z-plane AAT images of 

embryos, taken using setting D (methods 2.7.2.4) with i. 1.44X digital magnification 

on 40x objective ii. 0.75X on 63x objective, iii. 1.23X on 63x objective. B) Non-

normalised average nuclear AAT lineplots for each acquisition condition. B.r.=1, 

N=2-3 embryos, n=21-30 nuclei C) WT embryos were co-injected with mRNA 

encoding Nanog-mCitrine + Sox19b-mCherry, and mounted in optiprep after 

deyolking. Lineplot of high central AAT area width from images acquired at 1.44x 

digital magnification, using 40X (setting E2) or 63X (setting E3) objective (methods 

2.7.2.4). B.r.=1, N=1-2 embryos.  
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Appendix Figure 7.17 Effect of deyolking and mounting media on control versus 

biological interactions (accompanies Figure 5.12).  

WT embryos were injected with mRNA encoding control fluorophores (mCitrine, 

tandem mCherry-mCitrine, or separate mCherry + mCitrine) or SN conditions 

(Nanog-mCitrine or Nanog-mCitrine + Sox19b-mCherry). Embryos were, deyolked 

(DY) or dechorionated (DC), and mounted in optiprep (Opt) or E3. Images were 

acquired using setting F (methods 2.7.2.4) using the 509 nm or 515 nm laser. A+B) 

Violin plots of MW AAT for A) control conditions, B) SN conditions, using i. 509nm 

laser or ii. 515 nm laser. C) Representative AAT images of N-S condition embryos 

mounted in E3, 509 nm laser i. Nanog-mCit ii. + Sox19b-mCh. Scale bar = 10 μm, AAT 

range = 0-4 ns. B.r.= 1, N=2-3 embryos, n=22-81 nuclei. Statistics were analysed 

using linear mixed effect models, and pairwise comparison of means (methods 2.8). 

n.s. p>0.05, * p≤ 0.05, ** p ≤ 0.01, *** p ≤ 0.001, **** p ≤ 0.0001. 
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Appendix Table 7.4 Average MW AAT values for AAT-FRET measurements to 

compare embryo preparation and laser excitation (Figure 5.12 + Appendix Figure 

7.17) 

 Prep DC DY 

Medium E3 Opt E3 Opt 

Laser 
[nm] 

509 515 509 515 509 515 509 515 

C
o

n
tr

o
l mCit 2.77 2.78 2.77 2.79 2.79 2.72 2.78 2.44 

mCit+mC
h 

2.76 2.56 2.78 2.66 2.77 2.50 2.79 2.60 

mCh-mCit 2.59 2.40 2.66 2.39 2.60 2.51 2.65 2.47 

 

N
-S

 N-mCit 2.84 1.89 2.81 2.13 2.87 2.53 2.86 2.61 

+mCh 2.87 2.66 2.92 2.93 2.86 2.70 2.85 2.64 

+S-mCh 2.91 2.63 
  

2.86 2.55 2.83 2.48 

Appendix Table 7.5 p-values for Appendix Table 7.4 

Comparison p.val sign 

(mCh-mCit_dc_e3_509) vs (mCh-mCit_dc_opt_509) <.0001 **** 

(mCh-mCit_dc_e3_509) vs (mCh-mCit_dy_e3_509) 0.2051 
 

(mCh-mCit_dc_e3_509) vs (mCh-mCit_dy_opt_509) <.0001 **** 

(mCh-mCit_dc_e3_509) vs mCit_dc_e3_509 <.0001 **** 

(mCh-mCit_dc_e3_509) vs (mCit+mCh_dc_e3_509) <.0001 **** 

(mCh-mCit_dc_opt_509) vs (mCh-mCit_dy_e3_509) <.0001 **** 

(mCh-mCit_dc_opt_509) vs (mCh-mCit_dy_opt_509) 0.106 
 

(mCh-mCit_dc_opt_509) vs mCit_dc_opt_509 <.0001 **** 

(mCh-mCit_dc_opt_509) vs (mCit+mCh_dc_opt_509) <.0001 **** 

(mCh-mCit_dy_e3_509) vs (mCh-mCit_dy_opt_509) <.0001 **** 

(mCh-mCit_dy_e3_509) vs mCit_dy_e3_509 <.0001 **** 

(mCh-mCit_dy_e3_509) vs (mCit+mCh_dy_e3_509) <.0001 **** 

(mCh-mCit_dy_opt_509) vs mCit_dy_opt_509 <.0001 **** 

(mCh-mCit_dy_opt_509) vs (mCit+mCh_dy_opt_509) <.0001 **** 

mCit_dc_e3_509 vs mCit_dc_opt_509 1 
 

mCit_dc_e3_509 vs mCit_dy_e3_509 0.0011 ** 

mCit_dc_e3_509 vs mCit_dy_opt_509 0.9333 
 

mCit_dc_e3_509 vs (mCit+mCh_dc_e3_509) 0.7553 
 

mCit_dc_opt_509 vs mCit_dy_e3_509 0.0029 ** 

mCit_dc_opt_509 vs mCit_dy_opt_509 0.9897 
 

mCit_dc_opt_509 vs (mCit+mCh_dc_opt_509) 0.7904 
 

mCit_dy_e3_509 vs mCit_dy_opt_509 0.0884 
 

mCit_dy_e3_509 vs (mCit+mCh_dy_e3_509) 0.0045 ** 

mCit_dy_e3_509 vs (mCit+mCh_dy_opt_509) 0.9673 
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mCit_dy_opt_509 vs (mCit+mCh_dy_opt_509) 0.927 
 

(mCit+mCh_dc_e3_509) vs (mCit+mCh_dc_opt_509) <.0001 **** 

(mCit+mCh_dc_e3_509) vs (mCit+mCh_dy_e3_509) 0.7495 
 

(mCit+mCh_dc_e3_509) vs (mCit+mCh_dy_opt_509) <.0001 **** 

(mCit+mCh_dc_opt_509) vs (mCit+mCh_dy_e3_509) 0.0162 * 

(mCit+mCh_dc_opt_509) vs (mCit+mCh_dy_opt_509) 1 
 

(mCit+mCh_dy_e3_509) vs (mCit+mCh_dy_opt_509) 0.0002 ***  

(N-mCit_dc_e3_509) vs (N-mCit_dc_opt_509) 0.0182 * 

(N-mCit_dc_e3_509) vs (N-mCit_dy_e3_509) 0.1722 
 

(N-mCit_dc_e3_509) vs (N-mCit_dy_opt_509) 0.9853 
 

(N-mCit_dc_e3_509) vs (N-mCit+mCh_dc_e3_509) 0.9168 
 

(N-mCit_dc_e3_509) vs (N-mCit+S-mCh_dc_e3_509) 0.0702 
 

(N-mCit_dc_opt_509) vs (N-mCit_dy_e3_509) <.0001 **** 

(N-mCit_dc_opt_509) vs (N-mCit_dy_opt_509) 0.0008 *** 

(N-mCit_dc_opt_509) vs (N-mCit+mCh_dc_opt_509) 0.0071 ** 

(N-mCit_dc_opt_509) vs (N-mCit+S-mCh_dc_e3_509) 0.0087 ** 

(N-mCit_dy_e3_509) vs (N-mCit+mCh_dy_e3_509) 1 
 

(N-mCit_dy_e3_509) vs (N-mCit+mCh_dy_opt_509) 0.9705 
 

(N-mCit_dy_e3_509) vs (N-mCit+S-mCh_dy_e3_509) 1 
 

(N-mCit_dy_opt_509) vs (N-mCit+mCh_dy_opt_509) 1 
 

(N-mCit_dy_opt_509) vs (N-mCit+S-mCh_dy_opt_509) 0.9958 
 

(N-mCit+mCh_dc_e3_509) vs (N-mCit+mCh_dc_opt_509) 0.0001 *** 

(N-mCit+mCh_dc_e3_509) vs (N-mCit+mCh_dy_e3_509) 1 
 

(N-mCit+mCh_dc_e3_509) vs (N-mCit+mCh_dy_opt_509) 0.7205 
 

(N-mCit+mCh_dc_e3_509) vs (N-mCit+S-mCh_dc_e3_509) 0.3648 
 

(N-mCit+mCh_dc_opt_509) vs (N-mCit+mCh_dy_e3_509) 0.0002 *** 

(N-mCit+mCh_dc_opt_509) vs (N-mCit+mCh_dy_opt_509) <.0001 **** 

(N-mCit+mCh_dc_opt_509) vs (N-mCit+S-mCh_dy_opt_509) 0.0435 * 

(N-mCit+mCh_dy_e3_509) vs (N-mCit+mCh_dy_opt_509) 0.8512 
 

(N-mCit+mCh_dy_e3_509) vs (N-mCit+S-mCh_dy_e3_509) 1 
 

(N-mCit+S-mCh_dc_e3_509) vs (N-mCit+S-mCh_dy_e3_509) 0.0002 *** 

(N-mCit+S-mCh_dc_e3_509) vs (N-mCit+S-mCh_dy_opt_509) <.0001 **** 

(N-mCit+S-mCh_dy_e3_509) vs (N-mCit+S-mCh_dy_opt_509) 0.0853 
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