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A B S T R A C T

The integrality conjecture predicts how the refined Donaldson–Thomas
invariants of Abelian categories are determined by smaller BPS invari-
ants. In this thesis, we prove the cohomological integrality conjecture
for 2-Calabi–Yau categories, that is, we prove that the underlying
mixed Hodge structure of the Borel–Moore homology of the moduli
stacks of objects is isomorphic to a symmetric algebra generated by
BPS cohomology and the C×-equivariant cohomology of a point.

2-Calabi–Yau (2CY) categories are homological dimension 2 cat-
egories together with bifunctorial pairing on the shifted extension
groups. This pairing can roughly be thought of as a symplectic form
on the category. The ubiquity of 2CY categories is illustrated by the
following list of examples: categories of coherent sheaves on symplec-
tic surfaces, local systems on Riemann surfaces, categories of Higgs
bundles, and representations of preprojective algebras of quivers.

The cohomological Hall algebra (CoHA) A of a 2CY category plays
a prominent role. Using the CoHA we identify the BPS algebra as the
universal enveloping algebra of a generalised Kac–Moody (GKM) Lie
algebra which we define to be the BPS Lie algebra of the 2CY category.
Thus we realise the BPS cohomology as the underlying mixed Hodge
structure of the GKM Lie algebra; we prove a Poincaré–Birkhoff–Witt-
type isomorphism for the CoHA in terms of the BPS Lie algebra and
the C×-equivariant cohomology of a point.

The explicit description of the BPS Lie algebra as a GKM algebra
reveals a core aspect of our result: the BPS Lie algebra is generated in
terms of the intersection cohomology of good moduli spaces of objects
in the 2CY category. In the case of totally negative 2CY categories
(pairs of nonzero objects of the category have negative Euler pairing)
we find the BPS Lie algebra to be the free Lie algebra generated by the
intersection cohomology.

The main results of the thesis are based on joint work with Ben
Davison and Lucien Hennecart.
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Vivek Mistry, Álvaro Muñiz Brea, Luke Naylor, Trang Nguyen, Tuan
Pham, Antoine Pinardin, Tomasz Przed́ziecki, Dora Puljić, Ján Pull-
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N O TAT I O N A N D C O N V E N T I O N S

The natural numbers N includes zero. Thus, together with addition, N
is a monoid. Unless otherwise specified, we work over the complex
numbers C.

We always use cohomological notation for complexes. We turn ho-
mological notation H∗ into cohomological notation by setting (H∗)i =
H−i.

We abuse terminology and call C-linear Abelian categories just
Abelian categories.

We write semisimple objects F of an Abelian category A as direct
sums F =

⊕n
i=1 F

⊕mi

i for pairwise nonisomorphic simple objects Fi
and mi > 0. The Fi are called the simple summands of the semisimple
objects and the integer mi is called the multiplicity of the correspond-
ing summand Fi.

Linear algebra constructions on Z-graded vector spaces V∗ are taken
in the symmetric monoidal category of Z-graded vector spaces with
symmetric monoidal product defined by (V∗⊗W∗)n =

⊕
p+q=n V

p⊗
Wq with symmetriser (v⊗w) 7→ (−1)deg(v)deg(w)(w⊗ v). Thus signs
appear according to the Koszul sign rule. In particular a graded vector
space with a Lie bracket is a graded Lie superalgebra.

We sometimes use the language and formalism of ∞-categories. To
indicate when we do we use derivatives of the word “homotopy”. For
example, to emphasize that we are taking a colimit in the ∞-category
sense we say “homotopy colimit”. We use the languages of model
categories and ∞-categories interchangably.

Quivers

A quiver Q is a quadruple of data Q = (Q0,Q1, s, t) consisting of two
(often finite) sets, Q0 the set of vertices and Q1 the set of arrows, and two
maps, the source map s : Q1 → Q0 and the target map t : Q1 → Q0.

A (finite) path in Q is a finite sequence of arrows in Q such that the
source of the (n+ 1)st arrow is the target of the nth arrow. The path
algebra CQ is the algebra of linear combinations of paths in Q where
the product of two paths is defined by concatination.

A dimension vector of a quiverQ is an element of the dimension monoid
NQ0 of Q. We denote dimension vectors by underlined roman letters
such as d = (di)i∈Q0 ,m = (mi)i∈Q0 .

Given a quiver Q there are some natural dimension vectors cor-
responding to the projective simples in Q. These are the dimension
vectors ei defined to be 1 at the vertex i and zero elsewhere.

9



notation and conventions 10

The opposite or dual Q∗ of a quiver Q = (Q0,Q1, s, t) is the quiver
Q∗ = (Q∗0,Q∗1, s∗, t∗) := (Q0,Q1, t, s). In words, the opposite quiver is
the same quiver but with reversed arrows.

The double Q of a quiver Q is the quiver Q = (Q0,Q1 ⊔Q∗1, s ⊔
t, t ⊔ s). In words to obtain the double of a quiver for each arrow
(including the loops) in the original quiver one adds an arrow in the
opposite direction. For every arrow a ∈ Q1 we denote the dual arrow
by a∗ ∈ Q∗1.

The path algebra CQ of a quiver Q is the associative algebra generated
as a C-vector spaces by finite length paths in Q, including the paths ei
of length zero, where multiplication is defined by concatinating paths.

The preprojective algebra ΠQ of a quiver Q is the quotient of the
path algebra of the doubled quiver by the relation

∑
a∈Q1 [a,a∗], in

formulas the definition reads

ΠQ = CQ
/ ∑
a∈Q1

[a,a∗].

A representation of a quiver Q is a module of its path algebra. Equiv-
alently, it is the assignment of a vector space Vi to every vertex i ∈ Q0
and a linear map ρa : Vi → Vj for every arrow i

a→ j. A preprojective
representation of a quiver Q is a ΠQ-module. Throughout, there will
be notations depending on Abelian categories A , for example MA .
Whenever we take the Abelian category to be that of preprojective
representations we write ΠQ instead of Rep(ΠQ), for example we
write MΠQ instead of MRep(ΠQ).

Spaces

A variety is a reduced separated finite type scheme over C.
An Artin stack over the complex numbers is a stack X in the big

étale topology with a representable diagonal admitting a smooth atlas
X → X from an algebraic space X. We use capital Fraktur letters
M, . . . ,X,Y,Z to denote (Artin) stacks.

We sometimes use derived stacks, which we indicate by prepending
and ‘R’ to the underlying classical object, e. g. RX denotes a derived
enhancement of a stack X.

Throughout this thesis we abuse notation and use the same symbol
to denote a scheme or stack and its analytification. An analytic variety
is a reduced and separated complex analytic space.

For an algebraic group G we denote by BG its classifying stack.
Cohomological invariants of varieties are taken with coefficients

in the rational numbers Q, or, more generally, in sheaves of Q-vector
spaces. Whenever we omit the coeffiecients from (co)homology we
mean that we take constant coefficients in Q, for example, H(X) =

H(X;Q) or IH(X) = IH(X;Q) = IH(X;QX).
The symbol L denotes the ‘realisations’ of the ‘ Lefschetz motive’

A1. More concretely, depending on the context, L denotes the mixed
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Hodge structure Hc(A1,Q) or the class [A1] in naive Grothendieck
rings of varieties or stacks.

Calligraphic fonts

We use different calligraphic fonts. The font A,B, C,D, E ,F ,G, . . . is
reserved for (complexes of) quasi-coherent sheaves on schemes/s-
tacks/derived stacks. Two exceptions are H, which is used to denote
cohomology objects with respect to a t-structure, andM,X ,Y , which
are used to denote the good moduli spaces of Artin stacks

The script font A , B, C , D , . . . is reserved for categories, usually dg
categories or Abelian categories. The font A,B,C,D,E,F,G,H, . . . is
reserved for mixed Hodge modules or complexes with constructible
cohomology.

Abuse of notation

We often abuse notation and denote different, but related, objects by
the same symbol. The author apologises for any confusion.



1
I N T R O D U C T I O N

The aim of this thesis is to establish the cohomological integrality con-
jecture for 2-Calabi–Yau Abelian categories. This first chapter is a
non-rigorous introduction to the cohomological integrality conjecture
from the point of view of counting objects in Abelian categories. .

1.1 bps invariants and bps cohomology

Counting vector spaces over finite fields

We begin by counting (isomorphism classes of) finite dimensional
vector spaces over a finite field Fq.

To be precise, we count the number of points in the groupoid
of finite dimensional vector spaces. For a groupoid Γ we define its
groupoid count of points to be

|Γ | =
∑

x∈π0(Γ)

1

|AutΓ (x)|
(1.1)

This definition is an instance of the principle that tracking stabilisers
when considering quotients is good mathematical book-keeping.1

There are infinitely many isomorphism classes of finite dimensional
vector spaces: one for every dimension. So we keep a separate count
for each dimension. The number of dimension n vector spaces over
Fq is

|pt/GLn(Fq)| =
1

|GLn(Fq)|
∈ Q(q1/2). (1.2)

We define the DT invariant counting n-dimensional vector spaces to be
a certain normalisation of this count:

DT(vectFq ,n) :=
(−q)−(−dim(GLn(Fq)))/2

|GLn(Fq)|
=

(−q)n
2/2∏n−1

i=0 (q
n − qi)

.

1 We invite the reader to motivate the definition of (1.1) by considering the orbit
groupoid of a finite group acting on a finite set and studying the orbit-stabiliser
formula.

12
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As is common in enumerative problems we gather these numbers in a
generating function, called the DT partition function of vectFq ,

ZDT(t) :=

∞∑
n=0

DT(vectFq ,n)tn =

∞∑
n=0

(−q)n
2/2∏n−1

i=0 (q
n − qi)

tn,

which is a power series with coefficients in Q(q1/2). Applying the
q-binomial identity one finds the product expansion

ZDT(t) =

∞∏
k=0

1

(1− qkq1/2t)
. (1.3)

There is an operation on power series called the plethystic exponential

Exp : Q(q1/2)[[t]]+ −→ Q(q1/2)[[t]]×

uniquely determined by the condition that it is a continuous group
homomorphism (take the additive group structure on Q(q1/2)[t]+)
and setting

Exp(at) =
1

(1− t)a
for all a ∈ Q.

Thus as a reinterpretation of (1.3) we have

ZDT(t) = Exp

(
q1/2t

∞∑
k=0

qk

)
= Exp

(
−q1/2∣∣F×q ∣∣ t

)
.

Observe that F×q is the automorphism group of simple objects. Thus,
if we ignore the term −q1/2/

∣∣F×q ∣∣, we could interpret the expression
inside of the plethystic exponential as the generating function for
the count of simple objects which we call the BPS partition function
and denote by ZBPS(t). In this case, the fact that there is but a single
simple vector space, and it is one-dimensional, can be read off from
ZBPS(t) = t.

Counting vector spaces over the complex numbers

We want to define Donaldson–Thomas invariants without reference to
positive characteristic. We do this via geometry. We consider the stack
of finite dimensional vector spaces M. It decomposes

M =
⊔
n⩾0

Mn

into the stacks Mn ≃ pt/GLn of n-dimensional vector spaces. The
compactly supported cohomology Hc(Mn) is the compactly supported
GLn-equivariant cohomology of the point pt and carries a (pure)
mixed Hodge structure. Explicitly, we have, as Hodge structures,

Hc(pt/GLn) ∼= Q[c∨1 , . . . , c∨n ] (1.4)
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where c−1i is a (−i,−i)-class for i = 1, . . . ,n. In particular, its weight
series in the variable q is

wq(Mn) =
1∏n−1

i=0 (q
n − qi)

, (1.5)

which as a Laurent polynomial in q is equal to the Fq-point count
(1.2).

We define the DT cohomology of n-dimensional vector spaces to be the
the (shifted and Tate twisted) compactly supported cohomology of
the stack

HDT(Mn) = Hc(Mn)[n
2](n2/2) (1.6)

and the DT cohomology of vector spaces is

HDT(M) =
⊕
n⩾0

HDT(Mn). (1.7)

The graded weight series of HDT(M) is the refined DT partition function
for vector spaces

ZDT,q(t) =
∑
n⩾0

DTq(vect,n)tn ∈ Q[q±1/2][[t]]

which, as above, satisfies

ZDT,q(t) = Exp
(
−q−1/2wq(BC×)t

)
. (1.8)

so that the refined BPS partition function is ZBPS,q(t) = t.
From (1.4) it follows that

HDT(M) ∼= Sym (HDT(M1)) . (1.9)

Graded weight series of N>0-graded mixed Hodge structures are
elements of the ring Q(q1/2)[[t]]. Symmetric algebras of N>0-graded
mixed Hodge structures are N-graded mixed Hodge structures with
one-dimensional degree zero piece. Thus taking graded weight series
of N>0-graded mixed Hodge structures turns the continous symmetric
monoidal functor

Sym : (MHSN>0 ,⊕) −→ (MHSN,⊗)

into a continous group homomorphism

wq(Sym) : Q(q1/2)[[t]]+ −→ Q(q1/2)[[t]]×.

Moreover, wq(Sym) satisfies wq(Sym)(at) = (1− t)−a. By the clas-
sifying axioms of the plethystic exponential it follows that Exp =

wq(Sym).
In conclusion, the decategorification by graded weight series of (1.9)

is the identity (1.8).
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1.1.1 The cohomological integrality conjecture

Given an Abelian category A for which we can form a ‘reasonable’
moduli stack of objects MA the cohomological DT invariant HDT(MA ) of
A should be some cohomological invariant (e. g. a mixed Hodge struc-
ture) of the stack MA for which there exists a ‘finite’ cohomological
invariant BPSA , called BPS cohomology, such that

HDT(MA ) ∼= Sym
(
BPSA ⊗HDT(BC×)

)
.

This general expectation is called the cohomological integrality conjecture.
Its decategorification to graded weight series

ZDT,q(MA )(t) = Exp
(
ZBPS,q(MA )(t)ZDT(BC×)

)
is called the (refined) integrality conjecture.

Homological dimension one

Suppose A is a homological dimension one category, i. e. ExtiA (E,E) =
0 for all i > 2.

The tangent space at a point p ∈MA corresponding to an object E
is given by Ext1A (E,E) and the obstruction space by Ext2A (E,E). Hence
the moduli stacks MA are smooth. Consequently, the shifted ordinary
cohomology

HDT(MA ) := H(MA )⊗L−dim(MA )/2

is the only real choice available2 for the cohomological DT invariant.

Theorem 1.1 ([MR19; MR15; Mei15]). For a large class of Abelian cate-
gories A of homological dimension one, for which the moduli stacks of objects
admit a good moduli space MA → MA , the cohomological integrality
conjecture for

HDT(MA ) = H(MA )⊗L−dim(MA /2)

holds and moreover

BPSA = IH(MA )⊗L−dim(MA /2).

Examples include categories of representations of quivers (without
relations), categories of semistable coherent sheaves on curves, or
semistable coherent one-dimensional sheaves on del Pezzo surfaces.

2 We have H⊗L−dim(MA )/2 ∼= (Hc ⊗Ldim(MA )/2)∨ ∼= HBML−dim(MA )/2
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3-Calabi–Yau categories

Roughly, an Abelian category A is n-Calabi–Yau if there are bifuncto-
rial graded-symmetric perfect pairings

Ext∗A (E, F)× Extn−∗A (F,E) −→ C.

The prototypical example of n-Calabi–Yau categories is the category
of coherent sheaves on a smooth projective Calabi–Yau n-fold X, for
which Serre duality combined with an isomorphism ωX ∼= OX is the
source of the pairings.

Donaldson–Thomas invariants are most naturally seen as enumera-
tive invariants of 3-Calabi–Yau categories. Indeed, Donaldson–Thomas
invariants are originally a count of stable one-dimensional sheaves on
Calabi–Yau threefolds [Tho00].

A general theorem [Ben+15] states that the moduli stacks of objects
in 3-Calabi–Yau categories are locally modelled by critical loci of
functions f : U → C on a smooth variety. The cohomological DT
invariant is then expected to be the cohomology of a certain perverse
sheaf ϕDT called the DT sheaf which locally on a critical chart f : U→ C
is given by the perverse vanishing cycles sheaf ϕf.

A fundamental special case is the category of representations of the
Jacobi algebra of a quiver with potential. Its moduli stack of objects
MQ,W is the critical locus of the trace of the potential tr(W) : MQ → C,
which is a function on the smooth stack MQ.

Theorem 1.2 ([DM20]). For the 3-Calabi–Yau categories of representations
of the Jacobi algebra of a quiver with potential (Q,W) the cohomological
integrality conjecture for the vanishing cycle cohomology

HDT(MQ,W) ∼= Hc(MQ,ϕtr(W) ⊗L−dim(MQ)/2) (1.10)

holds and moreover

BPSQ,W = ϕtr(W)IH(MQ).

In fact in [DM20] a canonical isomorphism (1.10) is constructed
as a Poincaré–Birkhoff–Witt (PBW) type isomorphism coming from
an algebra structure and a canonical filtration on HDT(MQ,W) (c. f.
§6.2.2).

The PBW isomorphism for representations of quivers without po-
tential (which is a homological dimension one category) is a special
case of Theorem 1.2 by taking W = 0.

Two dimensional categories and dimensional reduction

To every homological dimension two category A one can canoni-
cally associate a 3-Calabi–Yau category G3(A ) called its 3-Calabi–Yau
completion.
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Kinjo’s dimensional reduction isomorphism [Kin22] combined with
[BCS22] establishes an isomorphism between the cohomology of the
DT sheaf of the 3-Calabi–Yau completion with the Borel–Moore ho-
mology of the moduli stack of objects of the two-dimensional category

HDT(MG3(A )) ∼= HBM(MA ).

Thus the DT invariant for two-dimensional categories should be the
Borel–Moore homology of the moduli stack of objects. This is further
confirmed by the following two cohomological integrality theorems.

Theorem 1.3 ([Dav22b]). For categories Rep(ΠQ) of representations of
preprojective algebras ΠQ there exists a BPS cohomology BPSΠQ and a PBW
isomorphism

Sym
(
BPSΠQ ⊗H(BC×)

) ∼=−→ HBM(MΠQ).

Theorem 1.4 ([KK21]). For categories Higgsss(C) of semistable Higgs
bundles on a smooth projective curve C , there exists a graded mixed Hodge
structure BPSHiggsss(C) and a cohomological integrality isomorphism

HBM(MHiggsss(C)) ∼= Sym
(

BPSHiggsss(C) ⊗H(BC×)
)

.

Both of the categories Rep(ΠQ) and Higgsss(C) are 2-Calabi–Yau.

1.1.2 BPS cohomology for 2-Calabi–Yau categories

The main contribution of this thesis is the proof of a PBW isomorphism
for arbitrary 2-Calabi–Yau categories together with an explicit descrip-
tion of the BPS cohomology in terms of the intersection cohomology
of the good moduli spaces.

Theorem 1.5 (Corollary 6.33, [DHS23, Corollary 1.8]). Suppose A is a 2-
Calabi–Yau Abelian category with a good moduli theory JHA : MA →MA .
Then the Poincaré–Birkhoff–Witt morphism

Sym
(
BPSA ⊗H(BC×)

)
−→ HBM(MA )

is an isomorphism.

An important special case is the case of totally negative 2-Calabi–Yau
categories, categories for which the Euler form of nonzero objects is
negative: (E, F) < 0 for E, F ∈ A ∖ {0}.

In this case the BPS Lie algebra is the free Lie algebra generated by
the intersection cohomology of the good moduli spaces containing
simple objects

BPSA = FreeLie

 ⊕
v∈ΣA

IC(MA ,v)

 .
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1.2 summary of the chapters

In the previous section we have left out almost all of the important and
interesting technical details. These are treated throughout the thesis.

Chapter 2 is a standalone chapter mostly independent of the rest
of the thesis. Therein we compute the E-polynomial of the stack of
‘rank 2’ objects MA ,2 in a totally negative 2-Calabi–Yau category. The
ingredients that go into the computation appear later in a fully fledged
form in the proof of the PBW theorem, and as such this chapter could
be seen as a comfortable warm up for the rest of the thesis. It also
contains a fun section on χ-independence phenomena.

Chapter 3 gathers and develops the necessary preliminaries and
moduli theory to make sense of the phrase ‘2-Calabi–Yau Abelian
category with a good moduli theory’. It begins by recalling aspects of
dg categories and their moduli of objects. The moduli of objects in an
Abelian subcategory of a dg category is defined. So are the stacks of
short exact sequences and filtrations. The definition of good moduli
spaces of Artin stacks is recalled. The categories of preprojective rep-
resentations and categories of sheaves on smooth projective varieties
are running examples used to illustrate the concepts introduced.

The purpose of Chapter 4 is twofold: to introduce the reader to the
formalism of the derived category of mixed Hodge modules and to
apply this formalism to define the cohomological Hall algebra of a
2-Calabi–Yau category. We explain the modifications of the derived
category of mixed Hodge modules needed for the applications in
this thesis. The definition of the relative cohomological Hall algebra
(CoHA) is given in sufficiently flexible generality to prove the key tech-
nical result of compatibility of cohomological Hall algebra products
with Ext-quivers.

Chapter 5 is a leisurely introduction to the definition of generalised
Kac–Moody (GKM) Lie algebra (objects) associated to monoid schemes.
The chapter also contains important properties of the geometry of the
good moduli spaces of 2-Calabi–Yau categories.

Chapter 6 is the proof of the PBW theorem for the relative CoHA
2-Calabi–Yau categories. The BPS algebra of a 2-Calabi–Yau category
is defined as a subalgebra of the relative CoHA and is shown to
be naturally isomorphic to the GKM algebra associated to the good
moduli monoid of a 2-Calabi–Yau category. The BPS Lie algebra is
defined to be the corresponding GKM Lie algebra which we show
satisfies the PBW isomorphism for the relative CoHA.



2
T H E M O T I VAT I N G M O T I V I C C A L C U L AT I O N

“You can have all the desire and ache inside you want,
but what you really need is a concrete starting point.”

—Haruki Murakami, Killing Commendatore

In §2.1 we define mixed Hodge structures and their E-series. We
define the E-series of a finite type Artin stack with affine stabilisers
via the formalism of Grothendieck rings of stacks.

The heart of this chapter is §2.2. We introduce the problem of
computing the E-series of the moduli stack of ‘rank 2’ objects in a
totally negative 2-Calabi–Yau category admitting a good moduli theory.
The main takeaway is that the E-series of the stack is determined by
the intersection E-polynomials of good moduli spaces. The key tool in
the calculations is the use of the stack of short exact sequences.

Throughout the chapter we neglect the disctinction between isomor-
phisms and equivalences of stacks.

The material in this chapter is based on [Sch23] and benefited greatly
from thorough comments by an anonymous referee.

2.1 preliminaries on motivic calculations

2.1.1 Mixed Hodge structures and their E-series

The cohomology H(X) of a smooth projective variety X over C is canon-
ically endowed with a Hodge structure. A weight k Hodge structure on
a Q-vector space H is the data of a direct sum decomposition of its
complexification

H⊗C =
⊕

p+q=k

Hp,q (2.1)

satisfying:
Hp,q = Hq,p.

A weight k Hodge structure on a graded vector space H∗ is the data of a
weight k+ p Hodge structures on its pth graded piece Hp for every p.

Alternatively, a weight k Hodge structure is defined as the data of a
Q-vector space H and a descending filtration on the complexification
F∗ ⊆ H ⊗ C, called the Hodge filtration satisfying H = FpH ⊕ FqH

19
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for all p+ q = k+ 1 The filtration is recovered from the direct sum
decomposition (2.1) by setting Fp :=

⊕
p ′⩾pH

p ′,q ′ . The summands
of (2.1) are recovered from the filtration by Hp,q = FpH ∩ FqH for
p+ q = k.

As soon as a variety is not smooth or not projective, then we can no
longer guarantee the existence of a Hodge structure on its cohomology.
Instead, the cohomology carries a mixed Hodge structure.

A (graded) mixed Hodge structure is the data of

(i) a Z-graded vector space H∗ over Q,
(ii) an increasing weight filtration W∗ on the graded vector space H,

(iii) and a decreasing Hodge filtration F∗ on the complexfied graded
vector space HC = H⊗Q C

such that the filtration F on the complexification of each associated
graded piece WkH/Wk−1H endows said piece with a weight k Hodge
structure.

Given a finite dimensional mixed Hodge structure H we define
its E-polynomial (also called Hodge–Deligne polynomial) to be the Lau-
rent polynomial recording the dimensions of the (p,q)-pieces of the
associated graded of the weight filtration of H:

E(H;u, v) :=
∑
p,q∈Z

∑
n∈Z

(−1)p+q dim(GrpFGrWp+q(H
n))upvq

∈ Z[u, v,u−1, v−1]
(2.2)

Definition 2.1. A mixed Hodge structure (H,W, F) is bounded above
(below) if Hn = 0 for n≫ 0 (n≪ 0).

A mixed Hodge structure (H,W, F) is of finite type if

dim(GrpFGrWp+q(H
n)) <∞ for all p,q,n ∈ Z

and
GrWp+nH

n = 0 for p > n.

We denote by MHS− the category of bounded above and of finite type
mixed Hodge structures. Similarly, we denote by MHS+ the category
of bounded below and locally finite mixed Hodge structures. Both
MHM− and MHS+ are tensor categories, the monoidal product makes
their Grothendieck groups K0(MHS±) into rings.

Example 2.2. The compactly supported cohomology Hc(X) for all
finite type Artin stacks X with affine stabilisers are bounded above
and of finite type mixed Hodge structures [Dav22a, Lemma 4.6].

Definition 2.3. We define the E-series of a bounded above (or below),
locally finite, mixed Hodge structure (H,W, F) by the same forumula
as in (2.2) but in a larger ring

E(H;u, v) :=
∑
p,q∈Z

∑
n∈Z

(−1)p+q dim(GrpFGrWp+q(H
n))upvq

∈ Z[[u−1, v−1]][u, v] (or Z[[u, v]][u−1, v−1]).
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The E-series defines ring homomorphisms

E : K0(MHS−) −→ Z[[u−1, v−1]][u, v]

E : K0(MHS+) −→ Z[[u, v]][u−1, v−1].

2.1.2 Grothendieck rings of stacks and varieties

We recall the definition of the Grothendieck ring of varieties K0(Var)
(see for example [Bri12, §2] for a thorough exposition). As an Abelian
group K0(Var) is the quotient of the free Abelian group generated by
isomorphism classes [X] of finite type separated schemes over C by
the relations

[X] = [Z] + [X∖Z] (2.3)

for every closed subscheme Z ⊆ X. The relations (2.3) are called the
cut-and-paste relations. We make K0(Var) into a ring by defining the
product of generators to be

[X][Y] := [X× Y].

For every finite type separated scheme X over C its compactly
supported cohomology Hc(X) is endowed with a mixed Hodge struc-
ture by [Del71; Del74]. The E-polynomial of a finite type separated
scheme X is the E-polynomial of its compactly supported cohomology
E(X) = E(Hc(X)).

Lemma-Definition 2.4. The E-polynomial of a variety defines a ring
morphism called the E-polynomial

E := EVar : K0(Var) −→ Z[u±1, v±1]

[X] 7−→ E(X)

Proof. We have E(X × Y) = E(X)E(Y) by the Künneth formula for
compactly supported cohomology. Similarly, for a closed subscheme
Z ⊆ X we have the long exact sequence in compactly supported
cohomology

. . . Hnc (Z) Hnc (X) Hnc (X∖Z) . . .

←→ ←→ ←→ ←→

which is an exact sequence of mixed Hodge structures. Abbreviating
Grpp+q = GrpFGrWp+q and taking graded pieces induces long exact
sequences

. . . Grpp+qHnc (Z) Grpp+qHnc (X) Grpp+qHnc (X∖Z) . . .

←→ ←→ ←→ ←→

for each p,q ∈ Z. Taking Euler characteristics and summing over
p,q ∈ Z we deduce E(X) = E(Z) + E(X∖Z).

Example 2.5. (i) q := E(A1) = uv
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(ii) E(Gm) = E(A1 ∖ {0}) = q− 1

(iii) E(P1) = E(A1 ⊔ {∞}) = q+ 1

(iv) E(GL2) = q(q+ 1)(q− 1)2

(v) E(GLn) =
∏n−1
i=1 (q

n − qi)

There are two equivalent approaches to defining the E-series of a
quotient stack. The first uses the Grothendieck ring of stacks. The
second uses an algebro-geometric approximation of the Borel construc-
tion to define a mixed Hodge structure on the compactly supported
cohomology of a quotient stack, see §4.4 and Example 4.35 for details.

The Grothendieck ring of stacks K0(St) is the quotient of the free
Abelian group generated by isomorphism classes of finite type Artin
stacks with affine stabilisers by the relations

[X] = [Z] + [X∖ Z] (2.4)

[E] = [X×Ar] (2.5)

for every closed substack Z ⊆ X and vector bundle E→ X of rank r.
(See [Bri12, §3] for a thorough exposition on this ring.)

Note that for a rank r vector bundle E −→ X over a scheme X, the
relation (2.5) is automatically satisfied. Indeed, let X =

⋃
iUi be a

trivialising open cover of E, then using the stratification

E =
⋃
i

E|Ui =
⊔
i

E|Ui∖
⋃
j̸=iUi

∼=
⊔
i

(
Ui ∖

⋃
j̸=i

Uj

)
×Ar

we have

[E] =
∑
i

[
Ui ∖

⋃
j̸=i

Uj ×Ar
]
= [Ar]

∑
i

[
Ui ∖

⋃
j̸=i

Uj

]
= [Ar][X].

Thus viewing a scheme as a stack yields a ring morphism

I ′ : K0(Var) −→ K0(St).

Remark 2.6. It is not known whether I ′ is injective.

We denote the class of the affine line in K0(Var) and in K0(St) by L.
We have the following description of K0(St) in terms of K0(Var).

Proposition 2.7 ([Eke09, Theorem 1.2]). The classes L and [GLn] in
K0(St) are invertible with inverses [BGa] and [BGLn] respectively, and the
induced ring morphism

I: K0(Var)[L−1, [GLn]−1] −→ K0(St)

is an isomorphism.

We use the isomorphism I to define the E-series of a finite type
Artin stack with affine stabilisers.



2.1 preliminaries on motivic calculations 23

Definition 2.8. We define the E-series of stacks as the ring morphism

E := ESt := EVar ◦ I−1 : K0(St) −→ Z[[u−1, v−1]][u, v].

Example 2.9. Let G be a finite group acting on a variety X. Then
E(X/G) = E(Hc(X)

G).

An algebraic group G is special if every G-torsor over a scheme is
Zariski-locally trivial. For example, the general linear groups GLn are
special, as every locally free sheaf in the étale topology is locally free
in the Zariski topology. For special algebraic groups G the class [G] in
K0(St) is invertible with inverse [BG].

Example 2.10. Let G be a special algebraic group acting on a finite
type separated scheme X. The E-series of the quotient stack X/G is
E(X/G) = E(X)/E(G).

Proof. We calculate in the Grothendieck ring of stacks. Since G is
special, the pullback of the projection X → X/G to any scheme is a
Zariski fibration with fibre G. Hence [X] = [X/G][G]. By the invertabil-
ity (which follows from the same argument if we take X = pt) of [G]
we obtain the desired forumla.

λ-ring structures

For the computations in §2.2 it is convenient to use the language of
λ-rings. We do not recall the basics of this language and instead refer
to the book [Knu73].

The ring R = Z[[u−1, v−1]][u, v] carries two natural λ-ring structures
coming from the isomorphism R ∼= K0(Vect−Z2) where Vect−Z2 is the
symmetric monoidal Abelian category of Z2-graded, bounded above
vector spaces with finite dimensional graded pieces. The first is the
λ-ring structure λ(t) =

∑
n⩾0 λ

ntn induced by taking alternating
powers ΛnV for V ∈ Ob(Vect−Z2). The second is the symmetric power
λ-ring structure σ(t) =

∑
n⩾0 σ

ntn induced by taking symmetric
powers Symn V for V ∈ Ob(Vect−Z2). The λ-ring structures λ and σ in
R are opposite.

In the calculation in §2.2 we only use σ2 and λ2, which are explicitly
given for all f ∈ R = Z[[u−1, v−1]][u, v] by

σ2(f) =
1

2
(f(u, v)2 + f(u2, v2)) and

λ2(f) =
1

2
(f(u, v)2 − f(u2, v2)).

The ring K0(St) admits a pre-λ-ring structure

Sym([X])(t) =
∑
n⩾0

Symn([X])tn

given by the (stacky) symmetric powers Symn([X]) = [Symn(X)]. The
opposite pre-λ-ring structure Λ([X])(t) =

∑
n⩾0Λ

n([X])tn is given by
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Λ([X])(t) = (Sym([X])(−t))−1. We think of Λn([X]) as the class of the
nth alternating power of [X]. Indeed, for all varieties X we have the
equality

E(Λn([X])) = E(ΛnHc(X)).

The E-series ring homomorphism of Definition 2.8 is a homomor-
phism of pre-λ-rings, because I is an isomorphism of pre-λ-rings (see
Example 3.5 and Proposition 3.6 in [DM15]).

With the formalism of λ-rings we easily find a concise expression
for the E-series of the symmetric square of a quotient by Gm.

Lemma 2.11. Let Gm act on a separated scheme of finite type X. Then

E(Sym2(X/Gm)) =
qE(Sym2(X)) + E(Λ2([X]))

(q− 1)2(q+ 1)
.

Proof.

E(Sym2(X/Gm)) = σ2(E(X/Gm))

=
1

2

(
E(X/Gm)(u, v)2 + E(X/Gm)(u2, v2)

)
=
1

2

(
E(X)2

(q− 1)2
+

E(X)(u2, v2)
(q2 − 1)

)
=
qσ2(E(X)) + λ2(E(X))

(q− 1)2(q+ 1)

Remark 2.12. Upon reading the calculation in §2.2, the reader might no-
tice that most of the steps are valid more generally in the Grothendieck
ring of stacks. The main reason we do not work in K0(St) is to
have access to the identity of Lemma 2.11. Thus, more generally, in
Lemma 2.11 (and throughout Chapter 2) we could replace the E-series
of stacks with any pre-λ ring homomorphism from K0(St) to a λ-ring.

2.2 the calculation

Let A be a 2-Calabi–Yau (2CY) Abelian category, so that there are
natural non-degenerate graded-symmetric pairings

Ext∗A (E, F)× Ext2−∗A (F,E) −→ C (2.6)

for all E, F ∈ A (see §3.45 for a precise definition).
By the 2CY-property, the Euler pairing (E, F)A = χ(Ext∗A (E, F)) on

A defines a symmetric pairing on the Grothendieck group K0(A ). As-
sume the Euler pairing is the pullback along a group homomorphism
γ : K0(A ) → Zn of a symmetric bilinear form on Zn (in this section
we always have n = 1), which we denote by χ.

We assume that (−,−)A is totally negative, i. e. (E, F)A < 0 for all
nonzero E, F ∈ A .
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Let v ∈ Zn be a primitive element. For every r ⩾ 0 let Mmv be the
moduli stack of objects in E ∈ A of class mv , that is, γ(E) = mv.
Define g > 1 so that (v, v)A = 2− 2g.

Suppose that for every m > 0 there are finite type Artin stacks
Mm := MA ,mv which are moduli stacks of objects E ∈ A of class
[E] = mv. Suppose further that there are good moduli spacesMm :=

MA ,mv, which parametrise semisimple objects of class mv, and mor-
phisms JH : Mm → Mm which send an object to its semisimplifica-
tion.§

Example 2.13 (Preprojective algebra of g-loop quiver). Let Sg be the
g-loop quiver. An example of the category A is the category of prepro-
jective representations of Sg. We have the moduli stack Mm := MΠSg ,m

of m-dimensional representations of the preprojective algebra of Sg
and its affinisation JH : Mm →Mm :=MΠSg ,m.

Example 2.14 (Higgs bundles). Let C be a smooth projective curve
of genus g0 > 1. Let (r,d) ∈ Z⩾1 ×Z such that gcd(r,d) = 1. We can
take category A to be the category of semistable Higgs bundles on C
of rank and degree (mr,md) for any m ⩾ 0. We have the moduli stack
Mm = MDol

mr,md of rank mr and degree md semistable Higgs bundles
and the moduli space Mm →Mm :=MDol

mr,md.

Example 2.15. Let S be a K3 or Abelian surface and H an ample
class on S. Consider a primitive Mukai vector w ∈ H∗alg(S,Z) with
w2 ⩾ 0 and such that H is generic with respect to w. We can take the
category A to be the category of H-(Gieseker-)semistable sheaves on S
with Mukai vector a multiple of w. We have the moduli stack Mm :=

MH-sst
S,mw and moduli space Mm → Mm := MH-sst

S,mv of H-semistable
sheaves with Mukai vector mw.

For the rest of this section we only consider the moduli stacks and
spaces Mm andMm for m = 1, 2.

We assume the moduli stack M1 = Mv of objects L ∈ A of a
primitive class v is smooth and admits a smooth good moduli space
JH1 : Ms

1 → M1. Since v is primitive, an object L ∈ A of class v is
necessarily simple.

Consider the moduli stack M2 = M2v of objects of class 2v. The
moduli stack M2 and moduli spaceM2 are singular. Objects E of class
2v are either simple or there is a simple subobject K ⊊ E of class v. In
the second case, the isomorphism class of the direct sum K⊕E/K does
not depend on the choice of the subobject K of class v. The morphism
p2 : M2 →M2 sends an object E ∈M2 to the factors of the filtration
by simple objects of class v or 2v

p2(E) =

E if E is simple

K⊕ E/K if K ⊊ E is of class v
.
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The 2CY assumption on A implies that for every non-zero object
E ∈ A we have Ext1A (E,E) ̸= 0. The 2CY-pairing (2.6) restricts to a non-
degenerate alternating pairing on Ext1A (E,E) and so Ext1A (E,E) is even-
dimensional. For all objects L ∈ A of class v, we have dim Ext1A (L,L) =
2g. This implies that for all non-isomorphic objects Q,K ∈ A of class
v we have dim Ext1A (Q,K) = 2g− 2.

Remark 2.16 (Ext-quivers). All objects of class 2v have one of the
following three Ext-quivers.

1 1 1 2

←→

8g−6 loops

←

→
2g loops

← →2g−2 arrows

←→

2g−2 arrows

←

→

2g loops

←→

2g loops

The numbers inside the vertices represent the corresponding dimen-
sion vector determined by the object. All of the objects of class v have
the following Ext-quiver.

1

←→

2g loops

Remark 2.17 (Isosingularity of the moduli problems). By the étale Ext-
quiver neighbourhood theorem (Theorem 3.53) and Remark 2.16 we
have that the morphisms M2 → M2 (and M1 → M1) for any two
choices of suitable A are étale locally isomorphic. Thus it suffices
to check local properties for any A by checking it for Example 2.13.
This implies that the moduli spacesM2 (andM1) are pairwise stably
isosingular for any choice of suitable A . See [Mau21, §2.4] for a
definition and further discussion of stable isosingularity.

2.2.1 The stratification of the good moduli space

The standard strategy to compute the motivic invariant of a space,
such as the E-series of a stack, is to stratify the space into locally-closed
pieces for which the E-series is known or easy to determine and then
add everything up by the cut-and-paste relation. The calculation below
is an execution of this strategy for M2.

The points of the good moduli spaceM2 correspond to semisimple
objects of class v. We stratifyM2 by Jordan–Hölder type.

First we distinguish between simple and strictly semisimple objects
of class 2v. LetMs

2 ⊆M2 be the locus of simple objects of class 2v. Its
complement Σ =M2 ∖Ms

2 is the locus of strictly semisimple objects

Σ = {L1 ⊕ L2 | L1,L2 objects of class v}.
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The locus Σ is precisely the singular locus ofM2 and is isomorphic to
the symmetric square ofM1

Σ ∼= Sym2(M1). (2.7)

By the isomorphism (2.7) the singular locus Ω of Σ is identified with
the image of M1 by the diagonal embedding M1 ↪→ Sym2(M1).
Explicitly Ω is given by the locus of semisimple objects that are direct
sums of two copies of the same object of class v

Ω = {L⊕2 | L object of class v} ⊆ Σ.

These loci yield the stratification by Jordan–Hölder type ofM2

M2 =Ms
2 ∪ (Σ∖Ω)∪Ω, (2.8)

where the stratum Σ∖Ω has the explicit description

Σ∖Ω = {L1 ⊕ L2 | L1,L2 distinct objects of class v}.

This stratification has already appeared in the literature and is applied
in the works [Fel21; Mau21] to compute the intersection E-polynomials
ofM2.

Remark 2.18. The three lociMs
2, Σ∖Ω, and Ω correspond, in order,

to the first three Ext-quivers in Remark 2.16. We emphasise that the
deepest stratum Ω corresponds to the g-loop quiver with dimension
vector 2.

2.2.2 Pulling back the stratification

A natural stratification of the stack M2 is the pullback of the strati-
fication (2.8) along the morphism JH = JH2 : M2 →M2 to the good
moduli space. Write

S = JH−1(Σ),Z = JH−1(Ω), and Y = JH−1(Σ∖Ω) = S∖ Z.

The stack S is the singular locus of M2. We call Y the off-diagonal locus
and Z the diagonal locus.

The pullback stratification is

M2 = Ms
2 ∪Y∪ Z.

The simple locus Ms
2 in the stack is a Gm-gerbe over the simple

locusM2. The E-series of the stable loci Ms
1 and Ms

2 of the stacks is
calculated from the E-polynomial of of the stable loci of theMs

1 and
Ms
2 of the good moduli spaces.

Lemma 2.19. We have

E(M) = E(Ms/Gm) = E(Ms)/(q− 1)
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Proof. We apply [Hei12, Lemma 3] to the Gm-gerbe Ms →Ms. Thus
it suffices to construct a vector bundle on Ms of Gm-weight 1.

In Settings 2 and 4, we take the tautological bundle E on Ms which
records the underlying vector space of the representation. The Gm-
weight of E is given by the weight of the scaling action which is equal
to 1.

For Settings 1 and 3 see [HL10, Proposition 4.6.2] and its proof,
which applies to Setting 2.14 by the BNR correspondence [BNR89].

Therefore, to compute E(M2) it remains to compute the E-series of
the strata Y and Z.

2.2.3 Stratification of the non-simple locus

For every non-simple object E of class 2v there exists non-simple
objects K and Q of class v and a short exact sequence

W(E) : 0 K E Q 0

←→ ←→ ←→ ←→

that witnesses non-simplicity of E. We call W(E) the desimplifying short
exact sequence.

There are at most two isomorphism classes of objects of class v that
can appear as the subobject or quotient in a desimplifying short exact
sequence.

If W(E) is non-split, then the desimplifying short exact sequence
W(E) is unique up to (non-unique) isomorphism. On the other hand,
if W(E) is split, that is, if E is semisimple, then all desimplifying short
exact sequences are split.

Altogether, using the short exact sequencesW(E) we can distinguish
four types of non-simples:

(i) W(E) is non-split, K ≇ Q
(ii) W(E) non-split, K ∼= Q

(iii) W(E) split, K ≇ Q
(iv) W(E) split, K ∼= Q.

We stratify the moduli stack M2 according to these four cases.
Let S̈ ⊆ S be the image of the direct-sum morphism

⊕ : Ms
1 ×Ms

1 −→ S

(K,Q) 7−→ K⊕Q.

This locus parametrises those non-simples admitting a split desim-
plifying short exact sequence. Denote the complement of S̈ in S by
S̄. The stack S̄ parametrises those non-simple objects with non-split
desimplifying short exact sequence.
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These are two new loci that we intersect with the strata Y and Z to
obtain our final stratification. Set

Ȳ = Y∩ S̄, Z̄ = Z∩ S̄,

Ÿ = Y∩ S̈, Z̈ = Z∩ S̈.

This defines the stratification

M2 = Ms
2 ⊔ Ȳ⊔ Ÿ⊔ Z̄⊔ Z̈

that we ultimately use to compute the E-series of M2.

2.2.4 The stack of short exact sequences

Let X be the stack of short exact sequences

0 K E Q 0

←→ ←→ ←→ ←→

where K,Q are simple objects of class v. The following convolution
diagram relates X to the moduli stacks Ms

1 and M2.

X

Ms
1 ×Ms

1 S M2

←→q ←

→
p

←↩ →

In the diagram the morphism q : X→Ms
1 ×Msts

1 maps a short exact
sequence to the pair consisting of the quotient object and the subobject

q(K ↪→ E→→ Q) = (Q,K).

The morphism p : X→M2 maps a short exact sequence to the middle
term

p(K ↪→ E→→ Q) = E.

An extension of two objects of class v is necessarily not simple, thus
the morphism p indeed factors through S.

Let Ẍ ⊆ X be the closed substack of split short exact sequences and
let X̄ ⊆ X be its complement, which is the open substack of non-split
short exact sequences. To compute the E-series of Ẍ and X̄ we identify
X as the total space of the truncated RHom complex over (Ms

1)
×2 and

Ẍ as its zero-section.

Aside on total spaces of two-term complexes

Let B be a finite type Artin stack with affine stabilisers and let F be
a coherent sheaf on B. Recall that the total space of F is the relative
spectrum of the symmetric algebra SymB(F∨),

TotB(F) = SpecB(SymB(F∨)) −→ B.
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Let F• = F−1 d→ F0 be a two-term complex of coherent sheaves on
B. Define the total space TotB(F•) associated to the two-term complex
F• explicitly as follows. For every morphism u : U→ B from an affine
scheme U we define

TotB(F•)(U) =

{
objects = H0(U,u∗F•)(U)

morphisms = H−1(U,u∗F•)(U)

}
.

Interpreting d : F−1 → F0 as an action of the group stack TotB(F−1)

on the stack TotB(F0) we have the description

TotB(F•) = TotB(F0)/TotB(F−1).

A chain map F• → G• of two-term complexes of coherent sheaves
which is a quasi-isomorphism induces an isomorphism of total spaces

TotB(F•)
∼=→ TotB(G)•.

In general the total space TotB(F•) need not be an Artin stack.
However, if F−1 is locally free, then TotB(F•) is an Artin stack with
affine stabilisers ([LM00, page 143]).

The zero-section of the total space TotB(F•) is the closed immersion

TotB(ker(d)[1]) = TotB(τ⩽−1F•) ↪−→ TotB(F•).

where τ⩽i denotes the standard truncation.

Lemma 2.20. Suppose F• = F−1 → F0 is a two-term complex of coherent
sheaves which is quasi-isomorphic to a complex of locally free sheaves with
amplitude non-positive degrees. Then

[TotB(F•)] = [B]qχ(F)

If B has the resolution property, then every two-term complex of
coherent sheaves satisfies the assumption. See [Tho87; Tot04; Gro17]
for general criteria for stacks to have the resolution property.

Proof. Up to stratifying with respect to an open cover, we can assume
without loss of generality that there is a resolution E• → F• such
that Ei ∼= OniB are trivial vector bundles and Ei = 0 for i > 0. Taking
inspiration from the proof of [GHS14, Lemma 3.3] we stratify further
along loci Zr1,r2 for which the differential d−iE of E• has constant rank
ri for i = 1, 2. Along the strata Zr1,r2 , the truncation τ⩾−1E , which
is quasi-isomorphic to E•, is a two-term complex of vector bundles.
After applying [GHS14] to this complex, we deduce the result by
consolidating the stratifications.

We compute the E-polynomial of the complement of the zero-section
via the cut-and-paste relation.

Let (Q,K) be the tautological pair of objects over (Ms
1)
×2. We have

the tautological Hom-sheaf Hom(Q,K) on (Ms
1)
×2, defined as follows.
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For every morphism t : U → (Ms
1)
×2 out of an affine scheme U the

coherent sheaf t∗Hom(Q,K) is defined to be the sheaf associated to
the coherent sheaf HomAU(t

∗Q, t∗K) on U. We define the complex
of coherent sheaves RHom(Q,K) similarly (see Definition 3.29 for a
completely precise definition).

Lemma 2.21. The edge term morphism q : X→ (Ms
1)
×2 is isomorphic to

the total space on (Ms
1)
×2 of the two-term complex

τExt = τ⩽0RHom(Q,K)[1]. (2.9)

Under this isomorphism Ẍ ↪→ X is the zero-section and X̄ is its complement.

Proof. See Proposition 3.28.

2.2.5 The locus of non-split desimplifying short exact sequences

Over the non-split locus S̄ the middle-term morphism p is an isomor-
phism.

Lemma 2.22. The morphism of stacks mapping a non-semisimple object to
its desimplifying short exact sequence

W : S̄ −→ X̄

E 7−→W(E)

is an isomorphism with inverse given by the projection to the middle term
p : X→ S.

Consider the four Cartesian squares

XU X XD

U (M1)
×2 D

(M1)
×2 ∖∆(M1) (M1)

×2 M1,

←↩ →

←→ qU

←→ q
←↩→

←→qD

←→

←↩ →

←→

←↩→

←→

←↩ → ←↩→∆

where ∆ :M1 → (M1)
×2 is the diagonal. The stack U parametrises

pairs of non-isomorphic simple objects of class v. Whereas the stack D

parametrises pairs of isomorphic simple objects of class v.
There are isomorphisms of stacks

U ∼= ((M1 ×M1)∖∆(M1))/G2m,

D ∼=M1/G2m.

Thus their E-series are

E(U) =
E(M1)

2 − E(M1)

(q− 1)2
,

E(D) =
E(M1)

(q− 1)2
.
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By Lemmas 2.22 and 2.21 we have for the non-split loci of the stack
of short exact sequences

Ȳ ∼= X̄U
∼= XU ∖ (XU ∩X0),

Z̄ ∼= X̄D
∼= XD ∖ (XD ∩X0).

Thus to compute the E-series of Ȳ and Z̄ it remains to compute the
E-series of X̄U and X̄D.

We show that over the loci D and U the complex of sheaves τExt is
in fact quasi-isomorphic to a complex of vector bundles. Lemma 2.20

then enables us to compute the E-series of X̄D and X̄U.

Lemma 2.23. The restriction of the complex τExt to U is quasi-isomorphic to
a rank 2g− 2 vector bundle supported in degree 0. Hence, by Lemma 2.20,

E(Ȳ) =
(E(M1)

2 − E(M1))(q
2g−2 − 1)

(q− 1)2
.

Proof. For all non-isomorphic simple objects of class v L1,L2 we have

Hom(L1,L2) = 0 and dim Ext1(L1,L2) = 2g− 2.

Thus over U, the complex τExt is concentrated in degree 0. The rank of
the degree 0 term is constant and equal to 2g− 2. Since M1 is smooth
we deduce the lemma.

Lemma 2.24. The degree −1 cohomology of the restriction of the complex
τExt to D is a rank 1 vector bundle and the degree 0 cohomology is a rank 2g
vector bundle. Hence, by Lemma 2.20,

E(Z̄) =
E(M1)(q

2g − 1)

q(q− 1)2
.

Proof. For all simple objects L of class v we have

Hom(L,L) ∼= C and dim Ext1(L,L) = 2g.

Thus over D, the cohomology sheaf of the complex τExt in has constant
rank equal to 1 and has constant rank equal to 2g. As above, since M1

is smooth we deduce the lemma.

Corollary 2.25. By the cut-and-paste relation for S̄ = Ȳ∪ Z̄ we have

E(S̄) =
E(M1)

2

(q− 1)2
(q2g−2 + 1) +

E(M1)

q(q− 1)
(q2g−2 + 1).

2.2.5.1 The locus of semisimples

Over the split off-diagonal locus Ÿ the morphism p is a double cover:
a direct sum K⊕Q with non-isomorphic summands, arises as the
middle term of precisely two different (isomorphism classes of) short
exact sequences with edge terms simple objects of class v.
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Lemma 2.26. There is a commutative diagram whose horizontal maps are
isomorphisms

((M1)
×2 ∖∆(M1))/G2m p−1(Ÿ)

(((M1)
×2 ∖∆(M1))/G2m)/(Z/2) Ÿ

← →
∼=

h

←→ ←→ p

← →
∼=̃

h

where the Z/2-action on ((M1)
×2 ∖∆(M1))/G2m is induced by the Z/2-

actions on (M1)
×2 and G2m given by swapping the two factors. Thus

E(Ÿ) =
qE(Sym2(M1)) + E(Λ2[M1])

(q− 1)2(q+ 1)
−

qE(M1)

(q− 1)2(q+ 1)
.

Proof. The stack p−1(Ÿ) is the stack of split short exact sequences

0 K E Q 0

←→ ←→ ←→ ←→

such that K and Q are non-isomorphic simple objects of class v. The
morphism h maps a pair (Q,K) to the short exact sequence

0 K K⊕Q Q 0.←→ ←→ ←→ ←→

A (quasi-)inverse is induced from the projection π−1(Ÿ) → U →
(Ms

1) ∖ ∆(Ms
1). There is a Z/2-action on the stack π−1(Ÿ) which

swaps the roles of subobject and quotient in the split short exact
sequence and Ÿ ∼= π−1(Ÿ)/(Z/2). Under the isomorphism h this
agrees with the Z/2-action on ((Ms

1)
×2 ∖∆(Ms

1))/G
2
m. Thus we have

the desired diagram.
By the cut-and-paste relation we have

E((((M1)
×2 ∖∆(M1))/G2m)/(Z/2)) =

= E(Sym2(M1/Gm)) − E((∆(M1)/G2m)/(Z/2)).

The G2m-action and Z/2-action on ∆(M1) are trivial, hence

(∆(M1)/G2m)/(Z/2) ∼=M1 × (BGm)2/Z/2 ∼=M1 × Sym2(BGm).

The required expression for E(Ÿ) follows from Lemma 2.11.

Over Z̈ the morphism p is the Zariski-locally trivial P1-fibration
given by the quotient morphismM1/B→M1/GL2, where B ⊆ GL2
is the subgroup of upper-triangular matrices.

Lemma 2.27. The split diagonal locus Z̈ is isomorphic to the quotient stack
M1/GL2. Thus

E(Z̈) =
E(Ms

1)

q(q− 1)2(q+ 1)
.
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Corollary 2.28. By the cut-and-paste relation for S̈ = Ÿ∪ Z̈ we have

E(S̈) =
qE(Sym2(M1)) + E(Λ2[M1])

(q− 1)2(q+ 1)
−

E(M1)

q(q− 1)
.

Theorem 2.29. We have

E(M2) = E(Ms
2) +

q2g−1 + q2g−2 − 1

(q− 1)2(q+ 1)
E(Sym2(M1))

+
q2g−1 + q2g−2 − q

(q− 1)2(q+ 1)
E(Λ2[M1]) +

q2g−2E(M1)

(q− 1)
.

Thus

E(BPS2) = E(Ms
2) − E(Sym2(Hc(M1)⊗H•c(BGm)⊗L1−g))

=
E(Ms

2)

q4g−3
+

E(P2g−3)
q4g−3(q+ 1)

E(Sym2(M1))

+
E(P2g−3)

q4g−4(q+ 1)
E(Λ2[M1])

+
E(M1)

q2g−1
.

(2.10)

Proof. First using Corollaries 2.25 and 2.28 we gather the terms which
are linear in E(M1).

E(S) = E(S̄) + E(S̈)

=
E(M1)

2

(q− 1)
E(P2g−3) +

qE(Sym2(M1)) + E(Λ2[M1])

(q− 1)2(q+ 1)

+
q2g−2E(M1)

(q− 1)

Using E(M1)
2 = E(Sym2(M1)) + E(Λ2[M1]) we have

E(S) =
E(M1)

2

(q− 1)
E(P2g−3) +

qE(Sym2(M1)) + E(Λ2[M1])

(q− 1)2(q+ 1)

+
q2g−2E(M1)

(q− 1)

=
q2g−1 + q2g−2 − 1

(q− 1)2(q+ 1)
E(Sym2(M1))

+
q2g−1 + q2g−2 − q

(q− 1)2(q+ 1)
E(Λ2[M1]) +

q2g−2E(M1)

(q− 1)
.

By the cut-and-paste relation E(M2) = E(Ms
2) + E(S) we have

E(M2) = E(Ms
2) +

q2g−1 + q2g−2 − 1

(q− 1)2(q+ 1)
E(Sym2(M1))

+
q2g−1 + q2g−2 − q

(q− 1)2(q+ 1)
E(Λ2[M1]) +

q2g−2E(M1)

(q− 1)
.
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Multiply E(M2) by q4(1−g) and subtract

E(Sym2(Hc(M1)⊗L−g ⊗H•c (BGm)⊗L)) =

=
E(Sym2(M1))

q2g−3(q− 1)2(q+ 1)
+

E(Λ2[M1])

q2g−2(q− 1)2(q+ 1)

to deduce the required expression for q
q−1E(BPS2).

2.2.6 Comparison to intersection cohomology

We recall Mauri’s computation of the intersection cohomology of the
good moduli spacesM2.

Proposition 2.30 ([Mau21, Theorem 1.3]).

IE(M2) = E(M2) +
q2g−4 − 1

q2 − 1

(
q2E(Sym2(M1)) + qE(Λ2[M1])

)
+ q2g−2E(M1)

Proof. The identity follows from [Mau21, Theorem 1.3], which is ap-
plicable by the stable isosingulariy of the moduli spaces M2 (Re-
mark 2.17).

The form we give here follows from the equalities

E(Σι)+ = E(Sym2(M1))

E(Σι)− = E(Λ2[M1])

which themselves are deduced by considering the ramified double
cover

Σι =M1 ×M1 → Sym2(M1) ∼= Σ.

Theorem 2.31. We have

E(M2)

q4g−4
=

1

q4g−3
E(IH•c(M2))E(H•c (BGm)⊗L)

+
1

q2g
E(Λ2(H•c (M1)))E(H•c (BGm)⊗L)

+
1

q2g
E(Sym2(H•c (M1)⊗H•c (BGm)⊗L)).

Proof. By Proposition 2.30 we have

IE(M2) = E(M2) +
q2g−4 − 1

q2 − 1

(
q2E(Sym2(M1)) + qE(Λ

2[M1])
)

+ q2g−2E(M1)

= E(Ms
2) +

q2g−2 − 1

q2 − 1
E(Sym2(M1)) +

q(q2g−4 − 1)

q2 − 1
E(Λ2[M1])

+ q2g−2E(M1)
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where in the second line we use E(M2) = E(Ms
2) + E(Sym2(M1)).

We shift by L4(g−1)+1 (i.e. divide by q4g−3) and add

E(Λ2([M1]⊗L−g)) = q−2gE(Λ2[M1])

to obtain

IE(M2)

q4g−3
+
E(Λ2[M1])

q2g
=
E(Ms

2)

q4g−3
+

q2g−2 − 1

q4g−3(q2 − 1)
E(Sym2(M1))

+
q2g−2 − 1

q4g−4(q2 − 1)
E(Λ2[M1]) +

E(M1)

q2g−1
.

(2.11)

The RHS of (2.11) is equal to the RHS of (2.10) in Theorem 2.29. Thus

E(M2)

q4g−4
=
E(IH•c(M2))

q4g−3
E(H•c (BGm)⊗L)

+
1

q2g
E(Λ2[Ms

1])E(H
•
c (BGm)⊗L)

+
1

q2g
E(Sym2(H•c (Ms

1)⊗H•c(BGm)⊗L)).

2.3 application to χ-independence checks

Gopakumar–Vafa invariants ng,β as defined by Maulik–Toda [MT18]
are enumerative invariants of one-dimensional sheaves F on a Calabi–
Yau 3-fold X, which a priori depend on the full Chern character ch(F) =
(0, 0,β,χ) of F. The Gopakumar–Vafa invariants ng,β are expected to
only depend on the curve class β, i.e., we expect independence of the
Euler-characteristic χ, see [MT18, Section 3.3] for more details.

For a curve C, respectively a K3 surface S, by considering the local
curve T∗C × A1, respectively, the local surface S × A1 one defines
Gopakumar–Vafa invariants for Higgs bundles on C, respectively for
the K3 surface S, for which χ-independence should hold.

Similarly, BPS cohomology (when defined) for one-dimensional
sheaves on X is expected to be independent of the Euler characteristic.
In fact, χ-independence for BPS cohomology conjecturally implies
χ-independence for Gopakumar–Vafa invariants. In this section we
show how the formula of Theorem 2.31 can be applied to check χ-
independence for E-polynomials of BPS cohomology.

For work on χ-independence phenomena for BPS-invariants see
[COW21; MS23; Mel20; KK21].

2.3.1 Higgs bundles

Let C be a complex smooth connected projective curve of genus g ⩾ 2.
We consider the moduli problem of semistable Higgs bundles on C.
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As in the introduction MDol
r,d is the moduli stack of rank r degree d

Higgs bundles and MDol
r,d is the coarse moduli space. Let BPSDol

r,d be
the BPS cohomology. The BPS cohomology is well-defined by [KK21,
Theorem 5.16].

We aim to explicitly check E(BPSDol
2,1 ) = E(BPSDol

2,0 ), which is al-
ready known by [KK21, Corollary 5.15] (where cohomological χ-
independence is shown in general for Gopakumar–Vafa invariants of
local curves).

2.3.1.1 Rank 2 degree 0 BPS cohomology

Combining Theorem 2.29 and the computation of the E-polynomial
of the stable locus E(MDol,s

2,0 ) in [KY08, Theorem 3.7] we determine
the E-polynomial E(BPSDol

2,0 ) in terms of the genus g. We then simplify
the expression to make apparent the equality to E(BPSDol

2,1 ), which is
determined below.

The E-polynomial in [KY08, Theorem 3.7] is for the stable locus
of the moduli space of SL2-Higgs bundles. We apply the method
explained in [Mau21, Section 4.2] to convert the E-polynomial from
the SL2-Higgs bundles case to the GL2-Higgs bundles case that we
use.

Let Jac(C) be the Jacobian of the curve C. As a first step write
E(MDol,s

2,0 ) so that the contribution of E(Jac(C)) = (1− u)g(1− v)g is
clear.

E(Mst
2,0)

q4g−3
= E(Jac(C))

(
(1− u2v)g(1− uv2)g − qg+1E(Jac(C))

(q− 1)2(q+ 1)

)
+

1

(q− 1)(q+ 1)
(qE(Λ2[Jac(C)]) + E(Sym2(Jac(C))))

+
(qg − 1)(qg−1 − 1)

q2g−3(q− 1)(q+ 1)
E(Sym2(Jac(C)))

+
(qg−1 − 1)(qg−2 − 1)

q2g−2(q− 1)(q+ 1)
E(Λ2[Jac(C)])

+
(qg−1 − 1)(qg−2 − 1)

qg−2(q− 1)
(E(Jac(C))2 − E(Jac(C)))

+
(qg − 1)(qg−1 − 1)

qg−1(q− 1)
E(Jac(C)) +

1

2
E(Jac(C))

(
(1− u)g−1(1− v)g−1

+ (1+ u)g−1(1+ v)g−1 − 2qg−1
)

+ E(Jac(C))
(
qg−1E(Jac(C))
(q− 1)2(q+ 1)

−
(1+ u)g−1(1+ v)g−1(1− u)(1− v)

4(q+ 1)

−
g− 1

2

(u+ v− 2uv)(1− u)g−1(1− v)g−1

q− 1

−
4g− 7

4

E(Jac(C))
q− 1

−
qE(Jac(C))
2(q− 1)2

)
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Now separately gathering terms with factors E(Jac(C))2, and a single
factor of E(Jac(C)) = (1− u)g(1− v)g we have

E(Mst
2,0)

q4g−3
=

(
1− qg−1

qg−2(q− 1)
−
4g− 3

4(q− 1)
−

q

2(q− 1)2

)
E(Jac(C))2

+
1

(q− 1)(q+ 1)
(qE(Λ2[Jac(C)]) + E(Sym2(Jac(C))))

+
(qg − 1)(qg−1 − 1)

q2g−3(q− 1)(q+ 1)
E(Sym2(Jac(C)))

+
(qg−1 − 1)(qg−2 − 1)

q2g−2(q− 1)(q+ 1)
E(Λ2[Jac(C)])

+

(
(1− u2v)g(1− uv2)g

(q− 1)2(q+ 1)

−
(qg−1 − 1)(qg−2 − 1)

qg−2(q− 1)

+
(qg − 1)(qg−1 − 1)

qg−1(q− 1)

+
1

2

(
(1− u)g−1(1− v)g−1

+ (1+ u)g−1(1+ v)g−1 − 2qg−1
)

−
(1+ u)g−1(1+ v)g−1(1− u)(1− v)

4(q+ 1)

−
g− 1

2

(u+ v− 2uv)(1− u)g−1(1− v)g−1

q− 1

)
E(Jac(C))

Substituting into (2.10) and gathering the E(Sym2(Jac(C))) and E(Λ2[Jac(C)])
terms we have

E(BPSDol
2,0 ) =

(
−q4g−1 − q4g−2 + q3g + q3g−1

q4g−3(q− 1)(q+ 1)

−
4g− 3

4(q− 1)
−

q

2(q− 1)2

)
E(Jac(C))2

+
q4g−1 + q4g−2 + q4g−3 − q3g − q3g−1

q4g−3(q− 1)(q+ 1)
E(Sym2(Jac(C)))

+
q4g−1 + 2q4g−2 − q3g − q3g−1

q4g−3(q+ 1)(q− 1)
E(Λ2[Jac(C)])

+

(
(1− u2v)g(1− uv2)g

(q− 1)2(q+ 1)

+
1

2

(
(1− u)g−1(1− v)g−1 + (1+ u)g−1(1+ v)g−1

)
−

(1+ u)g−1(1+ v)g−1(1− u)(1− v)

4(q+ 1)

−
g− 1

2

(u+ v− 2uv)(1− u)g−1(1− v)g−1

q− 1

)
E(Jac(C))

where two E(Jac) terms cancel with the contribution E(Ms
1,0)/q

2g−1 =

E(Jac(C))/qg−1.
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Using the identity E(Jac(C))2 = E(Λ2[Jac(C)]) + E(Sym2(Jac(C)))
cancels out the first E(Jac(C))2 term.

E(BPSDol
2,0 ) =

(
−
4g− 3

4(q− 1)
−

q

2(q− 1)2

)
E(Jac(C))2

+
1

(q− 1)(q+ 1)
E(Sym2(Jac(C)))

+
q

(q+ 1)(q− 1)
E(Λ2[Jac(C)])

+

(
(1− u2v)g(1− uv2)g

(q− 1)2(q+ 1)

+
1

2

(
(1− u)g−1(1− v)g−1 + (1+ u)g−1(1+ v)g−1

)
−

(1+ u)g−1(1+ v)g−1(1− u)(1− v)

4(q+ 1)

−
g− 1

2

(u+ v− 2uv)(1− u)g−1(1− v)g−1

q− 1

)
E(Jac(C))

Expanding

E(Λ2[Jac(C)]) =
1

2
(1− u)g(1− v)g

(
(1− u)(1− v)(1− u)g−1(1− v)g−1

− (1+ u)(1+ v)(1+ u)g−1(1+ v)g−1
)

E(Sym2(Jac(C))) =
1

2
(1− u)g(1− v)g

(
(1− u)(1− v)(1− u)g−1(1− v)g−1

+ (1+ u)(1+ v)(1+ u)g−1(1+ v)g−1
)

and combining with the second, third and fourth E(Jac(C)) terms
yields

E(BPSDol
2,0 ) =

(1− u)g(1− v)g(1− u2v)g(1− uv2)g

(q2 − 1)(q− 1)

+ (1− u)g(1− v)g
(
−

(1+ u)g(1+ v)g

4(q+ 1)

−
g

2

(u+ v− 2uv)(1− u)g−1(1− v)g−1

q− 1

−
4g− 3

4

(1− u)g(1− v)g

q− 1
−
1

2

q(1− u)g(1− v)g

(q− 1)2

)
.

(2.12)
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2.3.1.2 Rank 2 degree 1 BPS cohomology

In degree 1 the BPS cohomology is the shifted cohomology of the rank
2 degree 1 coarse moduli space. A formula for its E-polynomial can
be extracted from [GHS14, Appendix] and is given by

E(BPSDol
2,1 ) =

E(M2,1)

q4g−3

= E(Jac(C))
(
(1− u2v)g(1− uv2)g − qgE(Jac)

(q2 − 1)(q− 1)

+

g−1∑
d=1

E(Sym2g−2d−1(C))
)

=
(1− u)g(1− v)g(1− u2v)g(1− uv2)g

(q2 − 1)(q− 1)

−
qg(1− u)2g(1− v)2g

(q2 − 1)(q− 1)

+ (1− u)g(1− v)g
g−1∑
d=1

[
(1− ut)g(1− vt)g

(1− t)(1− qt)

]
t2g−2d−1

where [−]tk extracts the coefficient of tk. The third equality follows
from Macdonald’s computation of the cohomology of symmetric pow-
ers of curves [Mac62]. We evaluate

g−1∑
d=1

[
(1− ut)g(1− vt)g

(1− t)(1− qt)

]
t2g−2d−1

=
qg(1− u)g(1− v)g

(q− 1)2(q+ 1)

−
(1+ u)g(1+ v)g

4(q+ 1)
−
g

2

(u+ v− 2uv)(1− u)g−1(1− v)g−1

q− 1

−
4g− 3

4

(1− u)g(1− v)g

q− 1
−
1

2

q(1− u)g(1− v)g

(q− 1)2

following Hitchin [Hit87, Proof of Theorem 7.6] (see also [KY08, Sec-
tion 3.3]). Altogether we have

E(BPSDol
2,1 ) =

(1− u)g(1− v)g(1− u2v)g(1− uv2)g

(q2 − 1)(q− 1)

−
qg(1− u)2g(1− v)2g

(q2 − 1)(q− 1)

+ (1− u)g(1− v)g
(
qg(1− u)g(1− v)g

(q− 1)2(q+ 1)

−
(1+ u)g(1+ v)g

4(q+ 1)

−
g

2

(u+ v− 2uv)(1− u)g−1(1− v)g−1

q− 1

−
4g− 3

4

(1− u)g(1− v)g

q− 1

−
1

2

q(1− u)g(1− v)g

(q− 1)2

)
.
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This simplifies slightly to

E(BPSDol
2,1 ) =

(1− u)g(1− v)g(1− u2v)g(1− uv2)g

(q2 − 1)(q− 1)

+ (1− u)g(1− v)g
(
−

(1+ u)g(1+ v)g

4(q+ 1)

−
g

2

(u+ v− 2uv)(1− u)g−1(1− v)g−1

q− 1

−
4g− 3

4

(1− u)g(1− v)g

q− 1

−
1

2

q(1− u)g(1− v)g

(q− 1)2

)
,

which agrees with the expression (2.12) for E(BPSDol
2,0 ).

2.3.1.3 Betti side

Via non-Abelian Hodge theory for stacks, as developed in [Dav23a],
one similarly expects a χ-independence phenomenon on the Betti side.

Since gcd(2, 1) = 1, we have E(BPSBetti
2,1 ) = q3−4gE(MBetti

2,1 ). The E-
polynomial E(MBetti

2,1 ) was determined in [HR08, Corollary 3.6.1] and
the intersection E-polynomial IE(MBetti

2,0 ) was determined in [Mau21,
Theorem 1.4]. Using Theorem 2.29 one can directly check E(BPSBetti

2,0 ) =

E(BPSBetti
2,1 ).

2.3.2 Sheaves on K3 surfaces

We can reinterpret some results in [dCRS21] as a cohomological χ-
independence check for sheaves on K3 surfaces.

Let S be a K3 surface. Let H be a sufficiently general polarization
of S. Suppose (S,H) is of genus 2, i.e., the curves in the linear system
|H| are of genus 2. Let v ∈ H•alg(S,Z) be a primitive Mukai vector with
v2 = 2. Consider the moduli stack and moduli spaces of H-Gieseker-
semistable sheaves MH-sst

S,2v ,MH-sst
S,2v , andMH-sst

S,v .
Let OG10 be O’Grady’s ten-dimensional sporadic example of a

hyper-Kähler manifold. By [dCRS21, Lemma 4.1.3] we have

IE(MH-sst
S,2v ) = E(OG10) − qE(Sym2(MH-sst

S,v )) − q3H(MH-sst
S,v ).

and by (2.10) we have

E(BPSS,2v) =
E(OG10)
q5

−
Eu2,v2(MH-sst

S,v )

q4
−

E(MH-sst
S,v )

q2
. (2.13)

Pick a primitive Mukai vector w ∈ Halg(S,Z) satisfying w2 = 4 =

(2v)2. The moduli spaceMH-sst
S,w is smooth and deformation equivalent

to the Hilbert scheme of 5 points on a K3 surface.
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Corollary 2.32. Suppose the cohomological integrality conjecture is true for
AH-sst

Coh(S),v, then
E(BPSS,2v) = E(BPSS,w).

Proof. By definition we have E(BPSS,w) = q
−5E(MH−ss

S,w ). By [dCRS21,
Proposition 6.1.2] and (2.13) we have E(BPSS,2v) = q

−5E(MH−ss
S,w ).

Therefore, the polynomial E(BPSS,2v) is determined by the Hodge
numbers ofMH-sst

S,w , which are recorded in [dCRS21, (103)].

Remark 2.33. If we assume the χ-independence conjecture for BPS
cohomology, then equation (2.13) (which follows from a simple ap-
plication of the decomposition theorem [dCRS21, Lemma 4.1.3] and
Theorem 2.29) together with χ-independence, yields a conjectural
computation of the Hodge numbers of OG10.
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M O D U L I O F O B J E C T S I N C A L A B I – YAU C AT E G O R I E S

“Take stock of who we are, and what we have, and then
use it for good.”

— Ann Napolitano, Dear Edward

The purpose of this chapter is to make precise the notion of a 2-
Calabi–Yau Abelian category with a good moduli theory which we
have so far been using rather loosely. In order to make a sufficiently
general definition there needs to be an according amount of general
build-up.

Throughout we keep two running examples: categories of preprojec-
tive representations of a quiver and the categories of coherent sheaves
on symplectic surfaces.

3.1 dg categories

For most of the basics on dg categories we follow Keller’s survey
[Kel06].

A differential graded (or dg) category is a category enriched in cochain
complexes of C-vector spaces. This means that a dg category D is the
data of a class of objects Ob(D), for every pair of objects a,b ∈ Ob(D)

there is a chain complex

Hom∗D(a,b) : . . . −→ HomiD(a,b) d=d
i

−→ Homi+1D (a,b) −→ . . .

called the Hom complex of a to b, and for every triple of objects a,b, c ∈
Ob(D) there is an associative composition rule

◦ : Hom∗D(b, c)⊗Hom∗D(a,b) −→ Hom∗D(a,b)

which is a morphism of chain complexes. Here the tensor product ⊗
is taken in the category of chain complexes.

To a dg category D we associate the homotopy category H0(D)

which has the same objects as D and morphisms HomH0(D)(a,b) :=
H0(HomD(a,b)).

Given two dg categories D and D ′ we define the tensor product dg
category D ⊗D ′ to be the dg category with objects given by pairs of

43
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objects (a,a ′) ∈ D ×D ′ and morphism complexes given by the ten-
sor product of complexes HomD⊗D ′((a,a ′), (b,b ′)) := HomD(a,a ′)⊗
HomD ′(b,b ′).

A functor F : D → D ′ between two dg categories is a dg functor if
for all a,b ∈ D , the map Fa,b : HomD(a,b)→ HomD(F(a), F(b)) is a
chain map. The functor dg category dg Fun(D , D ′) from a dg category
D to a dg category D ′ has objects given by functors F : D → D ′.

A dg functor F : D → D ′ is a quasi-equivalence if it is a pointwise
quasi-isomorphism and the induced functor on the homotopy cate-
gories H0(F) : H0(D)→ H0(D ′) is an equivalence of categories. The∞-category of dg categories is obtained by localising the category of
dg categories along quasi-equivalences.

To any dg category D we associate the dg category dgModD of left
D-dg modules as follows. The objects of dgModD are functors

W : D −→ dgvect.

The set of morphisms HomdgModD (W,W ′) is has a natural structure of
a complex induced from the object-wise complexes Homdgvect(W(a),W ′(a)).
The category of right D-dg modules dgModD := dgModDop

is the cate-
gory of left dg modules of the opposite dg category.

To any two dg categories D and D ′ we associate the dg category
of D-D ′-dg bimodules dgModD

D ′ := dgModD⊗(D ′)op
. The right Yoneda

embedding is the fully faithful dg functor

ΥD : D −→ dgModD

a 7−→ HomD(−,b)

The left Yoneda embedding is the fully faithful dg functor

ΥD : Dop −→ dgModD

a 7−→ HomD(a,−).

One can dg-localise by inverting sets of morphisms and take dg-
quotients by annihilating sets of objects, see [Kel06, §4.4].

The category D(vect) obtained by inverting quasi-isomorphisms in
the homotopy category H0(dgvect) is a triangulated category with
distinguished triangles given by images of cone complexes in H0(vect)

W W ′ cone(f) W[1].←→f ←→ ←→

The derived category D(D) of a dg category D is a triangulated
category with distinguised triangles given by pointwise cones. We
say a morphism of dg modules W → W ′ is a quasi-isomorphism if it
is a pointwise quasi-isomorphism of complexes W(a) → W ′(a), for
a ∈ Ob(D). The derived category D(D) is defined to be the category
obtained from the homotopy category H0(dgModD) of right D-dg
modules by formally inverting quasi-isomorphisms.
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A functor F : D → D ′ of dg categories which induces an equivalence
of derived categories D(D ′)→ D(D) is called a Morita equivalence. Two
dg categories are Morita equivalent if there is a Morita equivalence
between them.

Definition 3.1 (An assortment of finiteness conditions).

(i) An object of an ∞-category C (or a model category C ) with
all homotopy colimits is homotopically finitely presented if for all
filtered direct systems Xi, i ∈ I in C the natural morphism

hocolim
i∈I

MapsC (Y,Xi) −→MapsC (Y, hocolim
i∈I

Xi)

is an equivalence.
(ii) A dg algebra is a dg category with a single object. A homotopically

finitely presented dg algebra is a homotopically finitely presented
object in the category of dg algebras dgalg. Equivalently, a dg
algebra is homotopically finitely presented if it is the retract
in the homotopy category of the category of dg algebras of a
dg algebra which as a noncommutative algebra is generated by
finitely many variables x1, . . . , xn for which the differentials dxi
belong to the subalgebra generated by the variables x1, . . . , xi−1,
see [Kel06, §4.9].

(iii) A perfect (right) dg module is a homotopically finitely presented
object in D(D). We denote the subcategory of perfect modules by
Perf(D) ⊆ D(D). It is equivalently defined as the closure of the
essential image of the Yoneda embedding ΥD under triangles,
shifts, and summands.

(iv) A dg category D is of finite type if it is derived Morita equivalent
to a homotopically finitely presented dg algebra.

(v) We say D is proper if the total dimension of the Hom complexes
HomD(a,b) is finite.

(vi) We say D is smooth if the diagonal bimodule

D : D ⊗Dop −→ dgvect

(a,b) 7−→ HomD(a,b)

is a perfect bimodule.

We recall some terminology of derived categories. An object a ∈ T of
a triangulated category T is compact if HomT (a,−) commutes with
direct sums. A set of objects {Ei} ⊆ T generates T if the smallest
thick triangulated subcategory of T containing {Ei} is T itself. A
triangulated category T has a compact generator if a compact object
generates T . We say that a dg category D is pre-triangulated if its
essential image in its derived category D(D) under the right Yoneda
embedding is a triangulated subcategory.

(vii) A dg category D has a compact generator if its derived category
D(D) is generated as a triangulated category by a compact object.
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(viii) We call a dg category D is geometric if it is smooth, proper,
pre-triangulated, and has a compact generator.

Remark 3.2. The terminology ‘geometric’ is not standard terminology.
In [TV07] the authors call the same notion ‘saturated’. The motivation
for the term we use here comes from Theorem 3.15 (iv).

Remark 3.3. What we have called ‘(homotopically) finitely presented’
is sometimes called ‘compact’. Unfortunately this is a different no-
tion of compactness than the notion of compactness for triangulated
categories recalled above.

Remark 3.4. Every finite type dg category is smooth [TV07, Propo-
sition 2.14]. Every smooth and proper dg category is of finite type
[TV07, Corollary 2.13].

Example 3.5 (The derived preprojective algebra). Let Q be a quiver.
The derived preprojective algebra G2(Q) of Q is defined to be the

dg algebra generated in degree zero by the path algebra CQ of the
doubled quiver Q and generated in degree −1 by a generator ϵi for
each vertex i ∈ Q0. The differential d of G2(Q) is determined by
setting

d(ϵi) := ei

 ∑
a∈Q1

[a,a∗]

 ei
where ei is the lazy path at the vertex i. The zeroeth cohomology of
the derived preprojective algebra is isomorphic to the preprojective
algebra

ΠQ ∼= H0(G2(Q)).

G2(Q) is quasi-isomorphic to ΠQ if and only ifQ is not of ADE Dynkin
type [CEG07, §8.2].

By construction, the dg algebra G2(Q) is homotopically finitely
presented and proper. Smoothness of G2(Q) follows from Remark 3.4.
It follows from [TV07, Lemma 2.6] that the category of perfect right
G2(Q)-dg modules Perf(G2(Q)) is geometric.

Example 3.6 (The derived category of an Abelian category). Given an
Abelian category A we define the dg category Ch(A ) of chain com-
plexes in A to be the category with objects given by chain complexes in
A and where the degree i part of Hom-complexes HomCh(A )(A

∗,B∗)
are given by degree i graded homomorphisms A∗ → B∗. The sub-
category of bounded chain complexes Chb(A ) ⊆ Ch(A ) is a full dg
subcategory.

The homotopy category of A is the homotopy category H0(Ch(A ))

(which is triangulated) and the derived category D(A ) of A is the
localisation of H0(Ch(A )) along quasi-isomorphisms. A dg enhance-
ment D(A ) of D(A ) is given by the dg localisation of Ch(A ) along
quasi-isomorphisms.
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The bounded derived category Db(A ) of A is the localisation of
H0(Chb(A )) along quasi-isomorphisms and it has a dg enhance-
ment D(A ) which is the dg localisation of Chb(A ) along quasi-
isomorphisms.

Example 3.7 (The category of perfect complexes on a smooth projective
variety.). Let X be a smooth projective variety. Denote by QCoh(X) the
category of quasicoherent sheaves on X. and we denote by Coh(X) the
category of coherent sheaves on X. Both are Abelian categories.

A perfect complex on X is a complex F∗ of coherent sheaves such
that there is an open cover X =

⋃
iUi so that the restrictions F∗ |Ui

are isomorphic in D(Ui) to bounded complexes of locally free sheaves.
Equivalently (see Corollary 2.3 and Proposition 2.5 in [Nee96]), a
perfect complex F∗ is a homotopically finitely presented object of
D(QCoh(X)).

The subcategory of perfect complexes Perf ′(X) ⊆ Ch(QCoh(X)) is
a dg category. We define Perf(X) to be the dg localisation of Perf ′(X)
along quasi-isomorphisms. The dg category Perf(X) is a dg enhance-
ment of the full triangulated subcategory DPerf(X) of D(X) consisting
of perfect complexes. Every coherent sheaf on a smooth projective
variety X is perfect (see e. g. [HL10, Proposition 2.1.10]). Therefore
DPerf(X) ≃ Db(Coh(X)).

Perf(X) is a geometric dg category by [TV07, Lemma 3.27]. In par-
ticular, compact generation is [BvdB03, Theorem 1.3.4].

Remark 3.8. It is psychologically helpful to know of [CS18, Theorems
A and B] which guarantee the existence and uniqueness (up to (chains
of) quasi-equivalences) of dg enhancements for derived categories
of Grothendieck Abelian categories and categories of homotopically
finitely presented objects therein. For example, the dg enhancements
of Db(X) and Perf(X) are unique.

3.2 calabi–yau dg categories

Homological invariants of dg categories

The Hochschild homology of a dg category D is defined by the formula

HH−∗(D) = H∗(D ⊗L
De D)

where De = Dop ⊗D is the “envelope” of D and ⊗L
De denotes the

derived tensor product in the category of D-bimodules. A model for
D ⊗L

De D is called a Hochschild chain complex and an explicit model
is given by the bar complex (CC∗(D),b) with

CC∗(D) =
⊕
p⩾0

⊕
a0,...,ap∈Ob(D)

HomD(ap,a0)⊗HomD(ap,ap−1)⊗ · · ·

⊗HomD(a0,a1)
(3.1)
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(a tensor fp ⊗ ·⊗ f0 ∈ CC∗(D) has degree p+
∑p
i=0 deg(fi)) and the

differential b : CCp(D) → CCp−1(D) defined for all fp ⊗ · · · ⊗ f0 ∈
HomD(ap,a0)⊗HomD(ap,ap−1)⊗ · · · ⊗HomD(a0,a1) by

b(fp ⊗ · · · ⊗ f0) = fp−1 ⊗ · · · ⊗ f0fp

+

p∑
i=1

(−1)ifp ⊗ · · · ⊗ fifi−1 ⊗ · · · ⊗ f0

We define various operators on the bar complex (3.1). Let

t : CC∗(D) −→ CC∗(D)

be the signed cyclic permutation of the tensor factors

t(fp ⊗ · · · ⊗ f0) = (−1)p+
∑p
i=1 deg(fi)f0 ⊗ fp ⊗ · · · ⊗ f1.

Define the norm operator N : CC∗(D) → CC∗(D) by N =
∑p
i=1 t

i.
Define s : CC∗(D) −→ CC∗+1(D) by

s(fp ⊗ · · · ⊗ f0) = ida0 ⊗ fp ⊗ · · · ⊗ f0

for all fp ⊗ · · · ⊗ f0 ∈ HomD(ap,a0)⊗ · · · ⊗HomD(a0,a1).
The Connes B-operator B : CC∗(D)→ CC∗+1(D) is defined by B =

(1− t)sNwhich explicitly is given for all fp⊗· · ·⊗ f0 ∈ HomD(ap,a0)⊗
· · · ⊗HomD(a0,a1) by

B(fp ⊗ · · · ⊗ f0) =
p∑
i=0

(−1)ip+∗(idai+1 ⊗ fi ⊗ · · · ⊗ fp ⊗ f0 ⊗ · · · ⊗ fi−1)

−(−1)ip+∗(fi−1 ⊗ idai+1 ⊗ fi ⊗ · · · ⊗ fp ⊗ f0 ⊗ · · · ⊗ fi−2),

where we have hidden Koszul signs in the symbol “∗”. The operator
B satisfies

B2 = 0

Bb− bB = 0.

Thus B endows the bar complex CC∗(D) with the structure of a k[δ]-dg
module, where δ has degree one (hence δ2 = 0).

Consider the k[δ]-dg module (C[δ][u],d) where u has homological
degree −2 and the differential d is determined by d(u) = −δ. We
define the negative cyclic complex of D to be

CC−
cyc(D) := HomdgModC[δ](C[δ][u], CC∗(D)). (3.2)

Since (C[δ][u],d) is quasi-isomorphic to C we have

CC−
cyc(D) ∼= RHomC[δ](C, CC∗(D)).

The homology of (3.2)

HC−
∗ (D) ∼= Ext∗C[δ](C, CC∗(D))
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is called the negative cyclic homology of D . Setting δ = 0 gives a mor-
phism of complexes

CC−
cyc,∗(D) −→ CC∗(D) (3.3)

and maps of graded vector spaces

HC−
∗ (D) −→ HH∗(D).

Dually, we define the cyclic complex of D to be

CCcyc(D) := C[δ][u]⊗C[δ] CC∗(D) ≃ C⊗L
C[δ] CC∗(D). (3.4)

The homology of (3.4)

HC∗(D) ∼= TorC[δ]∗ (C, CC∗(D))

is called the cyclic homology of D .
Setting δ = 0 gives us chain maps

CC∗(D) −→ CCcyc,∗(D)

and the induced map on homology

HH∗(D) −→ HC∗(D).

Remark 3.9. We recall the more conceptual definition of the negative
cyclic complex as in [Hoy18]. One observes that the bar complex
CC∗(D) (which is defined for any dg category) is a simplical module
with an additional cyclic symmetry. This endows the simplical module
CC∗(D) with the an action of the simplical set S1.

With this setup the negative cyclic complex (3.2) is a model for the
homotopy S1-fixed points of CC∗(D)

CC−
cyc,∗(D) ≃ CC∗(D)S

1

and the cyclic complex (3.4) is a model for the homotopy S1-orbits of
CC∗(D)

CCcyc,∗(D) ≃ CC∗(D)S1 .

Calabi–Yau structures

The main reference for this section is [BD19]. Many of the ideas in the
context of dg algebras originally appeared in [Gin07].

Let D be a dg category. We define D ! ∈ D(ModDe) to be the derived
dual of the diagonal bimodule D :

D ! := RHomDe(D , De).

If D is a smooth dg category, then there is a quasi-isomorphism (see
[BD19, Example 2.10])

D ⊗L
De D

≃−→ RHomDe(D !, D).
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Via (3.3) we obtain a morphism

♭ : CC−
cyc(D) −→ RHomDe(D !, D).

We define D∗ to be the ‘linear dual’ D-bimodule given by

D∗(a,b) := HomD(a,b)∗ = HomD(HomD(a,b),C).

If D is proper, there is a natural quasi-isomorphism (see [BD19, Exam-
ple 2.8])

♯ : RHomC(D ⊗L
De D ,C) ≃−→ RHomDe(D , D∨).

Definition 3.10. (i) Suppose D is a smooth dg category. A left n-
Calabi–Yau structure on D is a degree n negative cyclic cycle
σ ∈ CC−

cyc(D)n, i. e. a chain map

σ : C[n] −→ CC−
cyc(D),

such that the induced D-bimodule morphism

σ♭ : D ! −→ D [n]

is a quasi-isomorphism.
(ii) Suppose D is a proper dg category. A right n-Calabi–Yau structure

on D is a degree n cyclic cocycle ξ ∈ CCcyc(D)n, i. e. a chain
map

ξ : CCcyc(D) −→ C[n],

such that the induced D-bimodule morphism

ξ♯ : D −→ D∗[−n]

is a quasi-isomorphism.

Proposition 3.11 ([BD19, Theorem 3.1]). Let D be a smooth dg category
and P ⊆ D a proper full dg subcategory. Every left n-Calabi–Yau structure
on D induces a canonical right n-Calabi–Yau structure on P .

Example 3.12. Let X be a smooth quasi-projective variety. There is
a natural bijection between the set of left Calabi–Yau structures for
Perf(X) and the set of trivialisations ωX ∼= OX of the dualising sheaf.
This is [BD19, Proposition 5.12] for smooth schemes.

We refer to [BD19, §5] for more examples of dg categories with
Calabi–Yau structures.

Remark 3.13. There is a general procedure, due to Keller [Kel11], called
n-Calabi–Yau completion, canonically associating to any dg category D

an n-Calabi–Yau category Gn(D). The Calabi–Yau completion should
be thought of as a non-commutative shifted cotangent bundle: in
[BCS22] the authors show that the moduli stack of objects of an n-
Calabi–Yau completion Gn(D) is isomorphic (as a shifted symplectic
scheme) to a shifted cotangent bundle of the moduli stack of objects
of the original dg category D .
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3.3 moduli of objects

We recall the construction of moduli of objects in dg categories [TV07]
with an emphasis on moduli of objects in Abelian categories.

Definition 3.14. The derived moduli stack RMD of objects in a dg category
D is defined by its functor of points

RMD : dAffop −→ SSets

U 7−→Mapsdgcats(D
op, Perf(U)).

The restriction morphisms are induced from the pullback functors
f∗ : Perf(U ′) → Perf(U) for every morphism f : U → U ′ of derived
affine schemes.

Here SSets is the ∞-category of simplicial sets (a. k. a. ∞-groupoids)
and the mapping simplicial set Mapsdgcats(−,−) is taken in the ∞-
category with weak-equivalences given by quasi-equivalences. By
construction the assignment D 7→ RMD is contravariant in D .

The following theorem summarises the main properties of RMD

that we will use.

Theorem 3.15 (Properties of RMD ). Let D be a geometric dg category.

(i) The functor RMD is a locally geometric, locally of finite presentation,
higher derived stack. Hence RMD admits a perfect cotangent complex
LRMD

.
(ii) (Morita invariance) The Yoneda embedding D −→ Perf(D) induces

an equivalence RMPerf(D) → RMD .
(iii) Suppose RM ⊆ RMD is an open substack which is 1-Artin, then

the truncation M = t0(RM) has a separated diagonal and affine
stabilisers.

(iv) (Points are objects) There is a natural bijection

π0(Mapsdgcats(D
op, Perf(U))) ≃ Perf(Dop ⊗U) ≃ D ⊗ Perf(U).

Importantly, this means that π0(RMD(C)) = Perf(D).
(v) (Tangent complex) The tangent and cotangent complexes at E ∈

Perf(D) viewed as a point in RMD are given by

TRMD
|E ≃ HomD(E,E)[1] and LRMD

|E ≃ HomD(E,E)[−1].

Proof. Item (i) is [TV07, Lemma 3.1] and [TV07, Theorem 3.6]. Item
(ii) is [TV07, Lemma 3.3]. Item (iii) is [Dav23b, Lemma 5.9]. A justifi-
cation for (iv) can be found on page 420 of [TV07]. Item (v) is [TV07,
Corollary 3.17]

Example 3.16. Let X be a smooth and projective variety. Since Perf(X)
is a geometric dg category, its derived moduli stack RMX := RMPerf(X)
is locally geometric and we call it the derived moduli stack of perfect
complexes on X.
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Definition 3.17. An Abelian full subcategory A ⊆ T of a triangulated
category T is admissible if for all a,b ∈ A we have ExtiD(a,b) = 0

for all i < 0. An Abelian subcategory A ⊆ D of a triangulated dg
category D is admissible if A ⊆ D(D) is admissible. We say that
A ⊆ T is extension closed, if a sequence in A is short exact if and only
if it defines a distinguished triangle in T .

Example 3.18. Suppose A ⊆ T is the heart of a t-structure. Then it is
admissible and extension closed [BBD, Theorem 1.3.6].

Definition 3.19 (Moduli of objects in a subcategory). Let C be a
subcategory of a geometric dg category D .

We define the substack RMC ⊆ RMD by declaring the U points of
RMC to be given by the full simplicial subset RMC (U)• ⊆ RMD(U)

determined by

RMA (U)0 =

{
E ∈ D ⊗ Perf(U)

∣∣ x∗(E) ∈ C

for all closed x : pt ↪→ U

}
.

for every derived affine scheme U. Note that here we are using Theo-
rem 3.15 (iv). We say that A satisfies the openness in families condition
if RMC ⊆ RMD is an open substack.

In the case when C ⊆ D satisfies the openness in families condition
we call the derived substack RMC ⊆ RMD the derived moduli stack of
the pair (C , D) and we call MC the moduli stack of the pair (C , D). We
usually abuse notation and terminology and simply refer to MC and
RMC as the moduli stack and derived moduli stack of C , respectively.

Corollary 3.20. Suppose A is an admissible Abelian subcategory of a
geometric dg category D satisfying the openness in families condition. Then
the moduli stack MA of objects in A is 1-Artin.

Proof. Follows immediately from [TV07, Corollary 3.21].

Example 3.21 (ΠQ-modules). The category Rep(ΠQ) of finite dimen-
sional ΠQ representations is naturally an admissible extension closed
Abelian subcategory of Perf(G2(Q)) consisting of those finite dimen-
sional dg modules concentrated in degree zero (it is the heart of a
t-structure).

Denote by RMG2(Q) the moduli stack of objects in Perf(G2(Q)).
The substack RMΠQ ⊆ RMG2(Q) is an open substack. Indeed, by the
lower semicontinuity of rank it follows that asking a dg module to be
concentrated in degree zero is an open condition.

Example 3.22 (Coherent sheaves). Let X be a smooth and projective
variety. The category of coherent sheaves on X is the heart of the
standard t-structure on Db(Coh(X)), and hence an admissible subcat-
egory [BBD, Théorème 1.3.6]. Since Perf(X) is a dg enhancement of
Db(Coh(X)) we view Coh(X) as an admissible Abelian subcategory of
Perf(X).
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Consider the substack RMCoh(X) of RMPerf(X) corresponding to the
admissible Abelian subcategory Coh(X). In formulas,

RMCoh(X)(C) := {F ∈ Perf(X) | Hi(F) = 0 for all i ̸= 0}.

The rank of coherent sheaves is lower semicontinuous. Thus the
vanishing of the coherent sheaves Hi(F) is an open condition, i. e.
RMCoh(X) ⊆ RMPerf(X) is an open substack.

Recall from [aut23, Tag 08KA] the classical moduli functor of coher-
ent sheaves on a scheme

CohX : Scheme −→ Grpds.

There is a natural equivalence of stacks

CohX ≃MCoh(X) = t0(RMCoh(X)).

Euler forms and connected components

The stack RMD is generally not connected. We denote connected
components as follows

RMD =
⊔

v∈π0(RMD)

RMD ,v.

The Euler form (−,−) is a bilinear form on the Grothendieck group
of D

(−,−)D : K0(D)×K0(D) −→ Z

defined by
(E, F)D =

∑
i∈Z

(−1)iHi(HomD(E, F)).

Suppose A ⊆ D is an admissible extension closed Abelian sub-
category satisfying the openness in families condition. The inclusion
A ↪→ D induces a group homomorphism K0(A ) ↪→ K0(D). Consider
the function on RMA given by the Euler form

RMA (C) −→ Z
E 7−→ (E,E)D

(3.5)

By Theorem 3.15 (v) we have

(E,E)D = −χ(TRMA
|[E]).

thus (3.5) is a locally constant function and factors through the set of
connected components

RMA Z

π0(MA ) .

← →

←

→ ← →

https://stacks.math.columbia.edu/tag/08KA
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Example 3.23 (Dimension vectors). The dimension vector of a repre-
sentation defines a locally constant function on RMΠQ

dim : RMΠQ(C) −→ NQ0

ρ = ((Vi)i∈Q0 , (ρa)a∈Q1) 7−→ dim(ρ) = (dim(Vi))i∈Q0

The Euler form of preprojective representations ρ1, ρ2 of dimension
vectors d1 and d2, respectively is entirely determined by its dimension
vector by

(ρ1, ρ2)G2(Q) = 2
∑
i∈Q0

d2i − 2
∑

i→j∈Q21

didj.

We can thus decompose

RMΠQ =
⊔

d∈NQ0

RMΠQ,d

into the closed and open substacks RMΠQ,d = dim−1(d). We have an
alternative explicit construction of the classical truncations MΠQ,d, see
Example 3.35.

RHom complexes

We explain a definition of the RHom complex using the philosophy of
[BD21, §2].

Let U = R Spec(A) be a derived affine scheme. The category of
quasicoherent sheaves QCoh(U) = dgModA is a symmetric monoidal
dg category, i. e. an algebra in the category of dg categories. For every
dg category C the category QCoh(U)⊗ C is naturally a QCoh(U)-
module category (since QCoh(U) is an algebra). Thus, repeating an
explaination in [BD21, §2.3], every object EU ∈ Perf(U)⊗C defines a
functor

−⊗L
U EU : QCoh(U) −→ QCoh(U)⊗C

which is continuous and admits a right adjoint

RHomU(EU,−): QCoh(U)⊗C −→ QCoh(U).

Let D be a geometric dg category (Definition 3.1 (viii)). A U-point
of its (derived) moduli of objects t : U → MD corresponds to an
object EU ∈ Perf(U)⊗D such that RHomU(EU,−) is continous [BD21,
Corollary 2.7]. By continuity, the functor RHomU(EU,−) preserves
homotopically finitely presented objects and therefore restricts to a
functor

RHomU(EU,−): Perf(U)⊗D −→ Perf(U).

Definition 3.24 (RHom complex). We define the RHom complex RHomD ∈
Perf(RMD ×RMD) by its values on points t : U→ RMD ×RMD as

RHomD(t : U→ D) := RHomU(EU,2,EU,1)
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where EU,i ∈ Perf(U)⊗D is the object corresponding to pri ◦ t : : U→
RMD .

Remark 3.25. Using the adjunction we compute the derived sections of
the RHom complexes on t : U→ RMD ×RMD

RΓ(t, RHomD) = RHomU(OU, RHomU(EU,2,EU,1))

∼= RHomPerf(U)⊗C (OU ⊗L
U EU,2,EU,1)

∼= RHomPerf(U)⊗C (EU,2,EU,1).

Remark 3.26. It is an instructive exercise to connect the abstract defi-
nition of the RHom complex with the usual definition of the RHom
complex for the moduli of perfect complexes on a smooth projective
variety X

RHomPerf(X) = pr12,∗RHomRMX×RMX×X(pr∗23E , pr∗13E)

where E ∈ Perf(RMX ×X) is the universal perfect complex.

3.4 moduli stacks of short exact sequences

Our treatment here is heavily inspired by [Rob23].
Let D be a dg category. Consider the diagram category I = {0→ 1}.

We define the dg category of morphisms in D to be the dg category
DI := Fun(I, D) of dg functors from I to D . For f,g ∈ Fun(I, D)

consider morphisms of complexes

ξ(f,g) : HomD(f(0),g(0))⊕HomD(f(1),g(1)) −→ HomD(f(0),g(1))

(ξ(0), ξ(1)) 7−→ g(→) ◦ ξ(0) − ξ(1) ◦ f(→)

Then the morphism complex HomDI(f,g) is explicitly given by

HomDI(f,g) := cone(ξ(f,g)).

The objects of DI are identified with the collection of morphisms in
D . When D is pre-triangulated, the objects of DI can equivalently be
identified with the collection of distinguished triangles in H0(D).

We have natural forgetful functors: the source functor

F0 : DI −→ D

E0
α→ E1 7−→ E0

and the target functor

F1 : DI −→ D

E0
α→ E1 7−→ E1.

Moreover, when D is a pre-triangulated dg category we can take cones
and thus we have a third forgetful functor

C : DI −→ D

E0
α→ E1 7−→ cone(α).
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Lemma 3.27. If D is a geometric dg category, then DI is a geometric dg
category.

Proof sketch. The proof is an application of [TV07, Lemma 2.6]. It
suffices to show the lemma when D = A is for a homotopically finitely
presented dg algebra A. In this case it is an exercise to construct a
homotopically finitely presented dg algebra Ã such that DI is Morita
equivalent to Ã so that all of the properties of being ‘geometric’ are
readily verified for Ã by deducing them from the same properties for
A.

For example for Ã we can take

Ã = (A⊕A)⟨t⟩/
(
t(a1,a2) = (a2,a1)t | (a1,a2) ∈ A⊕A

)
where t is a formal variable of degree 0.

The functors F0, F1,C induce morphisms f0, f1, c : RMDI → RMD .
The functor (F0,C) : DI → D ⊗D has a right adjoint

⊕̃ : D ⊗D −→ DI

(E ′′,E0) 7−→ [E0 → E0 ⊕ E ′]
(3.6)

which defines a section ⊕̃ : RMD ×RMD → RMDI to (f0, c) : RMDI →
RMD ×RMD

Consider the relative tangent bundle T⊕̃ of ⊕̃

Proposition 3.28 (Geometric incarnation of the RHom complex). There
is an equivalence of perfect complexes on RMD ×RMD

T⊕̃ ≃ RHomD

where RHomD is as in Definition 3.24. In particular, the fibre of T⊕̃ at a pair
of E ′′,E ′ ∈ D is given by

T⊕̃|{E ′′}×{E ′} ≃ RHomD(E
′′,E ′).

Moreover there is a canonical equivalence of derived stacks over MD ×MD

MDI TotMD×MD
(RHomD [1])

MD ×MD

← ←∼

←

→q=(f0,c)
←→ π

where π is the canonical projection of the total space.

Proof sketch. The details in the case of where D = Perf(X) is the cat-
egory of perfect complexes on a quasi-projective variety are written
down for example in [PS22, Proposition 3.6 and Corollary 3.7]

One first computes the fibre of the relative tangent bundle T(f0,c)
over a (U-)point [E ′ → E→ E ′′] using the tangent fibre sequence

(f0, c)∗TRM×2
D

TExactD T⊕̃ .←→ ←→ ←→ (3.7)
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We find (see [Rob23] for details)

T(c,s)|E ′→E→E ′′ ≃ RHomD(E
′′,E ′)[1].

Using ⊕̃∗(f0, c)∗ = id and considering the tangent fibre sequence for
⊕̃ and the pullback along ⊕̃ of (3.7) we conclude (using the octahedral
‘axiom’/relation)

⊕̃∗T(f0,c) ≃ T⊕̃[−1].

This proves the first part of the proposition.
To show the equivalence, we check that the functors of points

over RMD × RMD agree. The total space TotMD×MD
(R HomD [1])

parametrises sections of RHomD [1]. These correspond to fibre se-
quences, hence to the points of RMDI .

Definition 3.29. Let A be an admissible, extension closed Abelian
subcategory of a geometric dg category D satisfiying the openess
in familes condition. Define the derived stack RExactA of short exact
sequences in A by the homotopy Cartesian diagram

RExactA RMDI

RMA ×RMA ×RMA RMD ×RMD ×RMD .

← →

←→ ⌟ ←→ (s,t,c)

←→

The classical truncation ExactA = t0(RExactA ) is called the stack of
short exact sequences in A .

We define the RHom complex on MA ×MA to be the restriction of the
RHom on RMD ×RMD

RHomA := RHomD |MA
∈ Perf(MA ).

By definition we have the correspondence

RExactA

RMA ×RMA RMA

←→

Rq:=(c,s) ←

→
Rp:=t

and its truncation

ExactA

MA ×MA MA .

←→q

←

→
p

We call q the edge/side term map and p the middle term map.

Corollary 3.30. There is a commutative diagram

ExactA TotMA×MA
(τ⩽0RHom[1])

MA ×MA

← ←∼

←

→q

←

→ π
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Generalisation: stack of filtrations

Let D be a geometric dg category. Similar to the stack of short exact
sequences, we can define stack of n-term filtrations. Since we only use
the stack of three-term filtrations in this thesis, we focus on this case.

Let I[3] be the diagram category 0 → 1 → 2. Let D [3] be the dg
category Fun(I[3], D). Similary to D [2] := DI, the dg category D [3] is
a geometric. We call its moduli stack RFilt[3]D := RMD [3] the stack of
three-term filtrations

There are natural functors

Gi : D [3] −→ D

[E0 → E1 → E2] 7−→ Ei

and

Ci : D [3] −→ D

[E0 → E1 → E2] 7−→ cone(Ei → Ei+1)

for all i = 0, 1, 2. There are intermedite forgetful functors

Fji : D [3] −→ DI

[E0 → E1 → E2] 7−→ [Ei → Ej]

and

Hji : D [3] −→ DI

[E0
α0→ E1

α1→ E2] 7−→ [cone(αi)→ cone(αj)]

where α2 = α1 ◦α0. We have the commutative diagrams

D [3] D [2] D

D ×D [2] D ×D

D ×D ×D

← →F20

←→ G2×F10

← →
G2

←

→

C1×C0×G0

←→F1

←→ C×F0

←→id×F1

←→ id×C×F0

D [3] D [2] D

D [2] ×D D ×D

D ×D ×D

← →H20

←→ H21×G0

← →
G2

←

→

C1×C0×G0

←→F1

←→ C×F0

←→F1×id

←→ C×F0×id
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and taking moduli of objects we obtain the corresponding diagrams
of derived stacks, where we denote with the corresponding lower case
letter the morphisms on the moduli stacks induced by the functors,

RFilt[3]D RExactD D

RExactD ×RMD RMD ×RMD

RMD ×RMD ×RMD .

← →

←→

←

→

c1×c0×g0

←

→

g2

←→

← →

← →

←→

Similar to the direct sum functor ⊕̃ : D ×D → D [2] in (3.6) we have
functors

⊕̃12 : D [2] ×D −→ D [3]

([E1 → E2],E ′) 7−→ [E ′ → E0 ⊕ E ′ → E1 ⊕ E ′]

and

⊕̃01 : D ×D [2] −→ D [3]

(E ′′, [E0 → E1]) 7−→ E0 → E1 → E1 ⊕ E ′′.

Lemma 3.31. There are equivalences of perfect complexes

T⊕̃12 ≃ (id× (c, f0))∗RHomD

T⊕̃01 ≃ ((c, f0)× id)∗RHomD

Proposition 3.32.

(i) We have a commutative diagram of derived stacks where the top mor-
phism is an equivalence

RFilt[3]D TotExactD×RMD
(T⊕̃01 [1])

RExactD ×RMD

← →

←

→
←→ π0

(ii) We have a commutative diagram of derived stacks where the top mor-
phism is an equivalence

RFilt[3]D TotRMD×RExactD (T⊕̃12 [1])

RMD ×RExactD

← →

←

→
←→ π1
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As before for an admissible extenson closed Abelian subcategory
A ⊆ D satisfying the openness in families condition, we define the
derived stack RFilt[3]A of n-term filtrations and its truncation Filt

[3]
A via

pullback to RMA .
Let D be a geometric dg category. Similar to the stack of short exact

sequences RExactD we defined in the previous section, we can define
the stack of three-term filtrations RFilt[3]D

3.5 good moduli spaces

Definition 3.33 ([Alp13]). A morphism of stacks π : X→ X is a good
moduli space if π is quasicompact, π∗ : QCoh(X)→ QCoh(X ) is exact
(these two properties together are known as cohomologically affine), and
the adjunction morphism OX → π∗OX is an isomorphism.

Example 3.34 (Good moduli spaces from affine GIT quotients [Alp13,
Theorem 13.2]). Let G be a reductive group acting on an affine scheme
X = Spec(A). Then the affinisation morphism

π : X/G −→ X//G = Spec(AG)

is a good moduli space.

Example 3.35 (Moduli of ΠQ-modules done classically). Consider the
representation space of d-dimensional representations of the doubled
quiver

RQ,d =
∏
a∈Q1

Mat(ds(a),dt(a))

the gauge group
GQ,d =

∏
i∈Q0

GL(di)

acts on RQ,d by conjugation. Explicitly, for g = (gi)i∈Q0 ∈ GQ,d and
M = (Ma)a∈Q1 we have gM = (gt(a)Mag

−1
s(a))a∈Q1 . Consider the

moment map

µQ,d : RQ,d −→ A1

(Ma)a∈Q1 7−→
∑
a∈Q1

[Ma,Ma∗ ]. (3.8)

It is invariant with respect to the gauge group action and hence the
action restricts to the zero locus µ−1Q,d(0). Using this geometry we
obtain the quotient stack description

MΠQ,d ≃ µ−1Q,d(0)/GQ,d (3.9)

of the moduli stack of d-dimensional ΠQ-representations. It follows
from Example 3.34 that the affinisation

JH : MΠQ,d −→MΠQ,d := µ−1(0)//GQ,d

is a good moduli space morphism.
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Remark 3.36. The moment map description (3.9) naturally endows
MΠQ with a derived enhancement as a derived zero locus

RMΠQ,d MQ,d

MQ,d gQ,d/GLd.

←→

← →
⌟ ←→ µ

←→0

The stack MΠQ has a third derived enhancement as a (derived) cotan-
gent stack

R∗MΠQ = T∗MQ

By [BCS22, Example 4.17 and Corollary 6.12] the three derived en-
hancements RMΠQ,d, RMΠQ,d and R∗MΠQ,d are equivalent.

Example 3.37 (Good moduli spaces from quasi-projecitve GIT quo-
tients [Alp13, Theorem 13.6]). Let G be a reductive algebraic group
acting on a quasi-projective scheme X. Let L be a G-equivariant line
bundle on X. The open subscheme of L-semistable points Xss ⊆ X is
consists of points x ∈ X such that there is a G-invariant section of
some power of L which does not vanish on x. The GIT quotient of X
by G with respect to L is the morphism

Xss → X//LG := Proj

⊕
i⩾0

H0(X,L⊗i)G
 .

By definition, it is a G-equivariant morphism (with trivial G-action on
X//LG) and thus factors through the quotient stack

π : Xss/G→ X//LG

The induced morphism π is a good moduli space morphism.

Examples 3.34 and 3.37 are the main methods we use to construct
good moduli space morphisms.

Proposition 3.38 (Properties of good moduli spaces [Alp13]). Let
π : X→ X be a good moduli space morphism to a scheme X .

(i) π is surjective and X has the quotient topology.
(ii) π is universally closed.

(iii) π is initial with respect to maps from X to schemes.
(iv) π has connected fibres.
(v) Every base change X ′ → X ′ of π where X ′ is a scheme, is also a good

moduli space morphism.

Proof. Items (i)-(iv) are part of [Alp13, Theorem 4.16]. Item (v) is part
of [Alp13, Proposition 4.7].
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3.6 2cy abelian categories with a good moduli theory

This section is based on the setup in [DHS22] and [DHS23].
Let A be an admissible extension closed Abelian subcategory of

a geometric dg category D which satisfies the openness in families
condition.

We begin by listing five assumptions one can make of the category
A and its moduli theory.

Assumption 3.39 (Cohomological Hall algebra assumptions).

(i) (Proper pushforward assumption) The middle term morphism
p : ExactA →MA is proper.

(ii) (Virtual pullback assumption) The once shifted RHom complex
RHomA [1] on RMA is strictly [−1, 1]-perfect. A consequence of
this assumption is that the edge term morphism q : RExactA →
RM×2A is globally presented in the sense of §A.2.

(iii) (Independence of presentation of RHomA assumption) The stack
MA has the resolution property: every coherent sheaf on MA is
the quotient of a vector bundle.

Assumption 3.40 (Good moduli space assumption).

(i) The stack MA has a good moduli space JH : MA →MA .
(ii) The algebraic spaceMA is a separated scheme.

Proposition 3.41. Suppose JH : MA →MA is a good moduli space. Then
closed points of MA andMA correspond to semisimple objects in A .

Proof. The proof of [AHH19, Lemma 7.18 ] adapts to our situation.
In particular, the key ingredients are the correspondence between
maps f : A1/Gm → MA with f(1) = E and filtrations of E and the
classification of torsors on A1/Gm .

Suppose Assumption 3.40 is satisfied. Via the universal property of
good moduli spaces Proposition 3.38 (iii) the composition of the good
moduli space morphism with the direct sum morphism

⊕ : MA ×MA −→MA

induces the direct sum morphism at the level of good moduli spaces

⊕ :MA ×MA −→MA . (3.10)

Assumption 3.42 (Finiteness of ⊕ assumption). Suppose Assump-
tion 3.40 is satisfied. The direct sum morphism (3.10) is a finite mor-
phism.

Assumption 3.43 (2-Calabi–Yau assumption). For every collection of
simple objects F1, . . . , Fn ∈ A , the smallest dg subcategory F ⊆ D

containing these carries a right 2-Calabi–Yau structure.
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Remark 3.44. By Proposition 3.11, if D itself carries a left 2-Calabi–Yau
structure, then Assumption 3.43 is automatically satisfied.

Definition 3.45. We call A ⊆ D a 2-Calabi–Yau (Abelian) category with
a good moduli theory if it satisfies Assumptions 3.39-3.43. We call D

the ambient dg category of A . If D itself carries a smooth 2-Calabi–Yau
structure, then we say that A is a globally 2CY Abelian category with
a good moduli theory.

Remark 3.46. All of the examples of 2CY Abelian categories in this
thesis are globally 2CY. An example of a 2CY Abelian category which
is not globally 2CY is the category of zero-dimensnional support
sheaves on a smooth quasi-projective surface (see [DHS22, §11.1]).

Remark 3.47. Every 2-Calabi–Yau structure on D induces a symplectic
structure on RMD [BD21].

Example 3.48. We consider a projective resolution of the derived
preprojective algebra G2(Q). Consider the bimodules

P0 =
⊕
i∈Q0

ΠQei ⊗ eiΠQ

P1 =
⊕
a∈Q1

ΠQet(a) ⊗ e(s(a))ΠQ

There is an exact sequence

0 P0 P1 P0 ΠQ 0.←→ ←→ ←→ ←→ ←→

Thus, for any finite dimensional ΠQ-module M

0 P0 ⊗ΠQM P1 ⊗ΠQM P0 ⊗ΠQM M 0.←→ ←→ ←→ ←→ ←→

is a projective resolution of M to which we apply HomΠQ(−,N) to
compute the RHom complex RHomΠQ(M,N) as the complex

HomΠQ(P0 ⊗M,N) HomΠQ(P1 ⊗M,N) HomΠQ(P0 ⊗M,N).←→ ←→
(3.11)

In the proof of [CK22, Proposition 2.6] is is shown that

HomΠQ(P0 ⊗M,N) ∼=
⊕
i∈Q0

HomC(eiM, eiN)

HomΠQ(P1 ⊗M,N) ∼=
⊕
a∈Q1

HomC(es(a)M, et(a)N).

Thus the complex (3.11) depends only on the full subquiver support-
ing M and not the quiver Q itself. So in the ADE Dynkin case, we
can pretend that the complex (3.11) came from a larger quiver, thus
yielding the same computation of the RHom complex.
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More generally, to compute the RHom complex RHom on MΠQ,d ′ ×
MΠQ,d ′ we consider the tautological of vector bundles E ′′i , E ′i , for
i ∈ Q0 on MΠQ,d ′′ ×MΠQ,d ′ , which record the underlying vector
space of the representation of ΠQ at the vertex i.

Then RHom is isomorphic in Db(MΠQ,d ′ ×MΠQ,d ′) to the complex⊕
i∈Q0

Hom(E ′′i , E ′i)→
⊕
a∈Q1

Hom(E ′′s(a), E
′
t(a))→

⊕
i∈Q0

Hom(E ′′i , E ′i)

In particular it is strictly [−1, 1]-perfect. Thus ModΠQ satisfies Assump-
tion 3.39.

We summarise the discussion throughout this chapter on preprojec-
tive algebras in a theorem.

Theorem 3.49. The category of modules over the preprojective algebra ΠQ of
a quiver Q is a 2-Calabi–Yau Abelian category when viewed as an admissible
Abelian subcategory of Perf(G2(Q)), the category of perfect dg modules over
the derived preprojective algebra.

Proof. See Examples 3.5, 3.21, 3.35, and 3.48. The finiteness of the
direct sum morphism follows from [MR19, Lemma 2.1].

Variant: Serre subcategories

A subcategory B of an Abelian category A is a Serre subcategory if it
is closed under extensions in A .

Suppose A is an Abelian category such that its stack of objects ad-
mits a good moduli space JHA : MA →MA (e.g. an Abelian category
satisfying Assumption 3.40).

Consider a locally closed submonoidMB . The closed points ofMB

correspond to semisimple objects on A . The extension closure

B := ⟨B ∈ A | [B] ∈MB⟩ext ⊆ A

of the category contatining these semisimple objects is by definition
a Serre subcategory. We call Serre subcategories of A arrising in this
way good. We define the moduli stack of objects in B to be the fibre
product of stacks

MB MA

MB MA .

←→

←→ JHB
⌟ ←→ JHA

←↩ →ıB

By base change for good moduli spaces (Proposition 3.38 (v)) JHB is a
good moduli space morphism and we callMB the good moduli space
of objects in B.

Explicitly the functor of points of MB is

R 7→MB(R) = {E ∈MA (R) | x∗E ∈ B for all x : pt ↪→ Spec(R)}
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Example 3.50 (Nilpotent representations). Consider the Abelian cate-
gory Rep(ΠQ). A ΠQ-representation M is nilpotent if for all arrows
a ∈ Q1 some power anM = 0, or equivalently, there is a flag of vector
spaces 0 =M0 ⊆M1 ⊆ . . . ⊆Mr =M such that aMi ⊆Mi−1.

The subcategory RepNil(ΠQ) of nilpotent representations is a Serre
subcategory. The category RepNil(ΠQ) is the extension closure of the
full subcategory containing the one dimensional representations Si,
i ∈ Q0.

For each dimension vector d ∈ NQ0 the unique semisimple nilpo-
tent representation is the d-dimensional zero representation 0d. The
moduli spaceMNil

ΠQ
⊆MΠQ of nilpotent semisimple representations

is isomorphic to the discrete scheme NQ0 .

MNil
ΠQ

MΠQ

NQ0 MΠQ

←↩ →
←→ ⌟ ←→

←↩ →ıNil

Example 3.51 (Strongly seminilpotent representations).
A ΠQ-representation M is strictly seminilpotent if there is a flag 0 ⊆
M0 ⊆ M1 ⊆ . . .Mr = M such that for each arrow a ∈ Q1 we
have aMi ⊆ Mi−1 and a∗Mi ⊆ Mi. The category RepSNN(ΠQ) of
seminilpotent representations is a Serre subcategory of Rep(ΠQ).

Example 3.52 (Serre subcategory spanned by simple objects). Let A

be a 2CY category with a good moduli theory. Suppose F1, . . . , Fn are
pairwise nonisomorphic simple objects of A . The extension closure
F = ⟨F1, . . . , Fn⟩ext ⊆ A of the full subcategory containing the objects
Fi is by construction a Serre subcategory.

MF
A MA

N{Fi} MA

←↩ →

←→ ←→

←↩ →

3.7 the local neighbourhood theorem

Let D be a dg category.
An object F ∈ D is a Σ-object if

dim ExtkD(F, F) =


1 if k = 0, 2

2g if k = 1

0 else

A finite collection of objects F1, . . . , Fn ⊆ D is called a simple-minded
collection if dimC Ext0D(Fi, Fj) = δij and is called a Σ-collection if it is a
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simple-minded collection of Σ-objects. Moreover we say that such a
Σ-collection is symmetric if dim Ext1D(Fi, Fj) = dim Ext1D(Fj, Fi).

The Ext-quiver QF of a simple minded collection F1, . . . , Fn ⊆ D is
the quiver with vertices (QF )0 = {F1, . . . , Fn} and with dim Ext1D(Fi, Fj)
arrows from Fi to Fj.

The Ext-quiver of symmetric Σ-collection F1, . . . , Fn ⊆ D is always
the double of some (possibly non-unique) quiver QF , which we call a
half Ext-quiver of F1, . . . , Fn.

To every semisimple object
⊕n
i=1 F

⊕mi

i we associate the simple
minded collection {F1, . . . , Fn} consisting of representatives of iso-
morphism classes of simple summands and the multiplicity vector
m = (m1, . . . ,mn) which defines a dimension vector of the Ext-quiver
of {Fi}. We call (Q{Fi}

,m) the Ext-quiver with dimension vector associated
to
⊕n
i=1 F

⊕mi

i .

Theorem 3.53 (The étale/analytic neighbourhood theorem for 2-Cal-
abi–Yau categories, [Dav23b]). Let D be a dg category and RMD its
derived moduli stack of objects. Consider an open substack RM ⊆ RMD

such that its truncation M = t0(RM), is locally of finite type, has reductive
stabiliser groups, and admits a good moduli space JH : M→M. Let x be a
closed point of M, corresponding to an object Fx =

⊕n
i=1 F

⊕mi

i such that the
collection F1, . . . , Fn is a simple-minded collection. Assume that the full dg
subcategory F ⊆ D containing the objects Fi carries a right 2-Calabi–Yau
structure (which implies that F1, . . . , Fn is in fact a symmetric Σ-collection).
Let QF be a half Ext-quiver of the collection F1, . . . , Fn. Then there exists
the data consisting of

(i) a pointed GLm-variety (H,y),
(ii) an étale/analytic neighbourhood Uy ⊆ H, whose image under the map

H→ H/GLm and H→ H� GLm is denoted by Ux, respectively Ux,
(iii) and a commutative diagram of pointed stacks

(MΠQ,m, 0m) (Ux,y) (M, x)

(MΠQ,m, 0m) (Ux,p(y)) (M, JH(x))

←→ JHΠQ

←→

ȷ̃0m

←→ p

← →ȷ̃x

←→ JH

←→

ȷ0m ←→ȷx

such that the horizontal morphisms are étale/analytic and the squares
are cartesian

Definition 3.54. Let M be a stack as in Theorem 3.53. For a closed
point x ∈M we call the data (i)-(iii) in Theorem 3.53 an étale/analytic
Ext-quiver neighbourhood of x.

Corollary 3.55. Let A be a 2CY Abelian category with a good moduli
theory. Then every closed point of its moduli stack of objects MA admits an
étale/analytic Ext-quiver neighbourhood.

Proof. The hypotheses of Theorem 3.53 are implied by Assumptions
3.40 and 3.43.
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3.8 sheaves on symplectic surfaces

The aim of this section is to verify Assumptions 3.39-3.43 for certain
2-Calabi–Yau categories of coherent sheaves on symplectic surfaces.

Let S be a smooth projective surface withωS ∼= OS. By the Enriques–
Kodaira classification of surfaces, such an S is either a K3 surface or
an Abelian surface.

The isomorphismΩ2S
∼= OS defines a nonzero section σ ∈ H0(S,Ω2S)

which we can also view as a holomorphic symplectic form. A symplectic
surface is a surface S together with a holomorphic symplectic form.
Equivalenty, by Example 3.12, a symplectic surface S is a surface
together with a left Calabi–Yau structure on Perf(S).

The following is another immediate corollary of Example 3.12.

Corollary 3.56. Suppose S is a symplectic surface. Then every admissible
Abelian subcategory of Perf(S) satisfies Assumption 3.43.

In Example 3.7 we explained that Perf(S) is a geometric dg category
and a dg enhancement of the bounded derived category of coherent
sheaves Db(Coh(S)). In this section we always take the ambient dg
category to be Perf(S).

Gieseker stability

The category of coherent sheaves Coh(S) on S famously does not
satisfy Assumptions 3.39 and 3.40. Instead we consider smaller subcat-
egories of Giesker semistable sheaves. We give a summary of Giesker
stability. A standard reference for moduli of Gieseker semistable
sheaves is [HL10].

Let X be a smooth projective variety and H an ample line bundle on
X.

The Hilbert polynomial of a coherent sheaf F on X is the unique
polynomial PF (t) such that

PF (n) = H0(X,F(n)) = H0(X,F ⊗Hn) for all n≫ 0.

The Hilbert polynomial of a sheaf generally depends on the choice of
ample line bundle H.

The Hirzebruch–Riemann–Roch theorem states that for any coherent
sheaf F on a smooth projective variety X we have

χ(X,F) =
∫
X

ch(F)Td(X) (3.12)

where Td(X) ∈ H(X) is the Todd class of X. By Serre’s theorem we
have for all n≫ 0

H0(X,F(n)) := χ(X,F(n)).
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In particular, from (3.12) it follows that the moduli stack MCoh(X)
decomposes as closed and open substacks of coherent sheaves with
fixed Hilbert polynomials

MCoh(X) =
⊔

P∈Q[t]

MCoh(X),P.

The dimension of a coherent sheaf F is the dimension of its support

dim(F) := dim(supp(F)).

A coherent sheaf F is pure if its support is pure, i. e. all irreducible
components of its support are of the same dimension dim(F).

If we write the Hilbert polynomial as

PF (t) =

dim(F)∑
k=0

P
(k)
F
k!
tk,

then the reduced Hilbert polynomial of a coherent sheaf F is

pF (t) :=
PF (t)

P
(dim(F))
F

.

Definition 3.57. A coherent sheaf F is (H-)Gieseker semistable if it is
pure and if for every proper nonzero subsheaf F ′ ⫋ F

pF ′(n) ⩽ pF (n) for all n≫ 0

A coherent sheaf F (H-Gieseker) stable if the strict inequality holds for
all proper nonzero subsheaves F ′ ⊆ F .

Let CohH(X) be the Abelian category of H-Gieseker semistable
sheaves on X. Denote the moduli stack of objects in CohH(X) by MH

X .
Ideally, we would consider the category CohH(X) as our 2-Calabi–

Yau Abelian category. However, this category has the disadvantage
that it is not extension closed in Coh(X) and hence not extension closed
in Perf(X). Instead, we consider Abelian subcategories of CohH(X)
which are extension closed in CohH(X).

Hilbert polynomials are additive in short exact sequences. Hence an
extension of two semistable sheaves with the same reduced Hilbert
polynomial p(t) is also semistable and has reduced Hilbert polynomial
p(t). Let CohHp(t)(X) be the subcategory of Giesker semistable sheaves
with reduced Hilbert polynomial p(t).

Pick an effective primitive class v ∈ Knum
0 (CohH(X)). Then we define

CohHv (X) ⊆ CohH(X). to be the category of H-Giesker semistable
coherent sheaves on X of class ∈ Nv.

Theorem 3.58. The category CohHp(t)(S) ⊆ Perf(S) is a 2-Calabi–Yau
Abelian category with a good moduli theory.
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Proof. We refer to [DHS22, §6.1] for full proofs. The key points are the
following:

∗ It suffices to prove the statements for the stacks MH
S,P(t) of

Gieseker semistable sheaves with fixed Hilbert polynomials,
since MH

S =
⊔
P(t)M

H
S,P(t) decomposes into open and closed

substacks.

∗ The stack of coherent sheaves MS,p(t) with a fixed reduced
Hilbert polynomial p(t) is isomorphic to the quotient of an open
subscheme of a Quot scheme QuotS(n,p(t)) := QuotS(H−n ⊗
C⊕p(n),p(t)) by GLp(n).

∗ The locus of Gieseker semistable sheaves MH
S,p(t) ⊆ MS,p(t)

corresponds to the locus of semistable points with respect to a
GLP(n)-equivariant linearisation.

∗ By Example 3.37 it follows that MH
S,P(t) admits a projective good

moduli space. Thus direct sum map ⊕ :MH
S ×MH

S →MH
S is a

quasi-finite map of projective varieties hence finite.

∗ To show Assumption 3.39 is suffices to show that the restriction
of the RHom complex RHom[1] | MH

S,P1(t)
×MH

S,P2(t)
is strictly

[−1, 1]-perfect. This is done as follows. First, the RHom complex
is equivalent to

(pr12)∗ RHomMH
S,P1(t)

×MS,P2(t)
((pr∗13U1, pr∗23U2)

where Ui is the universal coherent sheaf on MH
S,Pi(t)

and

prij : M
H
S,P1(t) ×MS,P2(t) × S→MH

S,Pi(t)

are the corresponding projections. Thus, if U1 admits a three-
term resolution by locally free sheaves, then it follows that
RHom[1] is strictly [−1, 1]-perfect.
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“Magic isn’t evil or good. Or black or white. It is like the
universe, like every missing God. Powerful and
supremely indifferent.”

— Shehan Karunatilaka, The Seven Moons of Maali
Almeida

Let A be a 2CY Abelian category of with a good moduli theory
JHA : MA −→MA . The guiding aim of the chapter is to make precise
the statement (Theorem-Definition 4.52) that the pushforward of the
dualising mixed Hodge module on the stack

AA := (JHA )∗DQvir
MA
∈ Db(MHM(MA ))

is an algebra object, called the relative cohomological Hall algebra (CoHA)
of A , in the symmetric monoidal category (Db(MHM(MA )), �).

The chapter begins with a recollection of Saito’s theory of mixed
Hodge modules. Then §4.3-4.6 review elements of the framework of
[DHS22] for defining two-dimensional relative cohomological Hall
algebras as mixed Hodge modules on good moduli spaces. Finally, in
§4.7 we prove a vital compatibility result (Proposition 4.59) of CoHAs
of Σ-collections with the nilpotent CoHAs of their Ext-quivers.

4.1 mixed hodge modules and the six functors

The theory of mixed Hodge modules developed by Saito in [Sai88;
Sai90] is the relative upgrade of Deligne’s theory of polarisable mixed
Hodge structures. We treat the category of mixed Hodge modules
MHM(X) on a variety as a black-box. This and the following sections
are meant to show the reader how to use this black-box.

We assume the reader is familiar with the theory of perverse
sheaves and refer the uninitiated to de Cataldo and Migliorini’s survey
[dCM09] for an introduction and further references. The following list
shows on the right-hand side objects of mixed Hodge theory and on
the left-hand side their underlying objects in the constructible setting.

70
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vector spaces ⇝ mixed Hodge structures

local systems ⇝ variations of Hodge structure

perverse sheaves ⇝ mixed Hodge modules

constructible complexes ⇝ mixed Hodge module complexes

Recall our convention that a variety is a reduced and separated
scheme of finite type.

Saito assigns to every variety X a Q-linear Abelian category of mixed
Hodge modules MHM(X) and defines a six functor formalism on its
bounded derived category Db(MHM(X)).

Example 4.1. The category of mixed Hodge modules on a point
MHM(pt) is the category of polarisable mixed Hodge structures.

Remark 4.2. We sometimes consider mixed Hodge modules MHM(X)

for X a separated scheme of finite type, which need not be reduced. In
this case, we set MHM(X) := MHM(Xred) to be the category of mixed
Hodge modules of the underlying reduced subscheme Xred ⊆ X.

For every variety X there are bifunctors

−⊗X −: Db(MHM(X))×Db(MHM(X)) −→ D(MHM(X))

HomX(−,−): Db(MHM(X))×Db(MHM(X))op −→ Db(MHM(X))

such that for every H ∈ Db(MHM(X)) there is an adjunction

H⊗X − ⊣ HomX(H,−)

and for every morphism f : X → Y of varieties there are pullback
functors

f∗ : Db(MHM(Y)) −→ Db(MHM(X))

f! : Db(MHM(Y)) −→ Db(MHM(X))

and pushforward functors

f∗ : Db(MHM(X)) −→ Db(MHM(Y))

f! : Db(MHM(X)) −→ Db(MHM(Y)).

These are are suitably compatible with composition. If g : Y → Z is
further morphism, then we have

(g ◦ f)∗ = f∗g∗, (g ◦ f)∗ = g∗f∗, (g ◦ f)! = f!g!, (g ◦ f)! = g!f!.

For every f : X→ Y we have adjoint pairs

f∗ ⊣ f∗
f! ⊣ f!.

(4.1)

For every morphism of varieties f : X→ Y we have a natural trans-
formation

f! −→ f∗. (4.2)
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Remark 4.3. This natural transformation has a natural interpretation in
the constructible category Db

c (X). The functor f∗ is the usual (derived)
pushforward of sections and f! is the (derived) pushforward of sections
with compact support. The natural transformation (4.2) corresponds
then to viewing sections with compact support as arbitrary sections.

If j : U ↪→ X is an open embedding, then j! = j∗ (this is a special case
of Proposition 4.5 (ii) below) and we have an adjoint triple

j! ⊣ j∗ ⊣ j∗.

If i : Z ↪→ X is a closed immersion, then i∗ = i! (this is a special case of
Proposition 4.5 (i) below) and we have an adjoint triple,

i∗ ⊣ i∗ ⊣ i!.

Example 4.4. We have QX ∼= f∗QY in Db(MHM(X)). In particular
QX = a∗XQ for aX : X→ pt the structure morphism.

More generally, we have for any polarisable mixed Hodge structure
H ∈MHM(pt) the constant mixed Hodge module complex QX ⊗H :=

a∗H ∈ Db(MHM(X)).

There is an involutive anti-equivalence D, called Verdier duality, i. e.
a functor

D : Db(MHM(X))→ Db(MHM(X))op

satisfying
D2 ≃ id.

Verdier duality swaps shrieks and stars:

Df! = f∗D

Df! = f∗D.
(4.3)

The dualising complex is ωX := DQX. Verdier duality is a duality
with ωX as its dualising object, i. e. there is a natural isomorphism

D ≃ HomDb(MHM(X))(−,ωX).

By (4.3) we have for every morphism f : X→ Y

DQX = f!QY .

In particular, the dualising sheaf for the point is the constant sheaf
DQ ∼= Q and we have DQX = a!Q for the structure morphism a : X→
pt.

Proposition 4.5. Suppose X, Y are varieties.

(i) For all proper morphisms f : X→ Y we have f∗ = f!.
(ii) For all smooth morphisms g : X→ Y of relative dimension dim(g) we

have g! = g∗ ⊗L2dim(g)/2 (see Example 4.13).
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Theorem 4.6 (Base change for mixed Hodge modules [Sai90, (4.4.3)]).
Let

X ′ Y ′

X Y

←→f
′

←→ g ′⌟ ←→ g

←→f

be a Cartesian diagram of varieties. Then there are natural base change
isomorphisms

f∗g!
∼=→ g ′! (f

′)∗

g ′∗(f
′)! ∼=→ f!g∗.

Proposition 4.7 (Cut-and-paste triangles). Let X be a variety. Let Z ⊆
X be a closed subvariety and U := X ∖ Z its open complement. Denote
by ı : Z ↪→ X and ȷ : U ↪→ X the inclusions. Then there are functorial
distinguished triangles in Db(MHM(X))

ı!ı
!H H ȷ∗ȷ

∗H

ȷ!ȷ
!H H ı∗ı

∗H

←→ ←→ ←→

←→ ←→ ←→

.

We always consider Db(MHM(X)) as a triangulated category with a
t-structure, given by the standard t-structure. There is a functor

rat : Db(MHM(X)) −→ Db
c (X)

which is t-exact with respect to the standard t-structure on Db(MHM(X))

and the perverse t-structure on Db
c (X). Hence rat restricts to a functor

rat : MHM(X) −→ Perv(X).

Proposition 4.8 (Functoriality of the t-structure). Let f : X → Y be a
morphism of varieties. Suppose the fibre dimensions of f are bounded above by
d, i. e. dim f−1(y) ⩽ d. Then the various pullback and pushforward functors
restrict to

f∗ : Db,⩽0(MHM(Y)) −→ Db,⩽d(MHM(X))

f∗ : Db,⩾0(MHM(X)) −→ Db,⩾−d(MHM(Y))

f! : Db,⩾0(MHM(Y)) −→ Db,⩾−d(MHM(X))

f! : Db,⩽0(MHM(X)) −→ Db,⩽d(MHM(Y))

Corollary 4.9.

(i) Ff f is finite, then f∗ = f! is t-exact.
(ii) If f is smooth of relative dimension dim(f), then f∗ ⊗L⊗dim(f)/2 =

f![−dim(f)/2] is t-exact. As a special case, if f is étale, then f∗ = f! is
exact.
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Weight filtration

Every complex of mixed Hodge modules H ∈ Db(MHM(X)) has a
weight filtration

WH : . . . ⊆WpH ⊆Wp+1H ⊆ . . . ⊆ H.

A complex H ∈ Db(MHM(X)) is pure of weight k if

WpH =

0 if p < k

H if p ⩾ k
,

i. e. the associated graded GrWH is zero outside of degree k. The
associated graded pieces functors

GriW : Db(MHM(X)) −→ Db(MHM(X))

H 7−→WiH/Wi−1H

are triangulated functors. We call H pure if it is pure of weight zero.
The weight filtration WHi(H) on the cohomology objects is defined

by
WkHi(H) := Hi(Wi+kH).

The shift in the indexing is chosen so that for a pure weight zero
(polarisable) cohomologically graded mixed Hodge structure H∗ ∈
Db(MHM(pt)), the ith piece Hi is a pure (ungraded) Hodge structure
of weight i (c. f. Example 4.12).

Remark 4.10. The weight filtration and the notion of purity is the
additional structure on mixed Hodge modules which makes them
more powerful than perverse sheaves. The main tool being Saito’s
Decomposition Theorem, recalled as Theorem 4.27 below.

Example 4.11. Let X be a variety and let a : X → pt be the structure
morphism. Then the cohomology, homology, Borel–Moore homology,
and compactly supported cohomology

H∗(X) = a∗a∗Q,H∗(X) = a!a
!Q,

HBM(X) = a∗a
!Q,Hc(X) = a!a

∗Q
(4.4)

are objects in Db(MHM(pt)). The weight filtrations of the cohomol-
ogy objects of (4.4) Hodge structures agree with the ones defined by
Deligne in [Del71; Del74].

If X is smooth and projective then H∗(X) ∼= H∗(X) is a pure (coho-
mologically graded) mixed Hodge structure.

Example 4.12. Let X be a smooth variety. Then QX[dimC X] ∈MHM(X)

is a mixed Hodge module pure of weight dimC X.
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There is a t-exact functor, called the Tate twist,

−(1) : Db(MHM(X)) −→ Db(MHM(X))

H 7−→ H(1)

that increases weights by two, i. e. Wi(H(i)) = Wi−2(H). The shift
functor [−1] sends pure objects of weight k to pure objects of weight
k+ 1.

The Tate twist is used to correct the shift in weights, so that for
every shift by two [−2] we can compensate the change in weight by a
Tate twist (1).

Example 4.13. Let L ∈ Db(MHM(pt)) denote the mixed Hodge struc-
tures Hc(A1) = Q[−2](1). As an object in Db(MHM(pt)), L is pure.

Thus −⊗L shifts cohomological degrees by −2 and sends pure
complexes of weight k to pure complexes of weight k. The preservation
of purity and weight, while still shifting the cohomological degree
is the reason why, when working with mixed Hodge modules, we
always shfit by −⊗L instead of by [−2]. Note that rat(L) = Q[−2].

Example 4.14. For a smooth variety Xwe have DQX ∼= QX⊗Ldim(X) =

QX[2dimC X](dimC X).

Remark 4.15. Suppose X is smooth. Notice that if dimC X is even,
then QX ⊗LdimCX/2 is pure (of weight zero). We would like similarly
to have a pure MHM even if dimC X is odd. This is achieved by
constructing a square root L1/2 in the larger category of monodromic
mixed Hodge modules. A thorough treatment can be found in [DM20,
§2.1]. We have no need for this modification since we mostly consider
even-dimensional varieties.

Proposition 4.16 (Functorialities of weights). Let f : X→ Y and g : Z→
X be morphisms of varieties.

(i) If F ∈ Db(MHM(X)) has weights ⩽ n, then so do f!F and g∗F.
(ii) If F ∈ Db(MHM(X)) has weights ⩾ n, then so do f∗F and g!F.

In words we can say that f! and g∗ at most decrease weights and f∗
and g! at most increase weights.

Combining with Proposition 4.5 we have the following special cases.

Corollary 4.17. Let f : X→ Y and g : Z→ X be morphisms of varieties.

(i) If f is proper and F ∈ Db(MHM(X)) is pure of weight n, then
f∗F = f!F is pure of weight n.

(ii) If g is étale and F ∈ Db(MHM(X)) is pure of weight n, then g∗F =

g!F is pure of weight n.
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4.1.1 Variant: mixed Hodge modules for varieties with infinitely many
connected components

Suppose X is a reduced separated scheme with infinitely many con-
nected components Xv, each of which is of finite type.

Motivated by the equivalence Db(MHM(Y ⊔Z)) ≃ Db(MHM(Y))×
Db(MHM(Z)) we define the category locally bounded derived category of
MHMs Dlb(MHM(X))to be the product category

Dlb(MHM(X)) =
∏

Xv∈π0(X)

Db(MHM(Xv)) (4.5)

The category Dlb(MHM(X)) carries the product t-structure and we
define MHM(X) to be the heart of this t-structure.

All of the results of the previous section generalise by applying
them on each factor of (4.5).

Remark 4.18. Objects in Dlb(MHM(X)) need not have bounded coho-
mology. For example if X =

⊔
d⩾0 X2d for 2d-dimensional smooth

projective varieties X2d then the constant mixed Hodge module QX ⊗
Ldim(X) has cohomology in each even degree.

4.1.2 Variant: unbounded above mixed Hodge modules

As we have already seen in §2.1.1 not all of the mixed Hodge modules
in this thesis that we encounter will be bounded.

Example 4.19. H(BC×) ∼=
⊕
n⩾0L2n is an unbounded above graded

mixed Hodge structure. (The definition of the mixed Hodge structure
on the cohomology of stacks such as BC× as in Definition 4.38.)

As in [Dav23b; DM20] we introduce the categories D+(MHM(X))

and D−(MHM(X)) of unbounded above and below complexes of
mixed Hodge modules, so that it retains aspects of the six functor
formalism of the locally bounded version.

Definition 4.20. The truncation functors

τ⩾n : Dlb(MHM(X)) −→ Dlb,⩾n(MHM(X))

define a sequence of categories

. . . Dlb(MHM(X)) Dlb(MHM(X)) . . .

←→τ⩾n−1 ←→τ
⩾n ←→τ⩾n+1

which we use to define

D+(MHM(X)) := lim←−
n

(
Dlb,⩾n(MHM(X))→ Dlb,⩾n+1(MHM(X))

)
.

Objects of D+(MHM(X)) are Z-tuples (Fn)n∈Z ∈ Db(MHM(X))Z and
isomorphisms τ⩾nFn ′ ∼= Fn for all n < n ′ and morphisms are mor-
phisms of the Z-tuples which commute with the data of the isomor-
phisms in the natural way.
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Dually, the truncation functors

τ⩽n : Dlb(MHM(X)) −→ Dlb(MHM(X))

define a sequence of categories

. . . Dlb(MHM(X)) Dlb(MHM(X)) . . .

←→τ⩽n−1 ←→τ
⩽n ←→τ⩽n−1

and we define D−(MHM(X)) to be the colimit category.

The six functor formalism of §4.1 largely generalises to the cate-
gories D±(MHM(X)). An important difference is that Verdier duality
exchanges the two categories

D : D±(MHM(X)) −→ D∓(MHM(X)).

4.2 intersection cohomology

In practice the main source of mixed Hodge modules are polarisable
variations of Hodge structure.

Theorem 4.21 ([Sai88, Théorème 2]). Let X be a smooth (analytic) variety.
Then every polarisable variation of Hodge structures L of weight w defines a
Mixed Hodge module L[dimC X] of weight w+ dimC X.

Definition 4.22 (Intermediate Extension). Let X be an (analytic) variety.
Let j : U ↪→ X be an (analytically) locally closed immersion. We use the
natural transformation (4.2)

j! −→ j∗

to define the intermediate extension j!∗ to be the functor

j!∗ : Db(MHM(U)) −→MHM(X)

F 7−→ H0(im(j!F → j∗F)).

Definition 4.23 (Supports). Let H ∈ MHM(X) be a mixed Hodge
module. The supports of H are the closed subvarieties Z ⊆ X arising as
the support of a simple subquotient of H.

Definition 4.24 (Intersection Complex of a VHS). Let X be a variety.
Let j : U ↪→ X be an open dense inclusion of a smooth variety U. For
every polarisable variation of Hodge structure L on U of we define the
intersection complex on X with coefficients in L to be the mixed Hodge
module IC(X,L) := j!∗L[dimCU]

If i : Z ↪→ X is a closed immersion, then we often abuse notation and
write IC(Z,L) = i∗IC(Z,L) for a VHS L defined on a smooth open
dense subset U ⊆ Z.
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Theorem 4.25. Let X be a variety. Suppose L is a polarisable variation
of Hodge structure defined on an open dense subvariety U ⊆ X. Then the
intersection complex IC(X,L) is the unique mixed Hodge module on X such
that

(i) IC(X,L) restricts to L[dimC(X)] on U
(ii) IC(X,L) has no supports contained in X∖U

Corollary 4.26. Let X be a variety. Let jU : U ↪→ X be an Zariski-open
dense subset. Let L be a polarisable variation of Hodge structures on U. Let
jW : W ↪→ X be an analytic open embedding and let W denote the analytic
closure of W in X. We have natural isomorphisms

j∗WICX(L) ∼= ICW(j∗WL).

Theorem 4.27 (Saito’s decomposition theorem [Sai88]). Let X be an
algebraic variety.

The subcategory HM(X) ⊆ MHM(X) of pure mixed Hodge modules is
semisimple with simple objects given by intersection complexes IC(Z,L) for
irreducible closed subvarieties Z ⊆ X and simple polarisable variations of
Hodge structure L.

Suppose that F ∈ Db(MHM(X)) is pure. Then there is a (non-canonical)
isomorphism in Db(MHM(X))

F ∼=
⊕
i∈Z
Hi(F)[−i]

and each cohomology mixed Hodge module Hi(F) is pure.
Combining with the first assertion of the theorem, for every support Z(i) ⊆

X of Hi(F) there is a semisimple polarisable variation of Hodge structure
LZ(i) , called the monodromy of F|Z(i) , generically defined on Z(i) such
that

F ∼=
⊕
i∈Z

⊕
Z(i)

IC(Z(i),LZ(i))[−i].

Theorem 4.28 (Deligne, Schmid). Let X be a smooth complex analytic
variety. Then the underlying local system of a polarisable variation of Hodge
structures L is semi-simple.

Proof. See [Sch73, (7.25) Theorem], and [Del71, Théorème (4.2.6)] and
its footnote.

A simple mixed Hodge module need not have simple associated
perverse sheaf. The mixed Hodge structure H1(E) for an elliptic curve
E is simple, however as a vector space H1(E) ∼= Q⊕2 is not simple.

Nevertheless, by Theorem 4.28 rat does map semisimple objects to
semisimple objects.

Corollary 4.29. If H ∈ Db(MHM(X)) is semisimple, then so is rat(H) ∈
Db
c(X).
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4.3 mixed hodge modules on monoid schemes

A monoid scheme (M,⊕) is a monoid object in the category of schemes.
More explicitly, a monoid scheme is a scheme M together with a
morphism ⊕ : M×M → M and a morphism u : pt → M satisfy-
ing the unital and associativity axioms. A monoid scheme (M,⊕)
is commutative if ⊕ ◦ s = ⊕ for the swapping factors morphism
s :M×M→M×M.

Let (M,⊕) be a commutative monoid scheme, which is reduced and
separated with connected components which are of finite type. We de-
fine a symmetric monoidal structure � on the category D+(MHM(M))

of bounded below complexes of mixed Hodge modules onM by the
forumla

F � G := ⊕∗(F⊠ G) (4.6)

for F,G ∈ D+(MHM(M)).
Suppose ⊕ :M×M→M is a finite morphism. Then

⊕∗ : D+(MHM(M×M))→ D+(MHM(M))

is t-exact and the same formula (4.6) defines a symmetric monoidal
structure � on MHM(M).

Example 4.30. LetMA be the good moduli space of a 2CY category
A with a good moduli theory. The direct sum morphism ⊕ :MA ×
MA →MA and the inclusion of connected component pt ∼=MA ,0 ↪→
MA endowsMA with the structure of a monoid scheme.

Suppose α : (M,⊕M) → (N ,⊕N ) is a morphism of commutative
monoid schemes. Then the pushforward

α∗ : D+(MHM(M)) −→ D+(MHM(N ))

is a strict monoidal functor with respect to the � monoidal structures.

Example 4.31. The monoid structure ⊕ :M×M→M descends to a
monoid structure on the set of connected components π0(M), which
we can view as a discrete scheme.

The category D+(MHM(π0(M))) with the �-monoidal structure
is equivalent to the monoidal category of π0(M)-graded objects in
D+(MHM(pt)) with the usual monoidal structure ⊗ of graded objects
given by( ⊕

v∈π0(M)

Vv

)
⊗
( ⊕
v∈π0(M)

Wv

)
=

⊕
v∈π0(M)

⊕
v ′+v ′′=v

Vv ′ ⊗ Vv ′′ .

The natural morphismM→ π0(M) is a monoid morphism.

We fix for the rest of this section a reduced and separated commu-
tative monoid scheme (M,⊕), whose connected components are of
finite type and such that ⊕ :M×M→M is a finite morphism.
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In any symmetric monoidal category one can define algebra objects
and Lie algebra objects. The algebra objects and Lie algebra objects in
symmetric monoidal categories D+(MHM(M)) and MHM(M) play
a fundamental role in this thesis.

Let M ∈ {(D+(MHM(M)), �), (MHM(M), �)}. The forgetful func-
tor

{algebras in M }→M

has a left adjoint Free�-Alg which takes an object G to the algebra object

Free�-Alg(G) =
⊕
n⩾0

G�n =
⊕
n⩾0

⊕∗(G⊠n) (4.7)

with product uniquely determined by the isomorphisms

G�n � G�m ∼=−→ G�(n+m).

Proposition 4.32. Let (M,⊕) be a reduced and separated commutative
monoid scheme, whose connected components are of finite type. Assume
furthermore that ⊕ :M×M→M is a finite morphism.

Suppose G ∈MHM(M) is pure of weight zero. Then so is Free�-Alg(G)

pure of weight zero.

Proof. This is an application of Propositions 4.8 and 4.16. The category
of pure (weight zero )mixed Hodge modules is closed external prod-
ucts and direct sums. By assumption, ⊕ is finite and hence ⊕∗ sends
pure weight zero mixed Hodge modules to pure weight zero mixed
Hodge modules. Purity of Free�-Alg(G) immediately follows from the
explicit formula (4.7) in terms of external products, direct sums and
pushforward along ⊕ of pure weight zero objects.

There is a forgetful functor

{algebras in M } −→ {Lie algebras in M } (4.8)

which sends an algebra (A,m) to the Lie algebra given by its commu-
tator bracket

[−,−]A := (m−m ◦ s∗) : A�A −→ A.

In a tensor category, i. e. an Abelian category with a compatible
symmetric monoidal structure, we have the additional notion of ideals
of algebra objects and quotients by these ideals.

Fix M to be the tensor category (MHM(M), �). A two-sided ideal I of
an algebra object A in M is a subobject I ⊆ A stable under multiplication
by A on both sides, i. e. both morphisms

m : I×A −→ A

m : A× I −→ A
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factor through I.
Let (L, [−,−]L) be a Lie algebra object in M . We define the universal

enveloping algebra U(L) of L to be the quotient

U(L) := Free�-Alg(L)/⟨[−,−]Free�-Alg(L) − [−,−]L⟩.

of the free algebra on L be the two-sided ideal of Free�-Alg(L) gener-
ated by the image of the morphism

[−,−]Free�-Alg(L) − [−,−]L : L�L −→ Free�-Alg(L).

The universal enveloping algebra defines a left adjoint to (4.8). The
free Lie algebra Free�-Lie(G) of an object G in M is defined to be the
Lie subalgebra of (Free�-Alg(G), [−,−]Free�-Alg(G)) generated by G ⊆
Free�−Alg(G). Taking the free Lie algebra defines a left adjoint to the
forgetful functor

{Lie algebras in M } −→M .

4.4 mixed hodge modules on stacks

We begin by summarising the theory of perverse sheaves on Artin
stacks.

A fundamental result in the theory of perverse sheaves, is that the
categories of perverse sheaves form a stack in the smooth topology
on complex algebraic varieties. This motivates the definition of the
categories of perverse sheaves for Artin stacks: Artin stacks are stacks
in the smooth topology and therefore a working definition for the
category of perverse sheaves is as the gluing of categories in the
smooth topology.

In [LO08a; LO08b; LO09; Sun17] the authors develop a six functor
formalism for constructible sheaves on Artin stacks, which allows the
authors to realise the category of perverse sheaves as the heart of a
t-structure on the category of constructible cohomology complexes
Db

c (X).
The analogue of this theory for mixed Hodge modules has not yet

been developed. Despite being able to define the category of mixed
Hodge modules on a quotient stack X = X/G as the category of G-
equivariant mixed Hodge modules, it remains a subtle task to give
a good definition of the bounded derived category of mixed Hodge
modules Db(MHM(X)) with all of the six functors. The difficulty al-
ready appears for the constructible derived category: we no longer
have Db(Perv(X)) ∼= Db

c (X). Indeed, it fails for BGm (see [LO09, Re-
mark 1.1]). For a thorough treatment of mixed Hodge modules on
quotient stacks we refer the reader to [Ach13].

We implement ad-hoc definitions (following [Dav23b; DHS22]) as
workarounds for the abscence of the full six-functor formalisms for
mixed Hodge modules on Artin stacks.
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Notation 4.33. For a finite type Artin stack X we write rat(DQX) ∈
Db

c (X) for the dualising constructible sheaf, even though we haven’t
defined the (complex of) mixed Hodge modules DQX.

Definition 4.34. An acyclic cover of a finite type Artin stack X is
a sequence of smooth morphisms fn : Xn → X from reduced and
separated schemes Xn such that

min
{
i ∈ Z | pHi(cone(rat(DQX)→ rat((fn)∗DQXn)) ̸= 0)

}
−−−−→
n→∞ ∞.

The following example can be viewed as an algebraic version of the
Borel construction.

Example 4.35 (Acyclic covers for quotient stacks). Let X be a separated
scheme and G an affine algebraic group acting on X. We exhibit an
acyclic cover for the quotient stack X/G.

Choose an embedding G ↪→ GLn. For every N > 0 the group GLn,
hence also G, acts on VN := HomC(CN,Cn) via the defining action on
Cn. Consider the open dense subvariety SN ⊆ VN consisting of surjec-
tive linear maps. The subvariety SN is stable under the GLn-action and
GLn acts freely on SN. The group G acts on X× SN via the diagonal
action. Set XN := (X× SN)/G. By [EG98, Proposition 23] the stacks
XN are schemes and by the argument in [DM20, Proposition 2.16] the
natural morphisms XN → X/G, N > 0 are an acyclic cover for X/G.

Example 4.36. Moduli stacks of objects in 2CY categories with a good
moduli theory admit an acyclic cover by Assumption 3.39 (iii) and
Example 4.35.

Example 4.37 (Pullback acyclic covers). Suppose X is a finite type
Artin stack admitting an acyclic cover {fn : Xn → X}. Then for every
representable finite type morphism f : Y → X, the pullback of the
cover {X×X Xn → Y} is an acyclic cover for Y.

The purpose of acyclic covers is to approximate cohomological
invariants of stacks X by cohomological invariants of schemes Xn.

For every acyclic cover (fn)n of X and every morphism g : X −→ Y

we have for all i and n≫ 0

pτ⩽ig∗DQX
∼= pτ⩽i(g ◦ fn)∗DQXn .

This key observation is what allows us to avoid directly dealing with
mixed Hodge modules on stacks, at the expense of always pushing
forward to a scheme (Notation 4.41).

Definition 4.38. Let X be a finite type Artin stack admitting an acyclic
cover. For every morphism b : X → B to a variety B we define the
pushforward of the dualising sheaf along a to be the object

b∗DQX :=
(
τ⩽i(b ◦ fN(i))∗DQXN(i)

)
i∈Z
∈ D+(MHM(B))
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for a choice of acyclic cover {fn : Xn → X}n and for N(i) ≫ 0 (more
precisely for N(i) such that pHj(cone(DQX → (fn)∗DQX)) = 0 for all
j ⩽ i).

Using pullback acyclic covers as in Example 4.37 for a representable
morphism f : Y → X of finite type Artin stacks admitting acyclic
covers, we define the pushforwards modules f!DQY, f∗DQY and
pullbacks f∗DQX, f!DQX.

Remark 4.39. By passing to a common refinement (by applying Exam-
ple 4.37), we deduce that the definition of a∗DQX is independant of
the choice of acyclic cover.

Remark 4.40. Constructions involving mixed Hodge modules on stacks
X are done by performing the construction at each level Xn of an
acyclic cover, then pushing forward to a scheme and taking the limit
n→∞.

For constructions involving (morphisms between) multiple stacks,
pullback acyclic covers (Example 4.37) are very useful.

Notation 4.41. Throughout Chapter 4 all of the finite type Artin stacks
are assumed to admit an acyclic cover as in Definition 4.34.

When working with mixed Hodge modules on stacks X we avoid
constantly choosing a morphism X → Z to a variety Z and pushing
forward by simply writing DQX. The motivated reader is invited to
translate everything to the language of pushforwards from acyclic
covers (use Remark 4.40).

Remark 4.42. In the case of moduli stacks of objects MA in a 2CY
category with a good moduli theory, we usually pushforward to the
good moduli space MA →MA (c.f. Proposition 3.38 (iii)).

4.5 proper pushforwards and virtual pullbacks

Let f : X→ Y be a proper representable morphism of finite type Artin
stacks admitting acyclic covers. The counit of f! ⊣ f! applied to the
dualising mixed Hodge module is the morphism f!f

!DQY → DQY.

Definition 4.43 (Proper pushforward). Using the properness of f so
that f∗DQX

∼= f!DQX we obtain the proper pushforward

f⋆ : f∗DQX −→ DQX.

Let f : X → Y be a smooth morphism of Artin stacks admitting
acyclic covers of relative dimension dim(f). Since f is smooth we have
the canonical isomorphism f∗DQY ∼= DQX ⊗L−2dim(f)/2.

Definition 4.44 (Smooth pullback). Combining with the unit id→ f∗f
∗

we obtain the smooth pullback along f

f† : DQY −→ f∗f
∗DQY ∼= f∗DQX ⊗L−2dim(f)/2.
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Let X be an Artin stack admitting an acyclic cover. Suppose E is
a locally free sheaf on X. Let E := TotX(E) be its total space and let
π : E → X be the projection. Let s : X → TotX(E) be a section and
consider the pullback diagram

X E

Xs X.

←→0

← →ıs

←→ıs
⌝

← →s (4.9)

Using that s is a section and the smoothness of π so that π∗ ∼= π!(−)⊗
L−2r/2 we have a natural isomorphism

DQX
∼= s∗DQE ⊗L−2 rkE/2. (4.10)

Applying the adjunction s∗ ⊣ s∗ to (4.10) we obtain the morphism

DQE −→ s∗DQX ⊗L−2 rkE/2

Definition 4.45 (Refined Gysin pullback). Applying 0!
E and the base

change isomorphism 0!
Es∗ ≃ (ıs)∗ı

∗
s from the diagram (4.9) we obtain

the refined Gysin pullback along ıs

ı†s : DQX −→ (ıs)∗DQX ⊗L−2 rkE/2.

4.5.0.1 Virtual pullbacks for strictly [−1, 1]-perfect complexes

Definition 4.46. A perfect complex C on an Artin stack M is strictly
[a,b]-perfect if it is equivalent to a complex of locally free sheaves of
the form

0 Ca Ca+1 . . . Cb−1 Cb 0.←→ ←→ ←→ ←→ ←→ ←→

called a locally free presentation.

Fix a locally free presentation C ≃ (C−1 → C0 d0→ C1) of a strictly
[−1, 1]-perfect complex C on M. Consider its total space TotM(C),
which in general is a derived stack. Its truncation t0(TotM(C)) is
equivalent to TotM(τ⩽0C), the total space of the truncation of the
complex.

The projection TotM(τ⩽0C)→M is representable hence TotM(τ⩽0C)
has an acyclic cover if X does. The monomorphism of complexes
τ⩽0C ↪→ C⩽0 induces a closed immersion TotM(τ⩽0C) ↪→ TotM(C⩽0).

Consider the brutal truncation C⩽0 of the complex C. Its total space
prM : TotM(C⩽0) → M is a vector bundle stack over M and hence
smooth of relative dimension dim(prM) = rk(C0) − rk(C−1).

Consider also the vector bundle E := pr∗MC1 on X := TotM(C⩽0) and
its total space E := TotX(E). We have the zero section 0 : X → E and
the section sC : X→ E defined by the differential d0 : C0 → C1.
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Altogether we have the following commutative diagram with Carte-
sian square describing the relations between the spaces.

X E

TotX(τ⩽0C) X

M

← →0

← →ı

← →ı ⌝

←

→
q

← →sC

←→

q̃

(4.11)

Diagram (4.11) can be thought of as a relative (over M) version of
Diagram (4.9).

We have the smooth pullback q̃† and the refined Gysin pullback ı†sC .

Definition 4.47. We define the virtual pullback along (the total space of) C
to be the composition

v
†
C : DQM

q̃†−→ q̃∗DQX ⊗L2dim(q̃)/2

q̃∗q
†
sC−→ q∗DQTotM(τ⩽0C) ⊗L−2χ(C)/2

where we used χ(C) = rk(C−1) − rk(C0) + rk(C−1)

Ideally the virtual pullback is independent of the choice of locally
free presentation of C. This is not immediate from the definition, since
the brutal truncation C⩽0 and the vector bundle E = q̃∗C1 are sensitive
to the presentation.

The following three lemmas solve this issue for a class of stacks that
covers all of the moduli stacks appearing in this text.

Lemma 4.48. Let X be an Artin stack. Suppose Ci = (C−1i → C0i → C1i ),
i = 1, 2 are presentations of a [−1, 1]-perfect complex C and let γ : C1 → C2
be a quasi-isomorphism. Let q : TotX(τ⩽0C)→ X be the projection.

Then the two virtual pullbacks q†C1 and q†C2 agree under the induced

equivalence γ : TotX(C)
≃→ TotX(C), i. e. the diagram

q∗DQTotX(τ⩽0C)

DQX

q∗DQTotX(τ⩽0C)

←

→≃ γ∗

← →
q
†
C1

←

→
q
†
C2

commutes.

Lemma 4.49. Let X be an Artin stack. Suppose locally free sheaves are
projective objects in the category of OX-modules. Then virtual pullback along
a strictly [−1, 1]-perfect complex C is independent of the presentation of C.
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Proof. Since locally free sheaves are projective objects, every isomor-
phism in D(X) of locally free sheaves is represented by a quasi-
isomorphism. The lemma now follows from Lemma 4.48.

The next lemma guarantees that the assumption of Lemma 4.49

holds for moduli stacks satisfying Assumption 3.39.

Lemma 4.50. Suppose X = W/GLN is a quotient stack of a quasi-affine
scheme W by GLN. Then locally free sheaves on X are projective objects in
the category of OX-modules.

Proof. The main ingredient is the linear reductivity of GLN. A locally
free sheaf E on X pulls back to a GLN-equivariant locally free sheaf
EW on W. Since EW is locally free, it is projective as a sheaf on W,
i. e. HomW(EW ,−) is exact. Let F be a GLN-equivariant OW-module,
then the GLN-equivariant homomorphisms HomGLN(E ,F) are the
same thing as GLN-invariant homomorphisms:

HomGLN(E ,F) = HomW(E ,F)GLN

By the linear reductivity of GLN taking invariants is an exact functor.
Thus, as a composition of exact functors HomGLN(E ,−) is exact. In
other words E is a projective OX-module.

Remark 4.51. By (the proof of) [Tot04, Theorem 1.1], a stack is of the
form W/GLN for a quasi-affine scheme W if and only if it is of the
form U/G for an affine scheme U and an affine algebraic group G.
[Tot04, Theorem 1.1] also states that any stack of the form W/GLN
has the resolution property, i. e. every coherent sheaf is the quotient of
a vector bundle. If X is normal, then it has the resolution property if
and only if is of the form W/GLN.

By Example 4.35 such stacks admit acyclic covers.

4.6 the cohomological hall algebra of a 2-calabi–yau

category

This section is based on [DHS22]
Let A ⊆ D be a 2CY Abelian category with a good moduli theory

JH : MA →MA . This section uses all of the Assumptions 3.39-3.43.
The main cohomological invariant of our interest is the mixed Hodge

module

JH∗DQvir
M := JH∗D(QMA

⊗L−(−,−)A /2) = JH∗DQMA
⊗L(−,−)A /2

Explicitly, on each connected component MA ,v ⊆MA ,v

JH∗DQvir
MA ,v

:= JH∗D(QMA
⊗L−(v,v)A /2) = JH∗DQMA

⊗L(v,v)A /2.

Since MA with ⊕ is a commutative monoid scheme, the product
� from (4.6) endows D+(MHM(MA )) with a symmetric monoidal
structure.
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The aim of this section is to construct a �-algebra structure on

JH∗DQvir
MA

.

Let ExactA be the stack of short exact sequences in A as in Defini-
tion 3.29. Consider the correspondence diagram

ExactA

MA ×MA MA

MA ×MA MA

π0(MA )× π0(MA ) π0(MA )

←

→

q ←

→
p

←→ JH×JH ←→ JH

← →⊕
←→ [−] ←→ [−]

← →+

(4.12)

By Proposition 3.28 the morphism q is the trunction of the globally
presented morphism

TotM×2
A
(RHom[1]) −→MA ×MA .

We define the �-algebra structure on AA by

AA �AA = ⊕∗(AA ⊠AA )

q
†
RHom[1]−−−−−→ (⊕ ◦ JH×2 ◦ q)∗DQExactA ⊗L−(−,−)A /2

∼=−→ (JH ◦ p)∗DQExactA ⊗L−(−,−)A /2

p∗−→ DQMA
⊗L−(−,−)A /2 = AA

(4.13)

We make the shifts explicit. Restricting (4.12) to connected compo-
nents MA ,v ×MA ,w we have the diagram

ExactA ,v,w

MA ,v ×MA ,w MA ,v+w

MA ,v ×MA ,w MA ,v+w.

←→q

←

→
p

←→ JH×JH ←→ JH

← →⊕

and restricting (4.13) we have

JH∗DQvir
M � JH∗DQvir

M = ⊕∗JH∗DQMA ,v×MA ,w ⊗L−((v,v)+(w,w))/2

q
†
RHom[1]−−−−−→ (⊕ ◦ JH×2 ◦ q)∗DQExactA ,v,w ⊗L−((v,v)+(w,w)+2(v,w))/2

∼=−→ (JH ◦ p)∗DQExactA ,v,w ⊗L−(v+w,v+w)A /2

p⋆−→ JH∗DQMA ,v+w ⊗L−(v+w,v+w)A /2.

In the second to last line we used the symmetry (v,w)A = (w, v)A to
gather terms.
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Theorem-Definition 4.52 ([DHS22]). The compositionm : AA �AA →
AA of the morphisms in (4.13) makes AA into a �-algebra, called the
relative cohomological Hall algebra of A . The pushforward H∗AA =

[−]∗AA to the monoid of connected components together with the
product [−]∗m is a π0(MA )-graded algebra, called the (absolute) coho-
mological Hall algebra of A .

Proof sketch. The main part of the proof is to show that the product m
is associative which is [DHS22, Proposition 9.1]. The key point is to use
the general theory of pullbacks along globally presented morphisms
to compare iterated products. One iterated product is given by the
virtual pullbacks and pushforwards

(pv,w+u)⋆ ◦ q†v,w+u ◦ (idv × pw,u)⋆ ◦ (idv × qw,u)
† (4.14)

along morphisms in the diagram

FiltA ,v,w,u ExactA ,v,w+u MA ,v+w+u

MA ,v ×ExactA ,w+u MA ,v ×MA ,w+u

MA ,v ×MA ,w ×MA ,u .

←→

← →

← →

pv,w,u

←

→

qv,w,u

←→ qv,w+u

←→
pv,w+u

←→ idv×qw,u

←→
idv×pw,u

The other iterated product is given by the pullbacks and pushforwards

(pv+w,u)⋆ ◦ q†v+w,u ◦ (pv,w × idu)⋆ ◦ (qv,w × idu)† (4.15)

along morphisms in the diagram

FiltA ,v,w,u ExactA ,v+w,u MA ,v+w+u

ExactA ,v+w ×MA ,u MA ,v+w,u

MA ,v ×MA ,w ×MA ,u .

←→

← →

← →
pv,w,u

←

→

qv,w,u

←→ qv+w,u

←→
pv+w,u

←→ qv,w×idu

←→
pv,w×idu

The morphism

qv,w,u : FiltA ,v,w,u −→MA ,v ×MA ,w ×MA ,u

is a globally presented morphism as in §A.2. Using the theory of vir-
tual pullbacks along globally presented quasi-smooth morphisms
as developed in [DHS22, §4] and applying Proposition 3.32 and
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Lemma 4.49 it follows that the two iterated products (4.14) and (4.15)
agree with the virtual pullback and pushforward

(pq,v,u)⋆ ◦ q†v,w,u

through FiltA ,v,w,u.

ψ-twists

We need to introduce systematic signs which we incorporate into the
mulitplication of the CoHA. Suppose ψ : π0(MA )× π0(MA ) → Z is
a bilinear form, called a twist, such that ψ(v,w) +ψ(w, v) = (v,w)A
mod 2 for all v,w ∈ π0(MA ). The existence of such bilinear form
follows from (v, v) ∈ 2Z for all v ∈ π0(MA ).

Definition 4.53. The ψ-twisted relative CoHA is the �-algebra object in
D+(MHM(MA )) given by

Aψ := (AA , (−1)ψm)

where the sign (−1)ψ depends on the value of ψ on the connected
component ofMA ×MA .

4.7 cohomological hall algebras of serre subcategories

Suppose B ⊆ A is a Serre subcategory so thatMB ↪→MA is a closed
submonoid scheme and the diagram

MB ×MB MB

MA ×MA MA

←→⊕

←
↩→ ⌟ ←

↩→

←→⊕

is Cartesian.

Lemma 4.54. The base change isomorphism ı!B ◦ ⊕∗
∼=→ ⊕∗ ◦ (ıB × ıB)!

makes ı!B a strict monoidal functor

ı!B : (D+(MHM(MA )), �) −→ (D+(MHM(MB)), �)

Proof. Immediate from definitions.

In particular, ı!B takes �-algebra objects to �-algebra objects.

Definition 4.55. We define the relative cohomological Hall algebra of B to
be the �-algebra object AB := i!BAA . The (absolute) cohomological Hall
algebra of B is the π0(MB)-graded algebra H∗AB .

More explicitly, the product mB on AB is defined via the pullback
and pushforward of the restrictions

m = (p|MB
)⋆ ◦ (q|MB

)†.

where the virtual pullback along q is the virtual pullback along the
restriction RHomA [1]|MB

which is a strictly [−1, 1]-perfect complex.
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Example 4.56 (Nilpotent CoHA). The nilpotent CoHA

HANil
ΠQ

= ANil
ΠQ

= ı!NilAΠQ

of the preprojective algebra of a quiverQ is the CoHA associated to the
Serre subcategory of Rep(ΠQ) consisting of nilpotent representations.

Example 4.57 (Strictly seminilpotent CoHA). The relative strictly semi-
nilpotent CoHA is the relative CoHA associated to the Serre subcategory
Rep(ΠQ)SNN

A
SNN,ψ
ΠQ

= ı!SNNA
ψ
ΠQ

and the (absolute) strictly seminipotent CoHA is its total cohomology
H(ASNN,ψ

ΠQ
).

Next we generalise Example 4.56 to arbitrary 2CY categories A .

Example 4.58. Let F = {F1, . . . , Fn} be a Σ-collection of simple objects
in A . Let F ⊆ A be the extension closure of the full subcategory
containing the Σ-collection F. The cohomological Hall algebra of the Σ-
collection F is the CoHA associated to the Serre subcategory F .

Let dgF ⊆ D be the dg extension closure of the full subcategory
containing the Fi, for i = 1, . . . ,n, i. e. dgF is the smallest full dg sub-
category of D which is extension closed and contains all of the objects
Fi. Let QF be a half Ext-quiver of F and let dgNilΠQF ⊆ Perf(G2(QF))
be the dg extension closure of the nilpotent representations of ΠQF ,
i. e. the dg extension closure of the Σ-collection consisting of the repre-
sentations Si.

The simple objects in the Serre subcategory F ⊆ A are precisely
F1, . . . , Fn. Thus the inclusions {Fi} ↪→ MF ⊆ A induce an isomor-
phism of monoid schemes

N{Fi}
∼=−→MF .

The moduli stack of F is then given by the disjoint uninion of fibres

MF =
⊔

m∈N{Fi}

MF ,m =
⊔

m∈N{Fi}

JH−1
A

([⊕
i

Fmi

i

])
The stacks MF and MNil

ΠQF
are the fibers over a discrete subscheme

NQ0 ⊆MA , resp. ⊆MΠQ . It follows from an application of the étale
Ext-quiver neighbourhood theorem (3.53) at each of the points of NQ0
that there is an equivalence of stacks

MF ,m ≃MNil
ΠQ,m. (4.16)

Moreover, there is a commutative diagram

MΠQ MNil
ΠQ
≃MF MA

MΠQ N{Fi} MA

←→

←↩→ ←↩ →ı̃F

←→ ←→

←↩→ ←↩ →

(4.17)
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where the horizional morphisms are closed embeddings and the verti-
cal morphisms are good moduli space morphisms.

Proposition 4.59 (Ext-quiver compatibility of CoHA product ). The
equivalence (4.16) induces an isomorphism of cohomological Hall algebras

HA
F ,ψ
A

∼=−→ HA
Nil,ψ
ΠQ

Proof. We prove the compatibility of multiplication in two steps. First,
we show that the restrictions of the virtual pullbacks (̃ıF × ı̃F )!q

†
RHomA [1]

and (̃ı!Nil × ı̃Nil)q
†
RHomΠQ [1] agree. Second, we show that the restric-

tions of the proper pushforwards ı̃!F (pA )⋆ and ı̃!Nil(pΠQ)⋆. Both of
these steps ultimately hinge on the equivalence (4.18) of the restric-
tions of RHom complexes RHomA [1] and RHomΠQ [1] to the stack
MNil
ΠQ
×MNil

ΠQ
≃MF

A ×MF
A . The equivalence (4.18) is established us-

ing the machinery of twisted complexes, see Appendix B.
Define ExactFA as the fiber product

ExactFA ExactA

MF ×MF MA×MA
.

← →
⌟←→ qF

A
←→ qA

←↩ →

We have

ExactFA ≃ t0(TotMF×MF
((̃ıF × ı̃F )∗RHomA [1])).

Since the morphism qA is globally presented by the quasi-smooth
morphism TotMA×MA

(RHomA [1]) → MA ×MA (Assumption 3.39

for A ), it follows that qF
A is globally presented by the quasi-smooth

morphism TotMF
A×M

F
A
((̃ıF × ı̃F )∗RHomA [1])→MF

A ×MF
A .

The equivalences of Lemma B.7 and Lemma B.9 make up the middle
part of (4.17).

Abbreviate the shifted RHom complex coming from ΠQ, respectively
A , by

RHomNil
ΠQ

[1] := (̃ıNil × ı̃Nil)
∗RHomΠQ [1], respectively

RHomF
A := (̃ıF × ı̃F )∗RHomA [1].

Applying Lemma B.12 twice – once to the category A = A with
Σ-collection F and once to A = ΠQ with Σ-collection S – we deduce
that there is is an equivalence of RHom complexes

RHomNil
ΠQ

[1] ≃ RHomF
A [1]. (4.18)

By Lemma B.9 we know that MNil
ΠQ
≃MF is the quotient stack of

an affine scheme by a reductive group, hence satisfies the resolution
property. We conclude from Lemma 4.49 that the virtual pullbacks
(qNil
ΠQ

)† and (qF
A )† agree.
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Using smooth base change it follows that the restricted virtual
pullbacks agree

ı!Nilq
†
RHomΠQ [1] = q

†
RHomNil

ΠQ
[1]

(Theorem 4.6)

= q†
RHomF

A [1]
((4.18) and Lemma 4.49)

= ı!Fq
†
RHomA [1] (Theorem 4.6).

This completes the first part of the proof.
We begin the proof of the compatiblity of proper pushforwards with

a chase in the following diagram.

ExactFA

MF
A ×MF

A MF
A

N{Fi} ×N{Fi} N{Fi}

ExactA

MA ×MA MA

MA ×MA MA

←→

qF ←

→
pF←↩

→

←↩

→

←→ ←
↩

→

←→

← →+

←↩
→

←
↩

→

←→q

←

→
p

←→ ←→

← →⊕

The two pentagons are commutative. The bottom square is Cartesian
by hypothesis. The squares on the “walls” are Cartesian by definition.
The square on the left side of the “roof” is Cartesian also by definition.
Thus, as long as the right side of the “roof” is commutative it is also
Cartesian.

Remark 4.60. More concretely, this diagram chase reflects the fact that
Jordan–Hölder factors are “additive” in short exact sequences.

The diagram

ExactFA ExactA

MF
A MA

←→

←→ pF
A
⌟ ←→ p

← →

is commutative, hence Cartesian, because both morphisms p and pF
A

are given by the universal extensions over MA ×MA , respectively
MF

A ×MF
A , which are .
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We deduce the compatiblity of pushforwards

ı!F (pA )⋆ = (pF
A )⋆ (Base Change Theorem 4.6)

= (pNil
ΠQ

)⋆ (Lemma B.12)

= ı!Nil(pΠQ)⋆ (Base Change Theorem 4.6).



5
C A RTA N D ATA A N D L I E A L G E B R A S

“I think... if it is true that there are as many minds as
there are heads, then there are as many kinds of love as
there are hearts.”

— Leo Tolstoy, Anna Karenina

The aim of this chapter is to present the definition (Definition 5.25) of
a generalised Kac–Moody Lie algebra associated to a monoid scheme
[DHS23]. We pay particular attention to the good moduli space of a
2-Calabi–Yau category A with a good moduli theory.

To motivate this definition we review the classical definition of
Kac–Moody Lie algebras and Borcherds’s generalised Kac–Moody Lie
algebras.

5.1 semisimple lie algebras from cartan data

A (finite type) root system is the data of

(i) a finite dimensional real vector space V
(ii) together with a symmetric, positive definite, non-degenerate

bilinear form (−,−): V × V → R
(iii) and a finite spanning subset R ⊆ V ∖ {0}, elements of which are

called roots,

satisfying the following axioms:

(i) for every two roots a,b the vector b− 2 (a,b)
(a,a)a is also a root;

(ii) for every two roots a,b we have 2 (a,b)
(a,a) ∈ Z.

A subset S ⊆ R is called a set of simple roots if S is a basis for V and
every root a ∈ R can be written as an integral linear combination
a =

∑
b∈S nbb of simple roots b ∈ S where all of the coefficients nb

have the same sign.
A Cartan datum is the data of a root system together with a set of

simple roots.

94
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Given the input of a Cartan datum (V , (−,−),R,S) we define a
Lie algebra g(V ,(−,−),R,S) as follows. We declare g to the Lie algebra
generated by the set {es,hs, fs}s∈S subject to the relations

[hs, es] = 2es, for all s ∈ S
[hs, fs] = −2fs, for all s ∈ S

[es, fs] = hs, for all s ∈ S
[hs,hs ′ ] = 0, for all s, s ′ ∈ S

ad(es)1−(s,s ′)(es ′) = 0, for all s, s ′ ∈ S

ad(fs)1−(s,s ′)(fs ′) = 0, for all s, s ′ ∈ S.

(5.1)

Remark 5.1. One of the fundamental facts about simple Lie algebras
is that every simple Lie algebra g arrises as a Lie algebra of the form
g(V ,(−,−),R,S). Explicitly, a root system is V = h∨, where h ⊆ g is a
maximal Abelian sub Lie algebra, the form (−,−) is the Killing form,
and the roots R ⊆ h∨ are given by the nonzero weights α : h → C of
the adjoint action ad : h× g→ g.

5.2 kac–moody lie algebras from cartan data

We recall definitions from [Kac90].
A generalised Cartan matrix is an integral matrix A = (aij)

n
i,j=1 ∈

Matn(Z) satisfying the following properties

(1) All diagonal entries aii are equal to 2
(2) All off-diagonal entries aij, i ̸= j, are nonpositive.
(3) It aij = 0, then aji = 0.

A generalised Cartan datum is a generalised Cartan matrix A = (aij)
n
i,j=1

together with the choice of a complex vector space h of dimension
dim h = 2n− rk(A) together with linearly independant ordered sub-
sets Π = {h1, . . . ,hn} ⊆ h and Π∨ = {h∨1 , . . . ,h∨n } ⊆ h such that
A = (⟨h∨i ,hj⟩)ni,j=1.

Define the Lie algebra g̃(A) to be the Lie algebra with generators
ei, fi, i = 1, . . . ,n and h satisfying the standard sl2 relations: for all
i, j = 1, . . . n

[hi,hj] = δijhi
[hi, ej] = ⟨h∨i ,hj⟩ej
[hi, fj] = −⟨h∨i ,hj⟩fj
[ei, fj] = δijhi.

(5.2)

Among those Lie ideals of g̃(A) intersecting h trivially there is a
unique maximal one, which we denote by I(A). The Kac–Moody Lie
algebra g(A) associated to the generalised Cartan datum (A, h,Π,Π∨)

is the quotient Lie algebra of g̃(A) be I(A). The Lie algebra g(A) is
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independant, up to isomorphism, of the choice of generalised Cartan
datum with generalised Cartan matrix A.

It is convenient to have an explicit description of generators of I(A),
or equivalently, a complete list of relations amongst the generators
ei, fi, i = 1, . . . ,n of g(A).

As in the case for finite dimensional semisimple Lie algebras one
shows (see [Kac90, Chapter 3]) using the representation theory of sl2
that the Serre relations hold:

ad(ei)1−⟨h
∨
i ,hj⟩(ej) = 0

ad(fi)1−⟨h
∨
i ,hj⟩(fj) = 0

(5.3)

for all i = 1, . . . ,n such that ⟨h∨i ,hi⟩ > 0.
A generalised Cartan matrix A is symmetrisable if there is a diago-

nal matrix D ∈ Matn(Q), called symmetriser for A, such that DA is
symmetric.

For symmetrisable Cartan matrices the theorem of Gabber–Kac
[GK81, Theorem 2] states that the Serre relations (5.3) generate the
ideal I(A). In other words, the Kac–Moody Lie algebra g(A) is the Lie
algebra with generators ei, fi,hi satisfying the relations (5.2) and (5.3).

Example 5.2 (Quivers without loops as Cartan data). For every quiver
Q without loops we define the generalised Cartan matrix associated to
Q to be the matrix given by the Euler form of the preprojective algebra
of Q: AQ = ((i, j)ΠQ)i,j∈Q0 of the quiver. By definition of (−,−)ΠQ
the matrix AQ is symmetric and the condition that Q has no loops
guarantees that the diagonal of AQ consists of twos.

We define the Kac–Moody Lie algebra gQ of Q to be the Kac–Moody
Lie algebra g(AQ). By the above discussion, it has generators ei, fi,hi
for i ∈ Q0 with satisfying the relations

[ei, fj] = δijhi
[hi, ej] = ⟨h∨i ,h⟩ej
[hi, fj] = −⟨h∨i ,h⟩fj
[ei, fj] = δijhi

ad(ei)
1−(i,j)ΠQ (ej) = 0 if (i, i)ΠQ > 0

ad(fi)
1−(i,j)ΠQ (fj) = 0 if (i, i)ΠQ > 0.

5.3 generalised kac–moody lie algebras following borcherds

and bozec

Definition 5.3 ([Bor88]). Let h be real vector space with symmetric
bilinear form (−,−). Let Π = {hi}i∈I ⊆ h be a countable subset such
that (hi,hj) ⩽ 0 if i ̸= j and 2(hi,hj)/(hi,hi) ∈ Z if (hi,hi) ⩾ 0.
The generalised Kac–Moody (GKM) Lie algebra or Borcherds–Kac–Moody
(BKM) Lie algebra associated to (h, (−,−), {hi}i∈I) is the Lie algebra
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gΠ,(−,−) generated by h and elements ei, fi for i ∈ I and satisfying the
following relations for all ei,hi, fi, i ∈ I and for all h,h ′ ∈ H

[h,h ′] = 0

[h, ei] = (h,hi)ei
[h, fi] = −(h,hi)fi
[ei, fj] = δijhi

ad(ei)1−(hi,hj)(ej) = 0 if (hi,hi) > 0

ad(fi)1−(hi,hj)(fj) = 0 if (hi,hi) > 0

[ei, ej] = 0 if (hi,hj) = 0

[fi, fj] = 0 if (hi,hj) = 0.

(5.4)

Example 5.4. Every symmetrisable Kac–Moody Lie algebra g(A) is
a GKM Lie algebra. Let D be a diagonal matrix such that DA is
symmetric. Let (−,−)DA be the symmetric bilinear form defined by
DA. Then g(A) ∼= g(DA) ∼= g(−,−)DA .

Example 5.5. Bozec [Boz15, Definition 5] found the correct generalisa-
tion of Example 5.2 to quivers with loops. Let Q be a quiver (possibly
with loops). Let Qreal

0 ⊆ Q0 be the subset of vertices without loops and
let Qim

0 be the subset of vertices with loops. Denote by (−,−)ΠQ the
symmetrised Euler pairing of Q. Let I∞ = (Qreal

0 × {1})∪ (Qim
0 ×N⩾1).

Define a pairing (−,−) in I∞ by ((i ′,n), (j ′,m)) := nm(i ′, j ′)ΠQ .
The Bozec–Borcherds–Kac–Moody (BBKM) Lie algebra gQ associated to

Q is the Lie algebra generated by Chevalley generators ei, fi for all
i ∈ I∞ and h ′i for all i ′ ∈ Q0 and subject to the following relations for
all i, j ∈ I∞ and i ′, j ′ ∈ Q0.

[hi ′ ,hj ′ ] = 0

[hi ′ , ej] = (i, j)ei
[hi ′ , fj] = −(i, j)fi
[ei, fj] = nδijhi ′ for i = (i ′,n) ∈ I∞

ad(ei)1−(i,j)(ej) = 0 if (i, i) > 0

ad(fi)1−(i,j)(fj) = 0 if (i, i) > 0

[ei, ej] = 0 if (i, j) = 0

[fi, fj] = 0 if (i, j) = 0.

(5.5)

Remark 5.6. There are less generators for the BBKM Lie algebra gQ than
expected from the definition of the BKM Lie algebra gI∞ associated to
the generalised Cartan datum (I∞, (−,−)).

The BBKM Lie algebra gQ is not the sub Lie algebra of the BKM
algebra gI∞ generated by the smaller set of generators {ei, fi}i∈I∞ ∪
{hi}i∈Q0×{1}. In gI∞ we have the relation [ei, fj] = δijhi wheras in
gQ we have [ei, fj] = nδijhi ′ . Thus gQ is the quotient of gI∞ by the
relation hi = nhi ′ for all i = (i ′,n) ∈ I∞.
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Recall the strictly seminilpotent cohomological Hall algebra A SNN,ψ
ΠQ

from §4.7 with a choice of ψ as in Definition 4.53. The degree zero
part H0(ASNN,ψ

ΠQ
) of this CoHA is spanned by fundamental classes

of irreducible components MSNN
ΠQ,c of the strictly seminilpotent stack

MSNN
ΠQ,c. There is a combinatorial description of these irreducible com-

ponents (see [Boz16]). Relevant for us are the irreducible components
MSNN
ΠQ,(i ′,n) corresponding to n1i ′-dimensional ΠQ-respresentations

where the arrows in Q∗1 act by zero.

Theorem 5.7 ([Hen23, Theorem 1.3]). There is an isomorphism of algebras

U(n+Q)
∼=−→ H0(ASNN,ψ

ΠQ
).

sending the generator e(i ′,n) to the fundamental class [MSNN
ΠQ,(i ′,n)]

This geometric realisation of the positive half U(n+Q) of the BBKM

algebra U(gQ) as the degree zero part H0(ASNN,ψ
ΠQ

) is crucial for the
proof of Theorem 6.5, one of the main results of this thesis. Specfically
we use Theorem 5.7 in the proof of Lemma 6.21

5.4 monoids with bilinear forms as cartan data

The material in this section has appeared in joint work with Ben
Davison and Lucien Hennecart [DHS23].

Definition 5.8. LetM be a commutative monoid and (−,−): M×M→
Z a bilinear form such that (v, v) ∈ 2Z for all v ∈ M. We say v ∈ M
satisfies Crawley-Boevey’s condition if for any nontrivial decomposition
v =

∑s
j=1 vj with vj ∈M we have

2− (v, v) >
s∑
j=1

(2− (vj, vj)). (5.6)

We give names to elements in M depending on the quadratic form
m 7→ (v, v).

(i) We call v ∈M real if (v, v) = 2.
(ii) We call v ∈M isotropic (imaginary) if (v, v) = 0.

(iii) We call v ∈M hyperbolic (imaginary) if (v, v) ⩽ −2.
(iv) We call v ∈M a primitive positive root if (v, v) ⩽ 2 and v satisfies

Crawley-Boevey’s condition (5.6). We denote the set of these by
ΣM,(−,−).

(v) We call v ∈M a simple positive root if it is primitive (v ∈ ΣM,(−,−))
or a positive integer multiple of an isotropic primitive root (m =

nv ′ for v ′ ∈ Σiso
M,(−,−)). We denote the set of these by Φ+

M,(−,−).

For a subset S ⊆ M we denote by Sreal,Siso,Shyp ⊆ S the subsets of
real, isotropic, hyperbolic elements in S.
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Remark 5.9. a primitive positive root need not be a primitive element
in the monoid M. To clarify the terminology we note that the adjective
‘primitive’ in this definition referes to ‘root’ and not ‘element of M’.

Remark 5.10. The motivation behind the definition that we only define
positive roots in the monoid, is that the monoid should be thought of
as ‘half’ of the roots, and the rest of the roots should appear in the
groupification.

We consider a Poincaré function

P : Φ+
M,(−,−) −→ N[t±1/2]

v 7−→ Pv(t
1/2) =

∑
d∈Z

pv,dt
d/2.

Its purpose is to assign to each v ∈ ΦM,(−,−) a graded set of generators
for nM,(−,−). The polynomial Pv(t1/2) is equal to the shifted Poincaré
polynomial of the graded vector space spanned by the generators of
nM,(−,−) associated to v ∈M.

Definition 5.11. Let M be a monoid with bilinear form (−,−) sat-
isfiyng (v, v) ∈ 2Z⩽1 and (v,w) < 0 for v ̸= w ∈ ΦM,(−,−) and let
P : Φ+

M,(−,−) → N[t±1/2] be a Poincareé function.
The generalised Kac–Moody Lie (super)algebra associated to the monoid

with bilinear form (M, (−,−)) and Poincaré function P is the Lie
superalgebra generated by elements ev,d,l, fv,d,l, hv of cohomological
degree (and parity) d, for each simple positive root v ∈ Φ+

M,(−,−),
1 ⩽ l ⩽ pv,d subject to the relations

hv+v ′ = hv + hv ′

[hv,hv ′ ] = 0

[hv, ev ′,d,l] = (v, v ′)ev ′,d,l

[hv, fv ′,d,l] = −(v, v ′)fv ′,d,l

[ev,d,l, fv ′,d ′,l ′ ] = δv,v ′δd,d ′δl,l ′hv

ad(ev,d,l)
1−(v,v ′)(ev ′,d ′,l ′) = 0 if (v, v) = 2

ad(fv,d,l)
1−(v,v ′)(fv ′,d ′,l ′) = 0 if (v, v) = 2

[ev,d,l, ev ′,d ′,l ′ ] = 0 if (v, v) = 0

[fv,d,l, fv ′,d ′,l ′ ] = 0 if (v, v) = 0

In words: the triple of genereators em,d,l,hm, fm ′,d ′,l ′ behave like
a usual triple except the ‘hm-degree’ of the positive and negative
generators em,d,l, fm ′,d ′,l ′ are determined by the bilinear form on the
monoid M; positive and negative generators corresponding to real
roots satisfy the Serre relations and positive and negative generators
corresponding to isotropic roots commute. Note that there are no
relations between two positive generators labelled by hyperbolic roots.

Remark 5.12. Defining generalised Kac–Moody Lie algebras from a
monoid in this way emphasises that we really only start with “the
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positive half” of the GKM as is usual when considering cohomological
Hall algebras. Considering cohomological Hall algebras only naturally
includes raising operators.

5.5 2-calabi–yau categories as cartan data

The material in this section has appeared in joint work with Ben
Davison and Lucien Hennecart [DHS23].

Let A be a 2CY Abelian category with a good moduli theory
JH : MA →MA .

Let (−,−)A be the Euler form of A . Let RHomA be the RHom
complex on MA ×MA . By Assumption 3.39 the Euler form of two
objects E, F ∈ A can be computed as the Euler characterstic of the
fibre RHomA |(E,F), hence

M×M −→ Z
(E, F) 7−→ (E, F)A = χ(RHomA |(E,F))

is locally constant, and descends to a bilinear form

(−,−): π0(MA )× π0(M) −→ π0(MA ).

Thus from the category A we obtain a monoid with bilinear form
(π0(MA ), (−,−)A ).

Definition 5.13. We define the sets of (real/isotropic/hyperbolic) primitive
positive roots and (real/isotropic/hyperbolic) simple positive roots of A to be
those of the monoid with bilinear form (π0(M), (−,−)A ). We write

ΣA := Σπ0(MA ),(−,−)A
and

Φ+
A := Φ+

π0(MA ),(−,−)A
.

Suppose A is an 2CY Abelian category with a good moduli theory
JH : MA → MA . As discussed in §4.3 MA together with the direct
sum morphism ⊕ : MA ×MA −→ MA is a monoid scheme and
hence induces the structure of a monoid on the set of connected
components π0(MA ). We denote by [Fi] ∈ π0(MA ) the connected
component which contains the point corresponding to Fi.

Given a collection {Fi} of simple objects in A with Ext-quiver Q{Fi}

the assignment

λ{Fi} : N
Q0 −→ π0(MA )

d 7−→
n∑
i=1

di[Fi]

defines a monoid morphism.

Proposition 5.14 (Ext-quiver compatbility of roots).
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(i) The morphism λ{Fi} is compatible with Euler forms, i. e.

(d,d ′)ΠQ{Fi}
= (λ{Fi}(d), λ{Fi}(d

′))A (5.7)

for all d,d ′ ∈ NQ0 .
(ii) A dimension vector d ∈ NQ0 is real/isotropic/hyperbolic if and only if

its image λ{Fi}(d) is real/isotropic/hyperbolic in π0(A ).
(iii) A dimension vector d ∈ NQ0 is primitive/simple if and only if its

image λ{Fi}(d) is primitive/simple in π0(A ).

In formulas, we have for all ⋆ ∈ {real, iso, hyp}

λ−1F (Σ⋆
A ) = Σ⋆

ΠQ

λ−1F (Φ+,⋆
A ) = Φ+,⋆

ΠQ
.

Proof. The compatibility (5.7) is a direct consequence of the definition
of the Ext-quiver and the Euler form for ΠQ. Then (5.7) immediately
implies (ii). Again by (5.7) if λ{Fi}(d) satisfies Crawley-Boevey’s condi-
tion 5.6, then so does d, implying (iii).

Both of the next propositions hinge on the Ext-quiver neighbour-
hood theorem (Theorem 3.53 and Corollary 3.55) and the generic
topology of the good moduli space morphism JH : MA →MA . They
consitute the key geometric input for the main results of this thesis.

Proposition 5.15 (Geometry of primitive roots, preprojective case,
[Cra01]). Let Q be a quiver. There is a simple representation of ΠQ with
dimension vector d if and only if d satisfies Crawley-Boevey’s condition (5.6).

For such d ∈ ΣΠQ the good moduli spaceMΠQ,d is reduced irreducible
and normal of dimension 2− (d,d)ΠQ and there is an open dense subset
Ms
ΠQ,d ⊆MΠQ,d which parametrises simple d-dimensional ΠQ-modules.

The locus Ms
ΠQ,d is precisely the locus over which JHΠQ : MΠQ,d −→

MΠQ,d is a Gm-gerbe.
For d ∈ ΣΠQ the zero locus µ−1Q,d(0) of the moment map (3.8) is reduced

and irreducible and a local complete intersection.

Proof. This is mainly [Cra01, Theorem 1.2]. Normality of MΠQ,d is
a special case of [Cra03, Theorem 1.1]. The smoothness of Ms

ΠQ,d
follows from [Cra01, Lemma 6.5].

Corollary 5.16. Let A be a 2CY Abelian category with a good moduli theory.
Suppose v ∈ ΣA . Then the good moduli spaceMA ,v is normal.

Proof. Normality is an étale local property . Thus by Theorem 3.53 it
suffices to check normality for moduli of preprojective representations
MΠQ,d.

Definition 5.17. The open subscheme Ms
A ⊆ MA over which the

good moduli space morphism JH : MA →MA is a Gm-gerbe is called
the locus of simple objects.
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Proposition 5.18 (Geometry of roots of preprojective algebras [Cra02]).
Let Q be a quiver. Suppose d ∈ NQ0 is a root. Then there exists a unique
decomposition d =

∑
imid

(i) as a sum of distinct primitive roots d(i) ∈
ΣΠQ such that any other such decomposition is a refinement. Moreover, the
direct sum morphism

⊕ :
∏
i

M×mi

ΠQ,d(i) −→MΠQ,d

induces an isomorphism of underlying reduced schemes∏
i

Symmi(M
ΠQ,d(i))red

∼=−→ (MΠQ,d)red.

In particular,MΠQ,d is irreducible of dimension
∑
i(2−(mid

(i),mid(i))).

Proposition 5.19 (Geometry of primitive roots, general case).

(i) For all v ∈ ΣA the good moduli spaceMA ,v is irreducible of dimension

dimMA ,v = 2− (v, v)A .

In particular, for real roots v ∈ Σreal
A the moduli spaceMA is a point.

(ii) The set ΣA is equal to the set of connected components v ∈ π0(MA )

such that there is an open subset Ms
v of Mv over which the good

moduli space morphism JH is a Gm-gerbe. (Hence dimMA ,v = 1+

dimMA ,v) for all primitive v.
(iii) The open subsetMs

A from (ii) is smooth. Moreover, if A is globally
2CY (in the sense of Definition 3.45), then the Calabli–Yau structure
induces a symplectic structure onMs

A .

Proof. We first show (i). For a connected scheme irreducibility is a
local property. By Corollary 3.55 the moduli spaceMA ,v is irreducible
if and only if for all semisimple objects

⊕n
i=1 F

⊕mi

i in A the moduli
spaces

MΠQ{Fi}
,m = µ−1Q{Fi}

,m(0)//GL(m)

are irreducible. The latter holds by Proposition 5.15, which is applica-
ble by Proposition 5.14.

For irreducible schemes, dimension is a local quantity. Thus again
applying Corollary 3.55, Proposition 5.15, and Proposition 5.14 we
deduce the dimension ofMA ,v to be 2− (v, v)A .

Items (ii) and (iii) are again local properties which are verified
using Corollary 3.55 and Proposition 5.15. If A is globally 2CY, then
symplectic structure onMs

A ,v is induced from the Brav–Dyckerhoff
symplectic structure (Remark 3.47) on Ms

A ,v.

Proposition 5.20 (Geometry of isotropic roots). Suppose v ∈ Σiso
A is a

primitive isotropic root.

(i) For every d ⩾ 0MA ,dv0 is irreducible of dimension 2d.
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(ii) The morphism of reduced subschemes

Symd(MA ,v0)red −→ (MA ,dv0)red (5.8)

induced by the direct sum map is an isomorphism.
(iii) For every isotropic root v there is a unique integer d such that (C×)d

is the stabiliser of a generic closed point in Mv.
(iv) For every isotropic root v ∈ Φiso

A there is a unique integer d and
isotropic primitive root v0 ∈ Σiso

A such that v = dv0.

Proof. Irreducibility and dimension can by determined locally, which
is done using Ext-quiver neighbourhoods and [Cra02, Corollary 1.4].

The direct sum morphism ⊕ :M×dA ,v0
→ MA ,dv0 is finite and Sd-

equivariant with resepct to the Sd-action permuting the factors on
M×dA ,v0

and the trivial action onMA ,dv0 . Hence it factors through the
symmetric product

M×dA ,v0
MA ,dv0

Symd(MA ,v0)

← →⊕

←

→ ← →h

The morphism Symd(MA ,v0)→MA ,dv0 is closed and injective. More-
over, the two varieties Symd(MA ,v0) and MA ,dv0 are of the same
dimension, implying that h is dominant, hence surjective by irre-
ducibility ofMA ,dv0 . Therefore, h is a homeomorphism.

Moreover, by taking Ext-quiver neighbourhoods and [Cra02, The-
orem 1.1] we deduce that h restricts to an isomorphism on formal
completions at all closed points. Thus h is an isomorphism.

Item (iii) is also a local property. Again taking Ext-quiver neighbour-
hoods and using the isomorphism (5.8) we deduce that indeed the
generic stabiliser is (C×)d.

The integer d is uniquely determined by the dimension of the
generic stabiliser as in (iii). Suppose v = dv0 = dv1, where v0, v1 are
isotropic primitive roots. Consider the small diagonals

MA ,v0 ↪−→MA ,v ←−↩MA ,v1

Applying the isomorphism (5.8) twice, we find both of the small
diagonals, have the same image ∆. From the modular interpretation
of the locus of the small diagonal, we have that a general point of ∆
corresponds to a semisimple object F⊕d0 ∼= F⊕d1 , where F0 is a simple
obect of class v0 and F1 is a simple object of class F1. It follows that
F0 ∼= F1 and thus v0 = v1.

5.6 gkm mixed hodge modules for monoid schemes

The material in this section has appeared in joint work with Ben
Davison and Lucien Hennecart [DHS23].
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Throughout this section we fix (M,⊕,η) a commutative monoid
scheme. We assume that the underlying scheme M is reduced and
separated and its connected components are of finite type. We also
assume that ⊕ :M×M→M is a finite morphism. As in §4.3 these
assumptions are made so that we can define the symmetric monoidal
structure � on the category of mixed Hodge modules MHM(M,⊕).

The set of connected components π0(M) inherits via ⊕ the structure
of a monoid: define v+ v ′ ∈ π0(M) to be the connected component
containing the image of ⊕ :Mv ×Mv ′ →M.

Assume furthermore that the unit morphism η : pt → M is an
isomorphism onto a connected component M0, with complement
M>, and the morphism

∐
n⩾1Mn

> →M induced by the monoidal
structure onM is finite.

Remark 5.21. This assumption guarantees that the free algebras below
are well-defined.

Remark 5.22. The assumption clearly holds for the good moduli space
MA of a 2CY Abelian category A .

We fix a bilinear form (−,−): π0(M)× π0(M)→ Z.
Consider the morphism

∆ : N×M −→M
(n, x) 7−→ ⊕(x, . . . , x︸ ︷︷ ︸

n times

)

defined as the union of the compositions

{n}×M ∆n−→M×n ⊕−→M

where ∆n are the n-fold small diagonals.

Definition 5.23 (Generators for GKM MHMs). Recall the definition of
real, isotropic, and hyperbolic roots for (π0(M), (−,−)).

Define the (positive) Chevalley generators of the positive half of the
GKM sheaf associated to (M,⊕) to be the π0(M)-graded sheaf

G(M,(−,−)) =

⊕
v∈Σreal

π0(M),(−,−)
QMv

⊕⊕
v∈Σiso

π0(M),(−,−)
∆∗QMv

⊕⊕
v∈Σhyp

π0(M),(−,−)

IC(Mv)

.

For v ∈ π0(M) we denote by Gv the corresponding graded piece of G.

We use as a short hand the notation

FreeM,(−,−),Alg = Free�-Alg(G(M,(−,−)))

FreeM,(−,−),Lie = Free�-Lie(G(M,(−,−)))
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for the free �-algebra and free �-Lie algebra (§4.3) generated by the
Chevalley generators. Now we have to define the relations between
these generators.

For any two subobjects X,Y ⊆ FreeM,(−,−),Alg we define the subob-
ject ad(X)(Y) ⊆ FreeM,(−,−),Alg to be the image of the morphism

X� Y −→ FreeM,(−,−),Alg � FreeM,(−,−),Alg

[−,−]FreeM,(−,−),Alg−→ FreeM,(−,−),Alg

Definition 5.24 (Serre relations and Serre ideal). For every v,w ∈
Φ+
π0(M),(−,.) define the Serre relation/subobject

Rv,w :=

ad(Gv)1−(v,w)(Gw) if (v, v) = 2

0 else
.

Consider their direct sum

Rπ0(M),(−,−) =
⊕

v,w∈Φ+
π0(M),(−,−)

Rv,w.

The two-sided Serre ideal IM,(−,−),Alg of FreeM,(−,−),Alg is the image
of the morphism

FreeM,(−,−),Alg �Rπ0(M),(−,−) � FreeM,(−,−),Alg −→ FreeM,(−,−),Alg

given by multiplication in FreeM,(−,−),Alg.
The Serre Lie ideal IM,(−,−),Lie of FreeM,(−,−),Lie is the sum of the

images of the morphisms

Rπ0(M),(−,−) � Free�n
M,(−,−),Lie

[[[−,−],−],...,−]−→ FreeM,(−,−),Lie

given by iterated Lie brackets.

Definition 5.25 (Positive half of GKM MHMs). We define the positive
half of the generalised Kac–Moody Lie algebra mixed Hodge module of (M,⊕)
to be the Lie algebra in (MHM(M), �) generated by GM,(−,−) subject
to the Serre relations (5.24.) In a formula

n+M,(−,−)
:= Free�-Lie(GM,(−,−))/IM,(−,−),Lie.

By the discussion in §4.3 the universal enveloping algebra U(n+M,(−,−))

is canonically isomorphic to algebra in (MHM(M), �) generated by G

satisfying the Serre relations. In a formula

U(n+M,(−,−))
∼= Free�-Alg(GM,(−,−))/IM,(−,−),Alg.

Remark 5.26. Unlike in the ordinary monoid case, we only define half
of the GKM because there are no natural spaces for the negative half
to ‘live on’.



6
C O H O M O L O G I C A L I N T E G R A L I T Y F O R
2 - C A L A B I – YAU C AT E G O R I E S

“The truth will set you free. But not until it is finished
with you.”

—David Foster Wallace, Infinite Jest

In this chapter, which is based on parts of the preprints [DHS22;
DHS23], we prove the PBW theorem (Theorem 6.24) for the cohomo-
logical Hall algebra of a 2-Calabi–Yau category. A key step is to first
define and determine a subalgebra of the CoHA which we call the
BPS algebra.

6.1 the bps algebra of a 2-calabi–yau category

The following theorem is necessary for the definition of BPS algebras
of 2CY categories.

Theorem 6.1 (2-Calabi–Yau Purity [Dav23b]). Let A be a 2-Calabi–Yau
Abelian catgory with good moduli theory JH : MA →MA . The pushforward
JH∗DQvir

MA
∈ D+(MHM(MA )) is a pure complex of mixed Hodge modules

with Hi(JH∗DQvir
MA

) = 0 for all i < 0.

Proof. This is a direct application of the Verdier dual statement of
[Dav23b, Theorem 6.1] to 2-Calabi–Yau Abelian categories with a good
moduli theory. In particular, Assumption 3.43 guarantees assumption
(∗) of [Dav23b, Theorem 6.1].

Let A be a 2CY Abelian category with a good moduli theory
JH : MA →MA . Recall the relative CoHA (defined in §4.6)

AA = JH∗DQvir
MA

,m : AA ×AA → AA

which is an algebra object in (D+(MHM(MA )), �). And given a twist
ψ we also define (see Definition 4.53) the ψ-twisted relative CoHA

(AψA ,mψ = (−1)ψm)

106
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Definition 6.2 (The BPS Algebra of a 2-Calabi–Yau category). More-
over, by Theorem 6.1 we have Hi(JH∗DQvir

MA
) = 0 for i < 0. Hence

the morphism τ⩽0m endows the mixed Hodge module

BPS
ψ
A ,Alg := τ⩽0AψA = H0(AψA )

with the structure of an algebra object in the symmetric monoidal
category (MHM(MA ), �). We call BPS

ψ
A ,Alg the BPS algebra sheaf of

A .

This definition of the BPS algebra is appeared in the setting of
preprojective algebras in [Dav22a, §6] and more generally in [Dav23b,
§7.6.3].

Corollary 6.3. The underlying MHM of the BPS algebra BPS
ψ
A ,Alg is a

pure mixed Hodge module and hence decomposes as a direct sum of intersec-
tion complexes of variatons of mixed Hodge structure supported on closed
subvarieties ofMA .

Proof. This follows from BPSA ,Alg = H0(AA ) and the purity of AA

(Theorem 6.1).

Proposition 6.4 (Primitive summands of the BPS algebra). Let A be a
2CY Abelian category with a good moduli theory JH : MA →MA .

(i) For every primitive positive root v ∈ ΣA there are canonical monomor-
phisms

IC(MA ,v) ↪−→ BPS
ψ
A ,Alg. (6.1)

(ii) For every primitive isotropic root v ∈ Σiso
A the morphism

∆ :MA ,v ×N ↪−→
⊔
n∈N
MA ,nv

(n, [E]) 7−→ [E⊕n]

induces a monomorphism

∆∗IC(MA ,v ×N) = ∆∗QMA ,v×N ⊗L2/2 ↪−→ BPS
ψ
A ,Alg (6.2)

Proof. Similar arguments appear in [Dav23b, §6.2.1] Let v ∈ ΣA be a
primitive root.

By Theorem 6.1 the MHM BPSA ,Alg,v = H0((JHA ,v)∗DQvir
MA ,v

) is
semisimple and hence splits as a direct sum of intersection mixed
Hodge modules

H0((JHA ,v)∗DQvir
MA ,v

) ∼=
⊕

Z⊆MA

IC(Z,L) (6.3)

where Z ⊆MA ,v are closed subsets and L a semisimple variation of
mixed Hodge structure on an open subset U ⊆ Z.

We first show that for Z =MA we have L ∼= QU⊗L(dimCU)/2. Since
v is primitive, by Proposition 5.19 the good moduli space morphism
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JHA ,v : MA ,v →MA ,v is generically a C×-gerbe. Let U ⊆MA ,v be an
open dense over which JHA ,v is a C×-gerbe. Then because

H(BC×) ∼=
⊕
n⩾0

Q⊗L(2n−2)/2

we have

(JHA ,v)∗DQvir
MA ,v

|U ∼=
⊕
n⩾0

QMA ,v ⊗L((v,v)A +2−2n)/2

and taking the degree 0 piece we have

H0(JHA ,v)∗DQvir
MA ,v

|U ∼= QU ⊗LdimC(U)/2.

Since U is dense, it follows that

IC(MA ,v) = IC(MA ,v,L) ∼= IC(MA ,v,QMA ,v ⊗LdimC(MA ,v))

thus there is some monomorphism IC(MA ,v) ↪→ (JHA ,v)∗DQvir
MA ,v

.
We claim that there is a canonical choice of monomorphism. Since
IC(MA ,v) is simple and it appears only once in the decomposition
(6.3), we have Hom(IC(MA ,v), (JHA ,v)∗DQvir

MA ,v
) ∼= C so it suffices to

find a canonical non-zero morphism IC(MA ,v) → (JHA ,v)∗DQvir
MA ,v

which we can choose to be the unique one that restricts to the identity
id : QU ⊗LdimC(U)/2 → QU ⊗LdimC(U)/2. This shows that we have
canonical monomorphisms (6.1).

The construction of (6.2) is similar, but more technical (see also
[Dav23a, Appendix A]). Define the stacks DA ,nv0 via pullback squares

DA ,nv0 MA ,nv0

MA ,v0 MA ,nv0

←↩ →∆̃n

←→ ⌟ ←→

←↩ →∆n

We apply the Ext-quiver neighbourhood theorem to a point on the
diagonal p ∈ ∆n(MA ,v0). The point p corresponds to a semisimple
object F⊕n, where F is simple of class v0. Since F is isotropic, the half
Ext-quiver of p is the quiver with one vertex and one loop, i. e. the
Jordan quiver. The dimension vector is n. Thus MA ,nv0 → MA ,nv0
analytically-locally around p ∈MA ,nv0 is modelled by the Morphism
MA2,n →MA,n at a fat point of length n. Thus also DA ,nv0 is locally
modelled on NA2,n → NA2,n where NA2,n is the locus of length n
subschemes with support a single point, i. e. the image of the small
diagonal for the category of zero-dimensional sheaves on A2.

We claim that the natural morphism

(∆n)∗J̃H∗DQDA ,nv0
= JH∗∆̃nDQDA ,nv0

−→ DQMA ,nv0

is a monomorphism. Indeed this can be checked locally which is done
in [Dav23a, Proposition A.3]. To finish the proof it suffices to show
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(∆n)∗J̃H∗DQDA ,nv0
∼= (∆n)∗QMA ,v0

⊗L2/2. This follows again via a
local argument which uses smoothness and irreducibility of MA ,v0
(Proposition 5.19), the irreducibility of NA2,n, and dimNA2,n = −1.
Details for a similar argument are carried out in the proof of [Dav23a,
Proposition A.4].

Recall from §5.6 the generators of the GKM associated to A .

GA =
⊕
v∈Σreal

A

QMA ,v ⊕
⊕
v∈Σiso

∆∗QMA ,v ⊕
⊕
v∈Σhyp

A

IC(MA ,v)

As as consequence the inclusions (6.1) and (6.2) induce an algebra
morphism

Ψ̂A : Free�-Alg (GA ) −→ BPS
ψ
A ,Alg.

Theorem 6.5 (The BPS algebra is a GKM algebra,[DHS23]). Let A be a
2-Calabi–Yau category with a good moduli theory JH : MA →MA . Then
the morphism Ψ̂ factors through the Serre ideal I (Definition 5.24) and the
induced morphism

ΨA : U(n+A ) = Free�−Alg(GA )/IA −→ BPS
ψ
A ,Alg

is an isomorphism.

The proof of the theorem is in multiple steps and is concluded in
§6.1.4. Here we give an overview of the steps.

Overview of the proof

The key point of the proof is to reduce the theorem to the case of
preprojective algebras where more explicit tools are available to deduce
the result.

Step 1. Show that the underlying sheaves of the GKM algebras U(n+A )

restrict to the GKM algebras U(n+ΠQ) for half Ext-quivers QF.
See §6.1.1.

Step 2. Show that the underlying MHM of the BPS algebra BPSA ,Alg
restricts to BPSΠQF for half Ext-quivers QF. See §6.1.2.

Step 3. Show that the morphism ΨA restricts to the morphism ΨΠQF
for half Ext-quiversQF. See Proposition 6.14. A key ingredient
in this step is the compatibility of the CoHA products with
the CoHA products for Ext-quivers Proposition 4.59.

These first three steps reduce Theorem 6.5 to showing that ΨΠQ is
an isomorphism for all quivers Q. Clearly it suffices to show that the
restrictions ΨΠQ,d = ΨΠQ,d|MΠQ ,d to all connected components are
isomorphisms. This is done in §6.1.4.

Step 4. Observe that half Ext-quivers with dimension vectors (QF,m)

of semisimple d-dimensional ΠQ representations have more
vertices and smaller dimension vectors than Qd. See 6.18.
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Step 5. Prove by reverse induction on the number of vertices and an
induction on the size of dimension vectors that ΨΠQ,d is an
isomorphism. An essential ingredient for the induction step
is the description of the top strictly semi-nilpotent CoHA as
a Bozec–Borcherds algebra (Theorem 5.7). See Lemma 6.21

and Lemma 6.22.

Remark 6.6. Many of the technical arguments in the proof of Theo-
rem 6.5 would be simpler if we had access to a stronger version of
the local neighbourhood theorem (Theorem 3.53) which describes
the correspondence diagrams locally in terms of the correspondence
diagrams for the Ext-quiver. As a replacement for this geometric state-
ment we instead analyse the �-algebra structure on AA (which is a
shadow of the correspondence diagrams). The compatibility of CoHA
multiplications on Σ-collections (Proposition 4.59) is sufficient compat-
ibility between the correspondence diagrams to prove that ΨA is an
isomorphism.

6.1.1 Restricting the GKM algebra to Ext-quiver neighbourhoods

The aim of this section is to show the compatibility of the GKM
algebra of a 2CY Abelian category A when restricting it to Ext-quiver
neighbourhoods. Suppose A is a 2CY Abelian category with a good
moduli theory JHA : MA −→ MA . In this section and the next we
will also work with the categories Rep(ΠQ) of representations of
preprojective algebras ΠQ which by Theorem 3.49 are 2CY Abelian
categories with a good moduli theory JHΠQ : MΠQ −→MΠQ

Setting 6.7 (Systems of Ext-quivers for a Σ-collection of simple objects
in a 2CY category). Let F1, . . . , Fn ∈ A be collection of simple objects
in A of classes vi := cl(Fi) ∈ π0(MA ). By Assumption 3.43 the Fi form
a Σ-collection in A . Let Q be a half Ext-quiver of this Σ−collection.
Recall we denote the one dimensional representatinos of Q by Si for
i ∈ Q0 = {1, . . . ,n}.

Let xi : pt ↪→ MA be the closed point corresponding to Fi. The
inclusions {Fi} ↪→MA and {Si} ↪→MΠQ induce monoid morphisms

ıF : NQ0 ↪→MA

ıNil : NQ0 ↪→MΠQ .

Let λF : NQ0 → π0(MA ) be the morphism of monoids defined by

λF(m) =
∑
i∈Q0

miFi.

The morphism λF is compatibile with the Euler pairings (5.7). Given
a choice of twist ψ for A , we choose the twist ψF for ΠQF given by
ψF(−,−) = ψ(λF(−), λF(−)).
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Choose for every dimension vector m ∈ NQ0 an analytic Ext-quiver
neighbourhood

MΠQ,m Um MA ,λF(m)

MΠQ,m Um MA ,λF(m)

←→ JHΠQ

←↩→

←→ p

←↩ →

←→ JHA

←↩→ ←↩ →

(6.4)

of the point {
⊕
i F
mi

i } ∈MA ,vm , for vm = λF(m) =
∑
imivi.

Set U =
⊔
m∈NQ0 Um. The data of the analytic Ext-quiver neigh-

bourhoods Um yields the following commutative diagram of analyitc
spaces

NQ0

MΠQ U MA

←→ıNil ←→ y

←

→
ıF

←↩→ȷNil ←↩ →ȷF

where the horizontal morphisms ȷNil, ȷF are analyitic open embeddings.

Proposition 6.8 (Compatibility of generators and relations with Ex-
t-quiver neighbourhoods). There is a natural isomorphism of NQ0-graded
mixed Hodge structures

ı!NilGΠQ
∼= ı!FGA .

which induces an isomorphism of NQ0-graded algebras

γFree : FreeAlg(ı
!
NilGΠQ)

∼=−→ FreeAlg(ı
!
FGA ).

Proof. Intersection complexes restrict to intersection complexes along
analytic open embeddings 4.26. The proposition follows from the
definition of the generators G and the compatibility of roots with
Ext-quiver neighbourhoods Proposition 5.14.

By Lemma 4.54, the functors ı!Nil and ı!F are strict monoidal so they
take �-algebras to NQ0-graded algebras and additionally commute
with the free algebra construction.

Recall the Serre relations RΠQ and RA defined in Definition 5.24.

Corollary 6.9. There are natural isomorphisms of NQ0-graded mixed Hodge
strucures for every m,m ′ ∈ NQ0

ı!NilRΠQ,m,m ′ ∼= ı
!
FRA ,λF(m),λF(m ′).

Proof. By Proposition 6.8 and the strict monoidality of the functors
ı!Nil and ı!F (Lemma 4.54) we have for all m ∈ NQ0 the natural isomor-
phisms

ı!NilRΠQ
∼= ı!FRA ,λF(m),λF(m ′).

Corollary 6.10. There is a natural isomorphism of algebras

i!NilU(n+ΠQ)
∼= ı!FU(n+A ).



6.1 the bps algebra of a 2-calabi–yau category 112

6.1.2 Restricting the BPS algebra to Ext-quiver neighbourhoods

We continue to work in the Setting 6.7. The aim of this section is to
show the compatibility of BPS algebras when restricting to Ext-quiver
neighborhoods.

The commutativity of (6.4) implies that the canonical morphisms

H0(j∗ΠQA
ψ
ΠQ

) −→ H0(p∗DQvir
U )←− H0(j∗A A

ψ
A ) (6.5)

are isomorphisms in MHM(U). Since pullback for mixed Hodge mod-
ules by an analyitc-open embedding is t-exact, the isomorphisms (6.5)
induce an isomorphism of graded mixed Hodge structures

γBPS : ı
!
NilBPS

ψ
ΠQ,Alg

∼=−→ ı!FBPS
ψ
A ,Alg (6.6)

Proposition 6.11. The following diagam of NQ0-graded algebra morphisms
commutes.

ı!Nil Free�−Alg(GΠQ) ı!F Free�−Alg(GA )

ı!NilBPSΠQ,Alg ı!FBPSA ,Alg.

←→γFree

∼=

←→ ı!NilΨ̂ΠQ

←→ ı!FΨ̂A

← →γBPS

∼=

Proof. By the compatibility of CoHA products (Proposition 4.59) we
have the isomorphism of algebras

γ : ı!NilA
ψ
ΠQ
−→ ı!FA

ψ
A .

The products on BPSψΠQ,Alg and BPSψA ,Alg are obtained by applying

τ⩽0 to the products on the respective relative CoHAs A
ψ
ΠQ

and A
ψ
A . It

follows that γ truncates to the algebra morphism γBPS. Commutativity
follows from the compatibility of generators with Ext-quiver neighbor-
hoods Proposition 6.8 and the fact that the morphisms (6.1) and (6.2)
are also compatible with Ext-quiver neighbourhoods.

6.1.3 Reduction to the case of preprojective algebras

Lemma 6.12. Let B ∈ D+
c (X) be a constructible complex on a variety X.

Then if B ̸= 0, there exists a C-point ıx : pt ↪→ X such that ı!xB ̸= 0 ̸= ı∗xB

Proof. By Verdier duality it suffices to show ı∗xB ̸= 0 for some x. For
every x ∈ X the functor ı∗x : Dbc (X)→ Dbc (pt) is t-exact for the standard
t-structures. Therfore if ı∗xB = 0 for all x, then ı∗xB has vanishing
cohomology sheaves. By conservativity of the system of cohomology
functors [BBD, Proposition 1.3.7], B must then itself vanish.

Corollary 6.13. Let B ∈ D+(MHM(X)) be a complex of mixed Hodge
modules on a complex algebraic variety X. Then if B ̸= 0, there exists a
C-point ıx : pt ↪→ X such that ı!xB ̸= 0 ̸= ı∗xB
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Proof. Apply Lemma 6.12 to rat(B)

We will apply this corollary to sheaves which are compatible with
Ext-quiver neighborhoods.

Proposition 6.14. Suppose RΠQ ⊆ ker(Ψ̂ΠQ) for all quivers Q. Then
RA ⊆ ker(Ψ̂A ) for all 2CY Abelian categories A with a good moduli theory.
In this case Ψ̂A factors through U(n+A ):

Free�−Alg(GA ) BPSψA ,Alg

U(n+A )

← →Ψ̂A

←

→ ← →ΨA .

Suppose furthmore that ΨΠQ is an isomorphism for all quivers Q. Then ΨA

is an isomorphism for all 2CY Abelian categories A with a good moduli
theory.

Proof. We prove the first part. We have RA ⊆ ker(Ψ̂A ) if and only if the
mixed Hodge module Ψ̂(RA ) is zero. Let x ∈ MA be a closed point
corresponding to semisimple object

⊕
i F
li
i where the Fi are simple. Let

Q be a half Ext-quiver of the Σ-collection {Fi} and let ı0l : pt ↪→MΠQ

be the inclusion of the zero representation. By the compatibility of
Serre relations with Ext-quiver neighburhoods (Corollary 6.9), we have

ı!0lRΠQ
∼= ı!xRA .

By the compatibility of the morphisms Ψ̂ with Ext-quiver neighbour-
hoods (Proposition 6.11), we have

ı!0lΨ̂(RΠQ)
∼= ı!xΨ̂A (RA ) ̸= 0.

But by assumption we have ΨΠQ(RΠQ) = 0, thus indeed Ψ̂(RA ) = 0.
Since everything in sight is compatible with Ext-quiver neighbour-

hoods we obtain compatibility of the kernel and cokernel of Ψ with
Ext-quiver neighbourhoods:

ı!Nil ker(ΨΠQ) ∼= ı!F ker(ΨA )

ı!Nil coker(ΨΠQ) ∼= ı!F coker(ΨA ).

Hence, by applying the same argument to the kernel and cokernel of
ΨA we deduce the second part.

Remark 6.15 (Ext-quiver neighbourhood arguments). Below we use
variants of the argument in the proof of Proposition 6.14. The rough
strategy is to show that a (complex of) MHMs TA onMA , which is
defined out of the data of a 2CY category A , vanishes by checking that
it vanishes at every point x ∈MTA. This is done by showing that the
assignment A 7→ TA is ‘compatible’ with Ext-quiver neighbourhoods,
which means that TA |Ux = TΠQx |UX for Ext-quiver neighbourhoods Ux
of x. Then it suffices to showt that TΠQx vanishes for all of the possible
Ext-quivers Qx, x ∈MA .
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6.1.4 Proof of Theorem 6.5

By Proposition 6.14 it suffices to prove Theorem 6.5 for A = Rep(ΠQ)
for all quivers Q.

The algebra morphisms Ψ̂ΠQ : Free�-Alg(GΠQ)→ BPSψΠQ,Alg are NQ0

and if they factor through the Serre ideal IΠQ (which itself is NQ0-
graded) then so are the algebra morphisms ΨΠQ : U(n+ΠQ)→ BPSψΠQ,Alg

NQ0-graded. Thus to show that Ψ̂ΠQ factor through the Serre ideal
they are isomorphisms it suffices to show that each graded piece
Ψ̂ΠQ,d factors through IΠQ,d and the induced morphism

ΨΠQ,d : U(n+ΠQ) −→ BPSψΠQ,Alg,d

is an isomorphism in MHM(MΠQ,d), for all d ∈ NQ0 . This we prove
by an induction on the cross-sum of the dimension vector and a reverse
induction on the number of vertices of the quiver

6.1.4.1 Adding scalars to loops

We begin by observing an extra equivariance of the mixed Hodge
modules U(n+ΠQ) and BPSψΠQ,Alg,d.

Definition 6.16 (Loop additive action). Let Q be a quiver. Let L be
the set of loops of Q and let L = L ⊔ L∗ be the set of loops of the
doubled quiver Q. The group GLa acts on MΠQ andMΠQ as follows.
An element λ = (λl)l∈L ∈ GLa acts on a ΠQ-representation (ρa)a∈Q0
by

(λρ)a :=

ρa + λaid if a ∈ L

ρa else

This action preserve the preprojective relation and is equivariant with
respect to the gauge group action, thus we indeed have the action on
MΠQ andMΠQ as desired.

Lemma 6.17 (Loop action equivariance). The relative CoHA A
ψ
ΠQ

, relative
BPS algebra BPSΠQ,Alg, the free algebra Free�-Alg(GΠQ) and the GKM
algebra U(n+ΠQ) are all GLa-equivariant complexes of mixed Hodge modules
onMΠQ .

Proof. The GLa-equivariance of JHΠQ implies the GLa-equivariance of

A
ψ
ΠQ

and BPSΠQ,Alg.
For every dimension vector d the intersection complex IC(MΠQ,d)

is the intermediate extension of a pure constant variation of mixed
Hodge structures on a GL

a-stable open subset, namely the constant
variation of Hodge structure

QMs
ΠQ ,d
⊗L

−dimMs
ΠQ
/2
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onMs
ΠQ,d. Furthermore, each small diagonal ∆d :MΠQ,d −→Mnd

is GLa-equivariant. Combining these two observations implies that the
generators GΠQ ∈ MHM(MΠQ) is a GLa-equivariant mixed Hodge
module. It follows that the Serre relations RΠQ is also GLa-equivariant.
Finally, we deduce that both Free�-Alg(GΠQ) and U(n+ΠQ) are GLa-
equivariant.

Similarly, the group GLa acts on MΠQ and MΠQ via the natural
inclusion GLa ⊆ GLa.

Setting up the induction

Let QuivDim be the set of pairs (Q,d) consisting of a quiver Q =

(Q0,Q1) and a dimension vector d = (di)i∈Q0 ∈ NQ0 supported on
all of Q, i. e. di ̸= 0 for all i ∈ Q0.

Consider the function

µ : QuivDim −→ Z>0 ×Z<0

(Q,d) 7−→ (|d| ,− |Q0|) =

∑
i∈Q0

di,− |Q0|

 .

We endow QuivDim with the partial order pulled back from the
lexicographic order on Z>0 ×Z<0 along µ. Explicitly

(Q,d) ⩽ (Q ′,d ′) ⇐⇒ |d| <
∣∣d ′∣∣ or |d| =

∣∣d ′∣∣ and |Q0| ⩾ |Q0|
′

To every closed point x in the good moduli spaceMΠQ we associate
a quiver with dimension vector (Q ′x,mx) ∈ QuivDim given by half of
the Ext-quiver and multiplicity vector of a corresponding semisimple
ΠQ-module

⊕
i F
mi

i .

Lemma 6.18. For all (Q,d) ∈ QuivDim and for all closed points x ∈
MΠQ,d we have

(i) |mx| ⩽ |d|

(ii) µ(Q ′x,mx) ⩽ µ(Q,d)
(iii) The following are equivalent

(a) µ(Q ′x,mx) = µ(Q,d)

(b) (Q ′x,mx) = (Q,d)

(c) x is in the GLa-orbit of (the point corresponding to) Sd.

Proof. Write (Q ′,m) for (Q ′x,mx). Let F =
⊕
j∈Q ′0

F
⊕mj

j be the semisim-
ple ΠQ-module of dimension vector d corresponding to x (such that
all mi are nonzero and the Fj are simple ). We have for all i ∈ Q0∑

j∈Q ′0

mj dim(Fj)i = di. (6.7)
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Summing (6.7) over all i we have∑
j∈Q ′0

mj
∣∣dim(Fj)

∣∣ = |d| . (6.8)

Part (i) of the lemma follows immediately from
∣∣dim(Fj)

∣∣ ⩾ 1.
We now prove part (ii). The case |m| > |d|, is impossible because
it contradicts (6.8). If |m| < |d|, then by definition of µ we have
µ(Q ′,m) < µ(Q,d).

On the other hand suppose |m| = |d|, then we wish to show
∣∣Q ′0∣∣ ⩾

|Q0|. By (6.8) we must have
∣∣dim (Fj)

∣∣ = 1, hence each Fj is supported
at a single vertex, call it v(j). By (6.7) for every i ∈ Q0 there is a w(i) ∈
Q ′0 such that v(w(i)) = i (choose w(i) so that mw(i) dim(Fw(i))i ̸= 0).
Thus w : Q0 → Q ′0 is an injective map with left inverse v : Q ′0 → Q0,
showing

∣∣Q ′0∣∣ ⩾ |Q0|.
It remains to characterize the saturation of the inequality. The impli-

cations (c) =⇒ (b) =⇒ (a) are clear. Suppose µ(Q ′,m) = µ(Q,d).
By definition of µ we can identify the vertex sets of the quivers Q ′

and Q. As before, by (6.7) we deduce that each Fi is a 1-dimensional
representation supported at the vertex i and m = d. Hence Fi is the
data of a scalar xl for every loop l in Q at i. Altogether we see that F
is in the GLa-orbit of 0d. This proves part (iii).

The strictly seminilpotent CoHA

Fix a quiver Q.

Lemma 6.19 (Generators for ΠQ are primitive). There is a direct sum
complement F to GΠQ ⊆ BPSΠQ,Alg so that the product m : BPSΠQ,Alg ×
BPSΠQ,Alg → BPSΠQ,Alg factors through F.

Proof. The support of the image of m is contained in the image of the
direct sum map ⊕ :MΠQ ×MΠQ →MΠQ which is the complement
of the simple locusMs

ΠQ
.

On the other hand the support of the image of m is never contained
in the small diagonal. Indeed, for any d1,d2 ∈ NQ0 the support of
GΠQ,d2 � SΠQ,d2 is larger than the diagonal as generically points of
the support correspond to semisimple objects with nonisomorphic
summands E1 ≇ E2 of class d1 and d2 respectively.

By the semisimplicity of BPSΠQ,Alg we can choose F to be a direct
sum complement of GΠQ which contains the image of m.

Let ıSNN : MSNN
ΠQ

↪→MΠQ be the inclusion of the strictly seminilpo-
tent stack (Example 3.51).

Lemma 6.20. We have

H0(ı!SNNGΠQ,n1i ′ )
∼= Qe(i ′,n)for all i ′ ∈ Qim

0 and n ⩾ 0

H0(ı!SNNGΠQ,1i ′ )
∼= Qe(i ′,1) for all i ′ ∈ Qreal

0
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Proof. For real vertices i ′ ∈ Q0 we haveMΠQ,1i ′ = pt. For hyperbolic
vertices this is [Dav22a, (104)]. For isotropic vertices this is [Dav22a,
(92)].

Lemma 6.21. The algebra morphism

H0(ı!SNNΨ̂ΠQ) : H0(ı!SNN Free�-Alg(GΠQ)) −→ H0(ASNN,ψ
ΠQ

)

vanishes on H0(ı!SNNIΠQ) where IΠQ is the Serre ideal, and, moreover, the
induced morphism

H0(ı!SNNΨΠQ) : H0(Free�-Alg(ı
!
SNNGΠQ))/H0(ı!SNNIΠQ)→ H0(ASNN,ψ

ΠQ
)

is an isomorphism.

Proof. The functor ı!SNN is strict monoidal (Lemma 4.54), so it com-
mutes with the operator Free. By Lemma 6.19, the subobject GΠQ ⊆
BPSψΠQ,Alg admits a direct sum complement F ⊆ BPS

ψ
ΠQ,Alg such that

the multiplication map

m
ψ
d,e : BPS

ψ
ΠQ,Alg,d �BPS

ψ
ΠQ,Alg,e → BPS

ψ
ΠQ,Alg,d+e

factors through the inclusion Fd+e ⊆ BPS
ψ
ΠQ,Alg,d+e if d ̸= 0 ̸= e.

Consequently, the multiplication map

H0(ı!SNNm
ψ
d,e) : H0(ASNN,ψ

ΠQ,d )⊗H0(ASNN,ψ
ΠQ,e )→ H0(ASNN,ψ

ΠQ,d+e)

factors through H0(ı!SNNFd+e).
By Lemma 6.20 we have

H0(ı!SNN Free�-Alg(GΠQ)) = FreeAlg(
⊕
i∈I∞

Qei)

which is the same as the generators of (the positive half of) the
Borcherds algebra U(n+ΠQ). By Theorem 5.7 and Lemma 6.19, it fol-

lows that H0(ı!SNNΨ̂ΠQ) factors through U(n+ΠQ) and we conclude the
lemma.

The recursion

Lemma 6.22 (The induction step). Let Q be a quiver and d ∈ NQ0 a
dimension vector.

Suppose Ψ̂ΠQ ′x ,mx
vanishes on the mxth-graded piece of the Serre ideal

IΠQ ′x ,mx
so that it factors through U(n+ΠQ ′

)mx
and suppose that the induced

morphism
ΨΠQ ′x ,mx

: U(n+ΠQ ′
)mx
→ BPS

ψ
ΠQ ′x

,Alg,mx

is an isomorphism for all closed points x ∈ MΠQ,d with half Ext quivers
(Q ′x,mx) satisfying µ(Q ′x,mx) < µ(Q,d).

Then Ψ̂ΠQ,d vanishes on IΠQ,d and the induced morphism

ΨΠQ,d : U(n+ΠQ)d → BPSψΠQ,Alg,d

is an isomorphism.
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Proof. We first show that Ψ̂ΠQ,d vanishes on IΠQ,d. Abbreviate
T := Ψ̂ΠQ,d(IΠQ,d) and Tx := Ψ̂ΠQ ′x ,mx

(IΠQ ′x ,).
By proceeding as in the proof of Proposition 6.14 (see also the

Remark 6.15 ) we deduce

supp(T) ⊆ {x ∈MΠQ,d | Tx ̸= 0} (by Remark 6.15)

⊆ {x ∈MΠQ,d | µ(Q ′x,mx) = µ(Q,d)} (by hypothesis and
Lemma 6.18 (ii))

= GLa · 0d (by Lemma 6.18 (iii)),

where the bars denote Zariski closure. In words, the hypothesis guaran-
tees that the support of T is contained in the GLa-orbit Z = GLa ·0d ∼= CL

of 0d. Since T is a GLa-equivariant mixed Hodge module (Lemma 6.17),
its support is GLa-stable and hence equal to the entire orbit Z.

The groups GLa and GLa are contractible, so are any of their orbits.
Therefore taking total cohomology induces equivalences

MHMGLa
(Z) ≃MHM(pt) ≃MHMGLa(Z) (6.9)

where Z is the GLa-orbit of 0d. Let ıSNN : MSNN
ΠQ,d ↪→ MΠQ,d be the

inclusion. We have a Cartesian square of inclusions

CL ∼= Z MSNN
ΠQ,d

CL ∼= Z MΠQ,d.

←→

←→

←→ ιSNN

←→

⌟
(6.10)

From the equivalences (6.9) and the Cartesian diagram (6.10) we
have H0(T) ⊆ H0(ıΨ̂ΠQ(IΠQ)) which vanishes by Lemma 6.21.

This proves the first part that Ψ̂ΠQ vanishes on degree d part of the
Serre ideal IΠQ,d.

Replacing T with T = ker(ΨΠQ,d) ⊕ coker(ΨΠQ,d) and Tx with
Tx = ker(ΨΠQ ′x ,mx

)⊕ coker(ΨΠQ ′x ,mx
) , the proof of the second part is

exactly the same.

Proof of Theorem 6.5. As explained in the beginning of this section: we
need to show for all (Q,d) ∈ QuivDim that Ψ̂ΠQ,d vanishes on IΠQ,d

and the induced morphism ΨΠQ,d is an isomorphism.
Fix a quiver with dimension vector (Q,d) ∈ QuivDim. Without loss

of generality we assume that d is supported on all of Q. Consider the
following subset of Z>0 ×Z<0. By Lemma 6.18

R(Q,d) := {µ(Q ′x,mx) | x ∈MΠQ,d and µ(Q ′x,mx) ̸= µ(Q,d)}

= {µ(Q ′x,mx) | x ∈MΠQ,d and µ(Q ′x,mx) < µ(Q,d)}.

To apply Lemma 6.22 we need to show that for all (Qnew,dnew) ∈
µ−1(R(Q,d)) the morphism ΨΠQnew ,dnew is an isomorphism. We do so
inductively.
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By Lemma 6.18 (i), the set R(Q,d) is bounded hence finite. For all
(Qnew,dnew) ∈ µ−1(R(Q,d)) we have the strict inclusion of finite sets
R(Qnew,dnew) ⫋ R(Q,d). Thus, after iterating we eventually end at the
case where R(Qfin,dfin) = ∅, so that the hypothesis in Lemma 6.22 for
(Qfin,dfin) is vacuous.

Applying Lemma 6.22 recursively we deduce that ΨΠQ,d is an iso-
morphism.

6.2 the poincaré–birkhoff–witt isomorphism

6.2.1 BPS Lie algebras as GKM Lie algebras

Definition 6.23 (BPS for 2-Calabi–Yau categories, [DHS23, (1.1)]). Let
A be a 2CY Abelian category with good moduli theory MA We define
the BPS Lie algebra MHM of A to be the GKM algebra MHM

BPSA ,Lie := n+A := n+MA ,(−,−)A
∈MHM(MA )

associated to the monoid schemeMA with pairing (−,−)A . We call
the underling MHM or perverse sheaf of BPSA ,Lie the BPS sheaf of A .

The BPS Lie algebra of A is defined to be the Lie algebra

BPSA ,Lie := H(BPSA ,Lie) = H(n+A )

We call the underlying mixed Hodge structure of BPSA ,Lie the BPS
cohomology of A .

This definition is motivated by Theorem 6.5 and [Dav22a, Theo-
rem 6.1], which realises the BPS algebra as the universal enveloping
algebra of the BPS Lie algebra for the preprojective algebra as defined
in [Dav22a, §4].

To deserve the title ‘BPS Lie algebra’ the MHM BPSA ,Lie must
satisfy a relative cohomological integrality isomorphism

AA
∼= Sym� (BPSA ,Lie ⊗HC)

The aim of this section is to prove the stronger statement in Theo-
rem 6.24, thus completing the main goal of this thesis to construct BPS
cohomology for 2-Calabi–Yau categories.

Since H(BC×) ∼= RHom(QBC× ,QBC×), the generator η ∈ H(BC×)
corresponds to a morphism

η : QBC× → QBC× ⊗L−1

We can !-pullback along a morphism

d : MA −→ BC×

to obtain a morphism

d!η : DQMA
⊗L −→ DQMA
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which extends to an H(BC×)-action

d!η : DQMA
⊗H(BC×) −→ DQMA

which is nonzero if and only if the line bundle corresponding to
d has nonzero degree. This can always be arranged because by As-
sumption 3.39 and Remark 4.51 the connected components MA ,v

are quotient stacks W/GLN which admits a line bundle of degree
N constructed out of the determinant representation (c. f. [Dav23b,
§6.2.1]).

Theorem 6.24 (PBW theorem, [DHS23, Theorem 1.7]). Let A be a 2-
Calabi–Yau Abelian category with good moduli theory JH : MA → MA .
Then the PBW morphism in D+(MHM(MA ))

PBWψ
A : Sym�

(
BPS

ψ
A ,Lie ⊗H(BC×)

)
−→ A

ψ
A

is an isomorphism of complexes of mixed Hodge modules.

6.2.2 Summary of cohomological Donaldson–Thomas theory for quivers
with potential and preprojective algebras

An a priori different definition of the BPS Lie algebra sheaf for prepro-
jective algebras of quivers, which we denote by BPS

3d,ψ
ΠQ,Lie, appears in

[Dav22a, Theorem/Definition 4.1] (see also [Dav22b, Theorem B]). We
will show that our definition of the BPS Lie algebra agrees with this
“3d” definition of the BPS Lie algebra.

The PBW theorem for critical CoHAs

Let (Q,W) be a symmetric quiver with potential. In [DM20] Davison
and Meinhardt construct the BPS Lie algebra MHM BPSQ,W , and
prove the PBW theorem (and hence the cohomological integrality
theorem) for the critical cohomology of the stack of representations
MQ,W of the Jacobi algebra of (Q,W).

The affinisation JHQ,W : MQ,W →MQ,W is a good moduli space,
and we have the commutative diagram

MQ,W MQ

MQ,W MQ A1

←↩ →

←→ JHQ,W ←→ JHQ

←
→

tr(W)

←↩ → ←→
tr(W)

(6.11)

where the inclusions are inclusions of critical loci of the functions
tr(W).

Denote by ϕtr(W) the vanishing cycle functor (this is really a complex
of monodromic mixed Hodge modules, we don’t treat these here and
instead refere to [DM20]) Then AQ,W := (JHQ,W)∗ϕtr(W)Qvir

MQ,W
∈
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D+(MMHM(MQ,W)) is an algebra object with respect to a certain
symmetric monoidal structure �̃.

Let ψ̃ : ZQ0 ×ZQ0 → Z be a bilinear form such that

ψ̃(d,d ′) + ψ̃(d ′,d) = (d,d)Q(d ′,d ′)Q + (d,d ′)Q mod 2

for all a,b ∈ ZQ0 . We denote by A
ψ̃
Q,W the algebra object where the

product of AQ,W has been twisted by the sign (−1)ψ̃(−,−).
The BPS Lie algebra MHM of (Q,W) is defined as

BPS
ψ̃
Q,W := H1(Aψ̃Q,W) ∈MHM(MQ,W)

We are ready to state the PBW theorem for (Q,W).

Theorem 6.25 ([DM20]). The natural morphism

BPSQ,W ⊗H(BC×) −→ A
ψ̃
Q,W

induces via the product on A
ψ̃
Q,W an isomorphism in D+(MMHM(MQ,W))

PBWψ̃
Q,W : Sym�̃

(
BPSQ,W ⊗H(BC×)

)
−→ A

ψ̃
Q,W .

In [DM20] it is shown that BPSQ,W is indeed a Lie algebra object
with respect to the symmetric monoidal structure �̃.

Dimensional reduction

In vague terms, dimensional reduction is the general principle that
the critical cohomology of moduli stacks of objects in a 3-Calabi–
Yau completion of a 2-Calabi–Yau is equivalent to the Borel–Moore
homology of the moduli stacks of objects in the original 2-Calabi–
Yau category. Dimensional reduction has been applied particularly
succesfully when the moduli stacks of objects in the 3-Calabi–Yau
completion can be written as a global critical locus. In this section we
highlight how dimensional reduction has been applied to moduli of
representations of preprojective algebras.

Let Q be a quiver. There is a specific choice of quiver with potential
(Q̃, W̃), called the tripled quiver with potential, that is directly related to
the preprojective algebra. The quiver Q̃ is obtained from the doubled
quiver Q be adding a loop ωi at each vertex i ∈ Q0. The potential is
defined as

W̃ :=
∑
i∈Q0

ωi
∑
a∈Q1

[a,a∗].
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The Jacobi algebra of Jac(Q̃, W̃) is the quotient of the path algebra CQ̃
by ideal generated by

∂aW̃ =
∑
i∈Q0

a∗ωi +ωia
∗

∂a∗W̃ =
∑
i∈Q0

ωia+ aωi

∂ωiW̃ = ei
∑
a∈Q1

[a,a∗]ei

for all a ∈ Q1 and i ∈ Q0. The third relation is the preprojective
relation forQ, thus there is a natural forgetful morphism ξ : M

Q̃,W̃ −→
MΠQ which forgets the actions of the loops.

The following theorem gathers various results of Davison related to
the dimensional reduction for DT and BPS invariants for preprojective
algebras. See [Dav17, Theorem A.1], [Dav22b, Theorem D], [Dav22a,
Theorem/Definition 4.1 and Theorem 6.1].

Theorem 6.26 (Dimensional reduction package for preprojective al-
gebras, Davison). The natural morphism of complexes of mixed Hodge
modules

ξ!ϕtr(W)Qvir
MQ,W

∼=−→ DQMΠQ

is an isomorpism.
Moreover, the pushforward of the BPS Lie algbera MHM of the tripled QP

(Q̃, W̃).
BPS3dΠQ := ξ∗BPS

Q̃,W̃

is a mixed Hodge module and is closed under the commutator bracket in

A
ψ̃
ΠQ

. Thus BPS3dΠQ is also itself a �-Lie algebra object in MHM(MΠQ)

The PBW morphism

PBWψ̃
ΠQ

: Sym�

(
BPS3dΠQ ⊗H(BC×)

)
−→ A

ψ̃
ΠQ

(6.12)

is an isomorphism of complexes of mixed Hodge modules. Moreover there is a
canonical inclusion

BPS3dΠQ ↪→ H0(AΠQ) = BPSΠQ,Alg

which induces an ismorphism of �-algebras

U
(
BPS3dΠQ

)
∼=−→ BPSΠQ,Alg (6.13)

Remark 6.27. It follows from (−.−)ΠQ = (−,−)
Q̃

mod 2, that every
valid choice of twist ψ for ΠQ is simultaneously a valid choice of twist
ψ̃ for (Q̃, W̃).



6.2 the poincaré–birkhoff–witt isomorphism 123

6.2.3 Proof of Theorem 6.24

A consequence of (6.13) is that the �-algebra BPS
ψ
ΠQ,Alg arrises in two

ways as a universal enveloping algebra

BPS
ψ
ΠQ,Alg

∼= U(BPS
3d,ψ
ΠQ

) ∼= U(nψΠQ)

The following proposition shows that in fact the two ways are the
same.

Lemma 6.28. The morphisms n+ΠQ → BPSΠQ,Alg factors through the 3d
BPS Lie algebra to and induces an isomorphism of Lie algebra objects

n+ΠQ −→ BPS3dΠQ (6.14)

Proof. The fact that n+ΠQ factors through (6.14) is a special case of
[Dav22a, Proposition 7.5].

From the morphism n+ΠQ → BPS3dΠQ we have a compatibility of PBW
isomorphisms

Sym�(n
+
ΠQ

) BPS
ψ
ΠQ,Alg

Sym�(BPS3dΠQ)

← →PBW
∼=←

→ ← →PBW
∼=

By definition of PBW morphisms we conclude that (6.14) is in fact an
isomorphism.

This proposition is conceptually important as it justifies Defini-
tion 6.23 and moroever constitutes a crucial part of the local statement
used to prove the 2CY PBW theorem (Theorem 6.24).

Corollary 6.29 (PBW for preprojective algebras). Let Q be a quiver. Then
the PBW morphism

PBWψ
ΠQ

: Sym�

(
BPS

ψ
ΠQ,Lie ⊗H(BC×)

)
−→ A

ψ
ΠQ

is an isomorphism.

Proof. This is a direct consequence of the PBW isomorpshism (6.12)
and Lemma 6.28.

Remark 6.30. The relation between the tripled quiver and the preprojec-
tive algebra comes from the fact that (at least in the case of non ADE
quivers) the Jacobi algebra Jac(Q̃, W̃) is the 3-Calabi–Yau completion
of the preprojective algebra ΠQ.

Corollary 6.31 (Restriction of PBW morphism). Let Q be a quiver and
ıNil : M

Nil
ΠQ

↪→MΠQ the inclusion. Then the PBW morphism

PBWNil,ψ
ΠQ

: Sym
(
ı!NilBPS

ψ
ΠQ,Lie ⊗H(BC×)

)
−→ ı!NilA

ψ
A

is an isomorphism.
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Proof. Follows from Corollary 6.29 and the strict monoidality of ı!Nil
(Lemma 4.54).

Lemma 6.32 (Compatibility of PBW morphisms with Ext-quiver neigh-
bourhoods). Suppose we have chosen notation as in Setting 6.7. Then we
have a commutative diagram

ı!Nil Sym�

(
BPS

ψ
ΠQ
⊗HC

)
ı!F Sym�

(
BPS

ψ
A ⊗HC

)

ı!NilA
ψ
ΠQ

ı!FA
ψ
A

←→ ı!NilPBWψ
ΠQ

←←
∼=

←→ ı!FPBWψ
A

← ←
∼=

.

Proof. By Definition 6.23 and compatibility of GKM (Lie) algebras with
Ext-quivers (Corollary 6.10), we have natural commutative diagrams
with horizontal maps isomorpshims

ı!NilBPS
ψ
ΠQ
⊗HC ı!FBPS

ψ
A ,Lie ⊗HC

ı!NilA
ψ
ΠQ

ı!FA
ψ
A

←→
∼=

←
↩→ ←

↩

→

← →
∼=

(6.15)

By the compatibility of CoHA multiplications (Proposition 4.59) it fol-
lows that the PBW morphisms ı!

NilPBWψ
ΠQ

and PBWψ
A are compatibile,

i. e. that the verticle morphisms in (6.15) extend to Sym to obtain the
desired commutative diagram.

Proof of Theorem 6.24. Let x ∈MA be a closed point corresponding to
a semisimple object

⊕
i F
mi

i . Let Q be a half Ext-quiver of x.
By Lemma 6.32 we have

ı!x cone(PBWψ
A ) ∼= ı!0mı

!
Nil cone(PBWψ

ΠQ
).

But by Corollary 6.31 the complex ı!Nil cone(PBWψ
ΠQ

) vanishes. Thus

we conclude cone(PBWψ
A ) vanishes everywhere (Lemma 6.13).

By pushing forward along the monoid morphismMA → π0(MA )

we obtain the PBW isomorphism (and hence a cohomological integral-
ity isomorphism) for A .

Corollary 6.33 (Absolute PBW isomorphism). Let A be a 2-Calabi–Yau
Abelian category with good moduli theory JH : MA →MA . Then the PBW
morphism in D+(MHM(π0(MA )))

H(PBWψ
A ) : Sym

(
BPSψA ,Lie ⊗H(BC×)

)
−→ HA

ψ
A

is an isomorphism of complexes of mixed Hodge modules.
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The reader is recommended to consult [Saf] for a rapid introduction
to derived algebraic geometry. In this appendix we gather some less
standard definitions and constructions in derived algebraic geometry.

a.1 spec construction for non-connective cdga

This section summarises some of [Toë06] and [BN12, §3].
The Spec construction for non-connective cdgas solves the affinisa-

tion problem for derived stacks.
Let R ∈ cdga be a not necessarily connective cdga. We define a

functor
Spec : cdgaop −→ dSt

which assigns to every cdga R the derived stack Spec(R) defined by
the moduli problem

Spec(R) : cdga⩽0 −→ SSets

A 7−→Mapscdga(R,A)

The Yoneda lemma implies that for R connective, the two definitions
of the derived stacks Spec(R) canonically agree.

The affinisation problem for derived stacks is the problem of finding
a right adjoint to the derived global sections functor

O : dSt −→ cdga

RX 7−→ ORX(RX) = holim
Spec(A)→RX
A∈cdga⩽0

A

We remark that O takes values in all cdgas and not just connective
ones.

Example A.1. We have OBG(BG) ∼= H∗(G,C), the group cohomology.

In [BN12, Proposition 3.1] it is shown that there is an adjoint pair

O ⊢ Spec .

There is a relative version. For derived stacks over a base derived
stack RB there is a functor

O/RB: dSt −→ {quasicoherent ORB algebras}

125
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Let RX be a derived Artin higher stack. Let E ∈ Perf(M) be a perfect
complex. The total space of E is defined by

TotRX (E) := SpecRX(Sym(E∨)).

a.2 globally presented quasi-smooth morphisms

The material in this section is taken from [DHS22, §4].
Projections of total spaces of [−1, 1]-perfect complexes are not closed

under composition. In this section we explain the notion of globally
presented quasi-smooth morphisms, which should be thought of as
the class of morphisms generated under composition by projections
of total spaces of perfect complexes.

A perfect complex C =
⊕
i∈Z Ci is graded if each Ci is isomorphic

to Vi[−i] for some vector bundle Vi, i.e. Vi is a perfect complex that
becomes a classical cohomologically graded vector bundle after re-
striction to any classical scheme. Let C be a graded perfect complex
on a 1-Artin derived stack RM with Ci = 0 for i ⩾ 2.

Let Q ∈ DerRM(TotRM(C)) be a degree one derivation that vanishes
on the zero section, which satisfies [Q,Q] = 0 up to higher coherent
homotopies .

Let A = (A∗,dA) be a connective cdga and f : Spec(A)→ RM a mor-
phism. The pullback f∗Q is given by A-linear degree one morphisms
m∨
n : f∗(C)∨ → SymnA(f

∗(C)∨), which vanish for n≫ 0. The condition
[Q,Q] = 0 means that m∨ =

∑
nm

∨
n satisfies the Maurer–Cartan

equation dAm∨ + 1
2 [m

∨,m∨] = 0 which unpacks to

dAm
∨
0 = 0

dAm
∨
1 +m∨

1 ◦m∨
1 = 0

dAm
∨
2 +

1

2
m∨
3 ◦m∨

1 +
1

2
m∨
1 ◦m∨

3 = 0

...

The vanishing on the zero section means that m∨
0 = 0. the Maurer–

Cartan equation implies (dA +m∨
1 )
2 = 0 and so (f∗C)∨ inherits a

differential f∗dC := dA +m∨
1 .

For every such morphism f : Spec(A) → RM we define the cdga
Bf := (SymA((f

∗C)∨),dA + f∗Q).
We define TotQM(C) to be the derived stack over M given by

(f : Spec(A)→ RM) 7−→ TotQRM(C)(f) := Spec(Bf).

for a semi-free cdga Spec(A). Note that Bf need not be connective and
hence Spec(Bf) is as in §A.1

By definition we have a projection

π : TotQRM(C) −→ RM. (A.1)
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There is a natural quasi-isomorphism

f∗LTotQM(C)/M ≃ ((f∗C)∨, f∗dC). (A.2)

We call a morphism of the form (A.1) a globally presented quasi-smooth
morphism. A global presentation of a quasi-smooth morphism of derived
stacks f : RX→ RY is a commutative diagram of 1-Artin stacks

RX RY

TotQM(C) RM

← →f

←→ ←→

←→π

where the vertical morphisms are equivalences and the bottom mor-
phism is a globally presented quasi-smooth morphism.

Let (C,QC) and (C ′,QC ′) be global presentations of quasi-smooth
morphisms, with both C and C ′ graded vector bundles over the same
stack M. Let f : TotRM(C)→ TotRM(C ′) be a morphism over RM such
that QC = f∗QC ′ , and such that the induced morphism of complexes
((C)∨,dC)→ ((C ′)∨,dC ′) is a quasi-isomorphism, inducing an equiva-
lence TotQC

M (C)→ TotQC ′
RM (C ′). We call an equivalence defined via such

an f a global equivalence.
Globally presented morphisms over a fixed stack RM are closed

under composition: if TotQ
′

RN(C ′) → RN and RN ≃ TotQRM(C) → RM
are globally presented quasi-smooth morphisms, then the composi-
tion π ◦ π ′ is globally presented by TotQ+Q ′

RM (C ⊕ C̃ ′) → RM, where
C̃ ′ is a graded perfect complex on RM. We define the 2-category
GPresRM to be the 2-category having as objects the global presen-
tations TotQRM(C) → RM, 1-morphisms given by projections of glob-
ally presented quasi-smooth RM-stacks, and 2-morphisms defined by
global equivalences.
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The aim of this appendix is to complete the arguments in the proof
of Proposition 4.59, especially to give a proof of the equivalence of
restricted RHom complexes (4.18).

We recall the definition and pertinent properties of twisted com-
plexes. For a thorough treatment (in the language of A∞-categories)
we refer to [Sei08, Chapter 3] (see also [Dav11, §3-5]).

Definition B.1 (Additive enlargement). Let C be a dg category. We
define the dg category ΣC , called the additive enlargmenet of C The
objects of ΣC are triples (I, Fi,Vi), called formal direct sums in C , con-
sisting of a finite index set I, objects Fi ∈ C , and finite dimensional
Z-graded vector spaces Vi for every i ∈ I. The notation we use for
such a triple is

⊕
i∈I Vi ⊗ Fi. The Hom complexes between formal

direct sums
⊕
i∈I Vi ⊗ Fi and

⊕
j∈JWj ⊗Gj are given by

HomΣC (
⊕
i∈I

Vi ⊗ Fi,
⊕
j∈J

Wj ⊗Gj) :=⊕
i∈I,j∈J

HomC(Vi,Wj)⊗HomC (Fi,Gj)

We can write morphisms in terms of their compontents α =
∑
kϕ

(k)
ij ⊗

f
(k)
ij and to avoid cluttering notation we often just write α = ϕij ⊗ fij.

We say that a morphism α :
⊕
i∈I Vi⊗ Fi →

⊕
i∈IWi⊗ Fi (note the

same index sets and objects Fi) is an inclusion, respectively a quo-
tient, if its components ϕij : Vi →Wj are all inclusions, respectively
quotients , of vector spaces. Given an inclusion of α :

⊕
i V
′
i ⊗ Fi →⊕

i Vi ⊗ Fi we define there is a corresponding quotient
⊕
i Vi ⊗ Fi →⊕

i Vi/V
′
i ⊗ Fi.

Using these notions we can make the definition of a filtration and
its subquotients of a twisted complex

⊕
Vi ⊗ Fi in the obvious way.

We say that an endomorphism δ ∈ HomΣC (
⊕
i Vi⊗Xi,

⊕
i Vi⊗Xi)

is strictly lower trinagular if there exists a finite filtration of
⊕
i Vi ⊗Xi

so that the induced endomorphism on subquotients is zero.

Definition B.2 (Twisted complexes). Let C be a dg category. We define
the dg category of twisted complexes Tw(C ) in C . The objects of
Tw(C ) are pairs X = (

⊕
i Vi ⊗ Fi, δ) consisting of a formal direct

128
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sum
⊕
i Vi ⊗ Fi ∈ ΣC together with a degree one endomorphism

δ ∈ Hom1ΣC (
⊕
i Vi ⊗ Fi,

⊕
i Vi ⊗ Fi) satisfying the Maurer–Cartan

equation
dδ+ δ2 = 0. (B.1)

The underlying graded vector space of the morphism complexes in
Tw(C ) are the same as those in ΣC . For twisted complexes X =

(
⊕
i Vi ⊗ Fi, δ) and Y = (

⊕
jWj ⊗Gj,γ) we have as a vector space

HomTw(C )(X, Y) = HomΣC (
⊕
i

Vi ⊗ Fi,
⊕
j

Wj ⊗Gj)

which is endowed with the differential

dTw : HomTw(C )(X, Y)→ Hom∗+1Tw(C )(X, Y)

given by “twisting” the differential on dΣ on HomΣC

dTw(f) := dΣ(f) + γ ◦ f− (−1)deg(f)f ◦ δ.

The Maurer–Cartan equation (B.1) is used to show (dTw)2 = 0.

There is a natural fully faithful functor C ↪→ Tw(C ) which maps
an object F ∈ C to the twisted complex (C⊗ F, 0). The main reason
twisted complexes are useful for us is that the embedding C ↪→ Tw(C )

realises Tw(C ) as a pre-triangulated envelope for C .

Proposition B.3. Let C be a dg category. The category is Tw(C ) is a
pre-triangulated dg category and H0(Tw(C )) is generated by C ↪→ Tw(C ).

Moreover, C is pre-triangulated if and only if C ↪→ Tw(C ) is a quasi-
equivalence.

Proof. See [Sei08, Lemmas 3.28, 3.32, and 3.33].

Definition B.4. Let A be a cdga We can generalise the above construc-
tion to define twisted complexes with coefficients in A Tw(C ;A). First, we
define the additive enlargement with coeffiecients in A Σ(C ;A) have the
same objects as Σ(C ) but with morphisms complexes extended by A

HomΣ(C ;A)(
⊕
i

Vi ⊗ Fi,
⊕
j

Wj ⊗Gj) :=⊕
i,j

A⊗HomC(Vi,Wj)⊗HomC (Vi,Wj).

We define Tw(C ;A) to have objects given by pairs XA = (
⊕
i Vi⊗Fi, δ)

consisting of an formal direct sum
⊕
i Vi ⊗ Fi ∈ Σ(C ;A) and a strictly

lower triangular endomorphism δ ∈ Hom1Σ(C ;A) satisfying the Mauer–
Cartan equation

dδ+ δ2 = 0.

We remark that in this Maurer–Cartan equation the differential d
incorporates the differential of A. As before the Hom complexes are
given by twisting the differential by the endomorphisms δ.
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Lemma B.5. We have equivalences of (pre-triangulated) dg categories

Tw(C ;OU) ≃ Tw(C )⊗ Tw(OU)
≃ Tw(C )⊗ Perf(U)

≃ C△ ⊗ Perf(U)

(B.2)

where C△ is any pre-triangulated envelope of C .

Proof. The first equivalence is explicitly given on objects by

(
⊕
i,j

Vi ⊗Wj ⊗ Fi, δ⊗α)←[ ((
⊕
i

Vi ⊗ Fi, δ), (
⊕
j

Wj ⊗OU,α))

The next to equivalences are the ones coming from Proposition B.3

Remark B.6. These equivalences (and hence Proposition B.3) are the
key ingredient in this section for proving the desired compatibility of
CoHA products. The rest is a formalism to leverage this ingredient.

We turn to the specific situation to which we apply the machinery
of twisted complexes.

Suppose {F1, . . . , Fn} is a collection of simple objects in a 2-Calabi–
Yau Abelian category A with a good moduli theory whose ambient dg
category is D (Definition 3.45). By Assumption 3.43, the full subcate-
gory Fdg = {F1, . . . , Fn} ⊆ D admits a right 2CY structure, so it is a sym-
metric Σ-collection and we can apply Lemma B.7. Choose a half Ext-
quiverQ of this Σ-collection. The dg category Let Nildg

ΠQ
⊆ Perf(G2(Q))

be the full dg subcategory containing the one-dimensional zero mod-
ules Si, i ∈ Q0.

Lemma B.7. There is an quasi-equivalence of pre-triangulated dg categories

Fdg ≃ Nildg
ΠQ

(B.3)

mapping Fi 7→ Si. Any equivalence (B.3) induces an equivalence of the
categories of twisted complexes

Tw(Fdg) ≃ Tw(Nildg
ΠQ

). (B.4)

Proof. See the second paragraph of the proof of [Dav23b, Theorem 5.11].

Let F ⊆ A be the smallest Serre subcategory containing F1, . . . , Fn.
Consider the substack

MF
A MA

Nn MA

←↩ →

←→ ⌟ ←→

←↩ →
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Definition B.8 (Moduli of twisted complexes for a Σ-collection). We
define the derived moduli stack of twisted complexes in Fdg by its functor
of points

RMTw
F ,△ : dAff −→ SSets

Spec(A) 7−→ Tw(Fdg;A).

There is an open substack RMTw
F ⊆ RMTw

F ,△ parametrising twisted
complexes X = (

⊕
i Vi ⊗ Fi, δ) such that each Vi is concentrated in

degree zero. We identify ts truncation MTw
F to the moduli stack of the

Serre subcategory F ⊆ A .

Lemma B.9. The equivalences (B.2) induce equivalences of stacks over Nn

MTw
F MF

A

Nn .

← →
∼

τ

←

→
←→ (B.5)

Proof. Let F△ ⊆ D be the triangulated closure of F in D . For an
affine U we have MTw

F (U) = (F△ ∩A )⊗ Perf(U) = F ⊗ Perf(U).

We have an explicit description of the connected components of
MTw

F . Fix m ∈ Nn. Consider the affine spaces

Hpm = Homp
ΣF dg

(
n⊕
i=1

Fmi

i ,
n⊕
i=1

Fmi

i

)
.

The gauge group GLm :=
∏
iGLmi

acts on Hpm via conjugation

α = ϕij ⊗ fij 7→ gj ◦ϕij ◦ g−1i ⊗ fij, for all g = (gi)i ∈ GLm.

The Maurer–Cartan equation

µm : H1m −→ H2m

δ 7−→ dδ+ δ2

cuts out the space of twisted complexes with underlying object given
by
⊕
i F
⊕mi

i

Rm := µ−1m (0)

Since µm is GLm-equivariant, the GLm-action restricts to Rm.
The (classical) moduli stack of twisted complexes on

⊕
i F
mi

i is a
quotient stack

MTw
C ,m ≃ Rm/GLm.

Remark B.10. We can recover the derived moduli stack using a pullback
square similar to the one in Remark 3.36.

Remark B.11. The stack MTw
C ,m admits a good moduli spaceMTw

C ,m by
Example 3.34. Since the action GLm on Rm has a single closed orbit
given by the zero twisted structure δ = 0 on

⊕
i F
mi

i .
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Let RHomA be the RHom complex on MA ×MA . Denote by RHomF
A

the restriction of RHomA to MF
A ×MF

A .

Lemma B.12. Under the equivalence τ× τ : MTw
F ×MTw

F →MF
A ×MF

A

given by (B.5). we have an equivalence of RHom complexes

RHomTw
F ≃ τ∗(RHomF

A ).

Proof. Follows from definition of the RHom complex (Definition 3.24)
and the equivalences (B.2).

Remark B.13. By Assumption 3.43 it follows that RHomTw
F is stricty

[−1, 1]-perfect.
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Der Mathematik Und Ihrer Grenzgebiete. 3. Folge / A Series of
Modern Surveys in Mathematics. Berlin Heidelberg: Springer-
Verlag, 2000 (cit. on p. 30).

[LO08a] Y. Laszlo and M. Olsson. “The six operations for sheaves on
Artin stacks I: Finite coefficients”. In: Publ. Math. IHÉS 107 (2008),
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