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Distributed Proportional-Integral Fuzzy State
Estimation Over Sensor Networks Under

Energy-Constrained Denial-of-Service Attacks
Yezheng Wang, Zidong Wang, Lei Zou, Yun Chen, and Dong Yue

Abstract—This paper deals with the distributed proportional-
integral state estimation problem for nonlinear systems over
sensor networks, where a number of spatially distributed sensor
nodes are utilized to collect the system information. The signal
transmissions among different sensor nodes are realized via
their individual channels subject to energy-constrained denial-
of-service (EC-DoS) cyber-attacks launched by the adversaries
whose aim is to block the node-wise communications. Such EC-
DoS attacks are characterized by a sequence of attack starting
time-instants and a sequence of attack durations. Based on
the measurement outputs of each node, a novel distributed
fuzzy proportional-integral estimator is proposed that reflects the
topological information of the sensor networks. The estimation
error dynamics is shown to be regulated by a switching system
under certain assumptions on the frequency and the duration
of the EC-DoS attacks. Then, by resorting to the average dwell
time method, a unified framework is established to analyze the
dynamical behaviors of the resultant estimation error system,
and sufficient conditions are obtained to guarantee the stability
as well as the weightedH∞ performance of the estimation error
dynamics. Finally, a numerical example is given to verify the
effectiveness of the proposed estimation scheme.

Index Terms—Fuzzy systems, distributed state estimation,
cyber-attacks, proportional-integral state estimation, sensor net-
works.

I. I NTRODUCTION

A typical sensor network is composed of a large number
of sensor nodes deployed in different regions of interest.
The battery-powered sensor nodes are capable of sending
data according to a given communication topology. Owing
to their remarkable information sensing/processing nature, the
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sensor networks (SNs) have found successful applications in a
wide range of areas such as environmental monitoring, traffic
control and manufacturing automation [47]. As a fundamental
issue in SNs, the distributed state estimation (SE) problem
over SNs has received much research attention in the past
decade, and many SE algorithms have been proposed in the
literature according to specific performance requirements [4],
[20], [26]–[28]. To mention a few, such distributed SE methods
include theH∞ SE schemes [15], [47], the Kalman filtering
algorithms [9], [23], the set-membership filtering approaches
[12], [21], and fuzzy SE strategies [37], [53].

Among the existing SE methods, the Takagi-Sugeno (T-
S) fuzzy SE approach is particularly effective for general
nonlinear systems with smooth nonlinearities. According to
the knowledge of nonlinearities, the T-S fuzzy model can be
established by combining several linear submodels connected
via the so-called fuzzy membership functions. The T-S fuzzy
model possesses concise structure and desired approximation
capability for many complex nonlinear functions [39], [40],
[42]. Such distinctive advantages make it convenient to de-
sign the desired state estimators and, as such, the fuzzy SE
problems have recently received increasing research attention
[11], [25], [34], [38], [46]. When it comes to SNs, some initial
attempts have been made to apply the fuzzy SE technique
to nonlinear systems, and some interesting distributed SE
algorithms have been developed in the literature [29], [37],
[52].

In the past few years, the proportional-integral observer
(PIO) design problem has attracted particular research interest
with a great many results reported, see e.g. [41] for descriptor
systems, [48] for fuzzy systems, [55] for linear time-varying
systems, [5] for systems with unknown inputs, and [6] for
linear-parameter-varying systems. A typical PIO consists of
three parts that work together to achieve the SE task: 1) a
copy of the available part of the system to be estimated; 2) a
proportional term that represents the current innovation; and
3) an integral term that stands for the historical innovation.
With such a structure, both current and historical information
of the output estimation error can be utilized to calculate state
estimates.

Compared with the traditional proportional-type observer
(Luenberger observer), the PIO enjoys more design degrees
because of the utilization of the historical innovation, and
this would help improving the robustness of the estimation
performance. As such, the PIO design problems have been
dealt with for many different kinds of linear/nonlinear systems.
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Nevertheless, little research attention has been paid to the
distributed PIO design issues over sensor networks, where
the network topology comes to play a vitally important role
in developing the observer, and this results in substantial
complexity in reflecting the spatial information acquired from
the SNs. It is, therefore, the major motivation of this paper to
look into the issue as how the topology structure influences
the overall PIO performance.

In the SNs, the communication between sensor nodes is
generally implemented via wireless communication network
(WCN) because of its advantages of lengthening the com-
munication distance, improving the communication flexibility
and reducing the communication cost. On the other hand, the
utilization of the WCN would also bring some new challenges,
and one of the key issues in SNs is the security of network
since a typically open WCN is vulnerable to cyber-attacks
that can be classified into denial-of-service (DoS) attacks,
deception attacks and replay attacks. Specifically speaking,
the DoS attack can interdict the signal transmissions to cause
data missing; the deception attack can maliciously replace the
original data with the fake one; and the main idea of the replay
attack is to replace the current information by the historical
data. Undoubtedly, cyber-attacks pose a great threat leading to
deterioration of the system performance or even the instability
of the underlying system.

From the adversaries’ perspective, it is quite easy to launch
the DoS cyber-attacks by overwhelming the online services
and rendering them unusable [43]. In the past decade, sev-
eral mathematical models have been established to describe
the DoS behaviors in the context of secure control/filtering
problems. For instance, the DoS attack has been modeled
in [1] by the Bernoulli-type packet-drop model. In [3], the
cyber-attack has been considered in the controller-to-actuator
channel, where the DoS attack sequence has been modeled
by the Markov process. In most relevant literature, the DoS
attacks have been assumed to be randomly occurring with
a priori knowledge about the probability distributions. Such
an assumption is, unfortunately, sometimes restrictive as the
adversaries could arbitrarily launch an attack without having
to follow a certain statistical law.

In the seminal work [24], a novel model has been proposed
to represent general DoS attacks via using the average dwell
time method. In such a model, instead of strict assumptions
on the statistical behaviors of the attacks, only some mild
constraints have been posed on the attacks’ frequency and
duration. This kind of attack model is particularly suitable
in describing the energy-constrained DoS (EC-DoS) attacks
with two modes (sleeping mode for charging and active mode
for attacking). Owing to the typically limited attacking energy
budget, the EC-DoS attacks have recently received increasing
research attention for various cyber-physical systems and a
great number of results have appeared in the literature, see
[8], [10], [22], [31], [33], [44], to mention just a few.

For the existing results concerning EC-DoS attacks, we
have had the following observations: 1) most results have
been obtained for centralized state estimation problems over
single communication channel; 2) for the few results regarding
distributed systems, there has been an implicit assumption

that all channels aresimultaneously attacked or not [14],
[36], [45]; and 3) the investigated distributed systems under
independent EC-DoS attacks have been continuous-time, and
the corresponding results are therefore inapplicable to the
digital communication scenario [16], [17]. In view of these
observations, we conclude that the distributed SE problem has
not received adequate attention yet for discrete-time nonlinear
systems over SNs under independent EC-DoS attacks, not to
mention the consideration of the PIO design. As such, our
main motivation is to narrow such a gap.

Summarizing the discussions made thus far, it is of both
theoretical importance and practical significance to investigate
the distributed PIO design problem over SNs subject to
independent EC-DoS attacks. In doing so, some underlying
difficulties are identified as follows: 1) how to construct a
proper distributed PIO whose structure takes into account
both the topology of SNs and the effects induced by EC-
DoS attacks? 2) how to analyze the dynamical behavior of the
estimation errors under independent EC-DoS attacks? and 3)
how to design observer gains to ensure the convergence and the
weightedH∞ performance of the estimation error dynamics?
Corresponding to these difficulties, the main contributions
of this paper are emphasized as follows: 1) the distributed
proportional-integral SE issue is, for the first time, investigated
for nonlinear systems over SNs based on the T-S fuzzy
framework under the EC-DoS attacks; 2) a novel yet easy-
to-implement fuzzy PIO is proposed to achieve SE tasks with
desired performance index; and 3) the gain matrices of PIO
are calculated via feasible computational algorithms.

The rest of this paper is organized as follows. Section II
formulates the problem to be addressed after establishing the
model of the considered plant, proposing adequate structure of
the PIO, and describing the EC-DoS attacks and the desired
SE purposes. Section III gives the main theoretical results,
in addition to the discussion on the performance analysis and
development of the algorithm for designing the PIO’s gains. In
Section IV, a numerical example is put forward to verify the
effectiveness of the proposed SE scheme. Finally, in Section V,
we draw the conclusion of this paper and give future research
topics.

Notations: In this paper,Rn refers to then-dimensional
Euclidean space.N+ is the set of all positive integers
and N , N+ ∪ {0}. The transposition, inverse and max-
imum (minimum) eigenvalue of a matrixA are denoted
by AT , A−1 and λmax(A) (λmin(A)), respectively.B =
diag{b11, b22, · · · , bnn} is used to represent a diagonal-block
matrix. The symmetric parts in a symmetric matrix are denoted
by an asterisk “∗”. I and0 are used to represent, respectively,
the identity matrix and zero matrix of proper dimensions. For
two real matricesE andF that have same dimensions, their
Hadamard product is represented byE ◦ F . 1̺ refers to a
̺-dimension column vector with all elements being 1.

II. PROBLEM STATEMENT AND PRELIMINARIES

In this paper, we consider a sensor network having̺ (̺ ∈
N+) sensor nodes that are distributed in the space in terms of
an interconnection topology characterized by a directed graph
G = (V , E ,A). Here,V , {1, 2, · · · , ̺} is the set of sensor
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nodes;E ⊆ V×V is the set of edges; andA , [an,j]̺×̺ is the
nonnegative adjacency matrix associated with the edges of the
graph, (i.e.,an,j > 0 ⇐⇒ edge(n, j) ∈ E), which means that
sensor noden can obtain the information from sensor node
j, wherean,n = 0 (n ∈ V). If (n, j) ∈ E , then nodej is
called one of the neighbors of noden. For all n ∈ V , denote
Nn , {j ∈ V|(n, j) ∈ E} as the set of the neighbors of node
n.

A. Fuzzy Plants

Consider a kind of nonlinear dynamic systems described by
the following T-S fuzzy systems:

Rule i of the plant: IF ϑ1(k) is Wi,1, andϑ2(k) is Wi,2,
and · · · , andϑι(k) is Wi,ι, THEN

{

x(k + 1) =Aix(k) + Eiω(k)

z(k) =Gix(k), i ∈ T , {1, 2, · · · , r}
(1)

with ̺ sensor nodes modeled by

yn(k) = Cnx(k) + Fnω(k), n ∈ V (2)

wherex(k) ∈ Rnx is the system state;z(k) ∈ Rnz is the
signal to be estimated;yn(k) ∈ Rny is the measurement
output of thenth sensor node;ω(k) ∈ Rnω is the energy-
bounded noises;ϑ(k) ,

[
ϑ1(k) ϑ2(k) · · · ϑι(k)

]T
is the

measurable premise variable vector;Wi,1, · · · ,Wi,ι are the
fuzzy sets; andAi, Ei, Gi (i ∈ T ), Cn, Fn (n ∈ V) are real
constant matrices of appropriate dimensions.

By using the standard fuzzy inference approach, system (1)-
(2) can be rewritten in the following global form:







x(k + 1) =

r∑

i=1

hi(ϑ(k))
(

Aix(k) + Eiω(k)
)

yn(k) =Cnx(k) + Fnω(k), n ∈ V ,

z(k) =

r∑

i=1

hi(ϑ(k))Gix(k)

(3)

where

hi(ϑ(k)) ,

∏ι
q=1Wi,q(ϑq(k))

∑r
i=1

∏ι
q=1Wi,q(ϑq(k))

with 0 ≤ Wi,q(ϑq(k)) ≤ 1 being the membership grade of
ϑq(k) in Wi,q. For ∀k ∈ N, we have that

hi(ϑ(k)) ≥ 0, i ∈ T ,
r∑

i=1

hi(ϑ(k)) = 1. (4)

B. Communication Network

In this paper, we consider the setting where the information
transmission between each sensor node and its neighboring
nodes is realized via the WCN consisting of several indepen-
dent communication channels. The WCN is subject to EC-
DoS attacks launched by adversaries who aim at degrading the
system performance through maliciously blocking the trans-
mission channels. Due to the independent channels utilized
in SNs, the communication channels (from individual sensor
nodes to their neighboring nodes) may be compromised by
different adversaries.

For the communication channel from sensor noden to its
neighboring nodej ((n, j) ∈ E), we let {q̄(s)n,j}s=1,2,··· and

{τ
(s)
n,j}s=1,2,··· be, respectively, the sequence of the starting

time-instants of the EC-DoS attack and the sequence of attack
durations. Here,̄q(s)n,j and τ (s)n,j denote, respectively, thesth
starting time-instant of the EC-DoS attack and thesth EC-
DoS attack duration. Then, the set of thesth EC-DoS attack
time-instants can be defined by

Q
(s)
n,j , {q̄

(s)
n,j , q̄

(s)
n,j + 1, · · · , q̄

(s)
n,j + τ

(s)
n,j − 1}.

For any time-instantka < kb, let

Φn,j(ka, kb) ,
⋃

s∈N+

Q
(s)
n,j

⋂

{ka, ka + 1, · · · , kb}

denote the set of the time-instants on the interval[ka, kb]
during which the communication channel from sensor node
n to nodej is subject to EC-DoS attacks.

Different from the traditional single channel with two attack
modes (under DoS or not) only, the independent channels
utilized in SNs would lead to more complicated attack modes
since the attacks on each edge are independent. For this
purpose, we define

Γ(k) , {(n, j) |(n, j) ∈ E , k ∈ Φn,j(0,∞)} (5)

as the set of channels which are under attack at time-instantk.
Obviously,Γ(k) ⊆ E andΓ(k) has2|E| possible constructions,
where|E| denotes the number of elements in edge setE . To be
specific,Γ(k) = ∅ means that all channels are safe;Γ(k) = E
implies that all channels are under attack; andΓ(k) ( E with
Γ(k) 6= ∅ indicates that partial channels are under attack.
For example, assume that a sensor network has three nodes
with the communication topology given in Fig. 1 (i.e.,E =
{(1, 3), (2, 1), (3, 2)}), and thenΓ(k) has 23 = 8 possible
constructions listed as follows:

Γ(k) =∅, Γ(k) = {(1, 3)}, Γ(k) = {(2, 1)},

Γ(k) ={(3, 2)}, Γ(k) = {(1, 3), (2, 1)},

Γ(k) ={(1, 3), (3, 2)}, Γ(k) = {(2, 1), (3, 2)},

Γ(k) ={(1, 3), (2, 1), (3, 2)}.

Node 1

Node 2 Node 3

Fig. 1: Topological structure of the sensor network

To facilitate the subsequent estimator design, some rather
standard assumptions are adopted from [24] on the EC-DoS
frequency and its duration.
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Assumption 1: (EC-DoS attack frequency) For any0 ≤
ka < kb, there exist scalars̟ n,j > 0 and θn,j > 1,
((n, j) ∈ E) such that

|πn,j(ka, kb)| ≤ ̟n,j +
kb − ka
θn,j

(6)

where πn,j(ka, kb) ,
⋃

s∈N+
{q̄

(s)
n,j}

⋂
{ka, · · · , kb} is the

starting time-instants set of the EC-DoS attack in the channel
from noden to nodej during the time interval[ka, kb], and
|πn,j(ka, kb)| ∈ N denotes the total number of the starting
time-instants of the EC-DoS attack during the time interval
[ka, kb].

Assumption 2: (EC-DoS attack duration) For any0 ≤ ka <
kb, there exist scalarsmn,j > 0 and gn,j > 1 ((n, j) ∈ E)
such that

|Φn,j(ka, kb)| ≤ mn,j +
kb − ka
gn,j

(7)

where|Φn,j(ka, kb)| ∈ N is the total EC-DoS attack duration
in the channel from noden to nodej during the time interval
[ka, kb].

C. Proportional-Integral Observer

By taking fully into account the underlying EC-DoS attacks,
we construct the following distributed fuzzy PIO for sensor
noden (n ∈ V):






x̂n(k + 1) =

r∑

v=1

hv(ϑ̂(k))
(

Avx̂n(k) +Mn,vζn(k)

+Kn,v

(
yn(k)− Cnx̂n(k)

)

+ Ln,v

∑

j∈Nn

ψn,j(Γ(k))

× an,j
(
yj(k)− Cj x̂j(k)

)

+Nn,v

∑

j∈Nn

ψn,j(Γ(k))an,jζj(k)
)

ζn(k + 1) =Snζn(k) + Tn
(
yn(k)− Cnx̂n(k)

)

ẑn(k) =
r∑

v=1

hv(ϑ̂(k))Gvx̂n(k)

(8)

where

ψn,j(Γ(k)) ,

{
0, if (n, j) ∈ Γ(k)
1, otherwise;

x̂n(k) and ẑn(k) are, respectively, the estimates ofx(k) and
z(k) based on the information of noden and its neighboring
nodes;ϑ̂(k) is the premise vector of the observer; andKn,v,
Ln,v, Mn,v, Nn,v, Sn and Tn are estimator gains to be
designed.

Remark 1: The proposed distributed fuzzy PIO, which is
inspired by the seminal work [41], can be regarded as a
kind of generalized PIO. The main features of the proposed
observer are highlighted as fourfold: 1) the information of the
neighboring nodes is utilized by considering the topological
structure among sensor nodes; 2) the past information with
the designed weight is used due to the introduction of the
integral term (accumulated-sum termζn(k)); 3) the time-
varying scalarsψn,j(Γ(k)) are employed to reflect the effects

caused by the independent EC-DoS attacks; and 4) considering
the large-scale of the SNs, the past output estimation error
obtained via sensor noden is only stored in the correspond-
ing observer noden to ease storing burden. The improved
structure of our proposed distributed fuzzy PIO enables us to
make simultaneous use of the current, the historical and the
innovation from neighboring nodes in a unified framework,
thereby enhancing the robustness of the desired observer.

By defining en(k) , x(k) − x̂n(k) and z̃n(k) , z(k) −
ẑn(k), respectively, as the state estimation error and the output
estimation error for the noden, we obtain from (3) and (8)
that






en(k + 1) =

r∑

i=1

r∑

v=1

hi(ϑ(k))hv(ϑ̂(k))

(

(
Ai −Av

)
x(k)

+
(
Av −Kn,vCn

)
en(k)

− Ln,v

∑

j∈Nn

an,jψn,j(Γ(k))Cjej(k)−Mn,v

× ζn(k)−Nn,v

∑

j∈Nn

an,jψn,j(Γ(k))ζj(k)

+

(

Ei −Kn,vFn − Ln,v

∑

j∈Nn

an,j

× ψn,j(Γ(k))Fj

)

ω(k)

)

ζn(k + 1) =Snζn(k) + Tn
(
Cnen(k) + Fnω(k)

)

z̃n(k) =
r∑

i=1

r∑

v=1

hi(ϑ(k))hv(ϑ̂(k))
((
Gi −Gv

)
x(k)

+Gven(k)
)

.

(9)

By using the matrix-augmentation approach, the estimation
error dynamics (9) can be rewritten as the following compact
form:






η(k + 1) =
r∑

i=1

r∑

v=1

hi(ϑ(k))hv(ϑ̂(k))

×
((
Āi,v + B̄v(Γ(k))

)
η(k)

+
(
Ēi,v + F̄v(Γ(k))

)
ω(k)

)

z̃(k) =
r∑

i=1

r∑

v=1

hi(ϑ(k))hv(ϑ̂(k))G̃i,vη(k)

(10)

where

η(k) ,
[
eT (k) xT (k) ζT (k)

]T
,

e(k) ,
[
eT1 (k) eT2 (k) · · · eT̺ (k)

]T
,

ζ(k) ,
[
ζT1 (k) ζT2 (k) · · · ζT̺ (k)

]T
,

z̃(k) , 1̺ ⊗ z(k)− ẑ(k),

ẑ(k) ,
[
ẑT1 (k) ẑT2 (k) · · · ẑT̺ (k)

]T
,

Āi,v ,





Λ
(1,1)
v 1̺ ⊗

(
Ai −Av

)
Λ
(1,3)
v

0 Ai 0
T̄ C̄ 0 S̄



 ,

Λ(1,1)
v , diag{Âv,1, Âv,2, · · · , Âv,̺},
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Âv,n ,Av −Kn,vCn,

Λ(1,3)
v , diag{−M1,v,−M2,v, · · · ,−M̺,v},

T̄ , diag{T1, T2, · · · , T̺},

S̄ , diag{S1, S2, · · · , S̺},

C̄ , diag{C1, C2, · · · , C̺},

B̄v(Γ(k)) ,





B̂v(Γ(k)) 0 ~Bv(Γ(k))
0 0 0
0 0 0



 ,

B̂v(Γ(k)) , − L̄v

(
(ψ̄(Γ(k)) ◦ A)⊗ Iny

)
C̄,

ψ̄(Γ(k)) , [ψ̄n,j(Γ(k))]n,j=1,2,··· ,̺,

ψ̄n,j(Γ(k)) ,

{
ψn,j(Γ(k)), if (n, j) ∈ E
0, otherwise,

~Bv(Γ(k)) , − N̄v

(
(ψ̄(Γ(k)) ◦ A)⊗ Iny

)
,

N̄v , diag{Ñ1,v, Ñ2,v, · · · , Ñ̺,v},

L̄v , diag{L̃1,v, L̃2,v, · · · , L̺̃,v},

Ñn,v ,

{
0, if (n, j) /∈ E for ∀j ∈ V ,
Nn,v, otherwise,

L̃n,v ,

{
0, if (n, j) /∈ E for ∀j ∈ V ,
Ln,v, otherwise,

K̄v , diag{K1,v,K2,v, · · · ,K̺,v},

G̃i,v ,
[
Ḡv 1̺ ⊗

(
Gi −Gv

)
0
]
,

Ḡv , diag{Gv, Gv, · · · , Gv
︸ ︷︷ ︸

̺

},

Ēi,v ,





1̺ ⊗ Ei − K̄vF̄
Ei

T̄ F̄



 ,

F̄ ,
[
FT
1 , F

T
2 , · · · , F

T
̺

]T
,

F̄v(Γ(k)) ,





−L̄v

(
(ψ̄(Γ(k)) ◦ A)⊗ Iny

)
F̄

0
0



 .

The objective of this paper is to investigate theH∞ dis-
tributed PIO design problem over SNs subject to independent
EC-DoS attacks such that the following two requirements are
satisfied simultaneously:

R1) for ω(k) = 0, the estimation error system (10) is
asymptotically stable, i.e.,limk→∞ η(k) → 0; and

R2) for all nonzeroω(k) ∈ l2[0,∞) and under zero initial
condition, the estimation error̃z(k) satisfies the following
weightedH∞ performance constraint [7]:

∞∑

k=0

σkz̃T (k)z̃(k) ≤ γ̄2
∞∑

k=0

ωT (k)ω(k) (11)

where0 < σ < 1 and γ̄ > 0 are two scalars.
Remark 2: The weightedH∞ performance constraint (11),

which is also called the exponentialH∞ performance index
due to the introduction of the termσk, is often used to deal
with the disturbance attenuation problems for systems subject
to average-dwell-time-related constraints and energy-bounded
noises [7], [32], [35]. Note that, ifσ → 1, then the evaluated
performance index reduces to the normalH∞ performance
index over the entire time domain.

Before proceeding further, let define some auxiliary vari-
ables for later convenience in deriving our main results. Firstly,
we rewrite the edge setE by arranging its elements according
to any-but-fixed order:

E = {e1, e2, · · · , eς}

where the termes̄ (s̄ = 1, 2, · · · , ς) represents thēsth element
in E and ς , |E| ∈ N refers to the total number of elements
in E . Then, we define

Ψ(Γ(k)) ,

(
ς∑

s̄=1

2s̄−1cs̄ + 1

)

∈ D

where, fors̄ = 1, 2, · · · , ς ,

cs̄ ,

{
0, if es̄ ∈ Γ(k)
1, otherwise,

and

D , {1, 2, · · · , 2ς}. (12)

Note that, through the above definitions, a relation is es-
tablished between the attack constructionΓ(k) and a newly
introduced positive integerΨ(Γ(k)) which would be helpful
in representing mode-Γ(k)-dependent variables to be defined
later.

III. M AIN RESULTS

In this section, our purpose is to deal with the performance
analysis and observer design issues under the independent EC-
DoS attacks.

In the following theorem, sufficient conditions are given
that guarantee the desired performance requirements of the
estimation error system (10).

Theorem 1: Consider the fuzzy system (3) and the dis-
tributed fuzzy PIO (8). Let the observer gains and scalars
0 < βΨ(Γ) < 1, µ > 1, γ > 0, 0 < σ < 1 be given.
Then, the estimation error system (10) is asymptotically stable
(whenω(k) = 0) and satisfies the weightedH∞ performance
constraint if, for ∀Γ ⊆ E , (n, j) ∈ E , Ψ(Γ) ∈ D and
i, v ∈ T , n ∈ V , there are matricesPn,Ψ(Γ) > 0, QΨ(Γ) > 0,
Rn,Ψ(Γ) > 0, scalarsκn,j andεn,j such that

ÃT
i,v(Γ)PΨ(Γ)Ãi,v(Γ) + ~Pi,v,Ψ(Γ) < 0 (13)

Pν − µPǫ < 0, ν, ǫ ∈ D, ν 6= ǫ (14)

ln(1 − βΨ(Γ)) +
∑

(n,j)∈E

2 lnµ

θn,j

<
∑

(n,j)∈Γ

κn,j +
∑

(n,j)/∈Γ

εn,j (15)

κn,j − εn,j ≥ 0 (16)

∑

(n,j)∈E

(
κn,j − εn,j

gn,j
+ εn,j

)

< 0 (17)

σ < µ−θ̄ (18)
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whereθ̄ ,
∑

(n,j)∈E
2

θn,j
and

Ãi,v(Γ) ,
[
Āi,v + B̄v(Γ) Ēi,v + F̄v(Γ)

]
,

~Pi,v,Ψ(Γ) ,

[
−(1− βΨ(Γ))PΨ(Γ) + G̃T

i,vG̃i,v 0
0 −γ2I

]

,

PΨ(Γ) , diag{P̃Ψ(Γ), QΨ(Γ), R̃Ψ(Γ)},

P̃Ψ(Γ) , diag{P1,Ψ(Γ), P2,Ψ(Γ), · · · , P̺,Ψ(Γ)},

R̃Ψ(Γ) , diag{R1,Ψ(Γ), R2,Ψ(Γ), · · · , R̺,Ψ(Γ)}.

Proof: See Appendix A.
In Theorem 1, the system performance analysis has been

conducted with the help of the switching-system-based the-
ory, based on which the observer gains are designed in the
following theorem.

Theorem 2: Consider the fuzzy system (3) and the distribut-
ed fuzzy PIO (8). Let the scalars0 < βΨ(Γ) < 1, µ > 1, γ > 0
and 0 < σ < 1 be given. Then, the estimation error system
(10) is asymptotically stable (whenω(k) = 0) and satisfies
the weightedH∞ performance constraint if, for∀Γ ⊆ E ,
(n, j) ∈ E , Ψ(Γ) ∈ D, n ∈ V andi, v ∈ T , there are matrices
Pn,Ψ(Γ) > 0, QΨ(Γ) > 0, Rn,Ψ(Γ) > 0, X(1)

n,v, X(2)
n,v, X(3)

n,v,

X
(4)
n,v, X(5)

n , X(6)
n , nonsingular matricesY (1)

v , Y (2)
Ψ(Γ), Y

(3),
scalarsκn,j and εn,j such that (14)-(18) and the following
inequalities hold:

[

Ω
(1,1)
i,v,Ψ(Γ) ∗

Ω
(2,1)
i,v (Γ) Ω

(2,2)
v,Ψ(Γ)

]

< 0 (19)

where

PΨ(Γ) , diag{P̃Ψ(Γ), QΨ(Γ), R̃Ψ(Γ)},

P̃Ψ(Γ) , diag{P1,Ψ(Γ), P2,Ψ(Γ), · · · , P̺,Ψ(Γ)},

R̃Ψ(Γ) , diag{R1,Ψ(Γ), R2,Ψ(Γ), · · · , R̺,Ψ(Γ)},

Y (1)
v , diag{Y

(1)
1,v , Y

(1)
2,v , · · · , Y

(1)
̺,v },

Y
(2)
Ψ(Γ) , diag{Y

(2)
1,Ψ(Γ), Y

(2)
2,Ψ(Γ), · · · , Y

(2)
̺,Ψ(Γ)},

Y (3) , diag{Y
(3)
1 , Y

(3)
2 , · · · , Y (3)

̺ },

Ω
(1,1)
i,v,Ψ(Γ) , diag

{
− (1− βΨ(Γ))P̃Ψ(Γ),−(1− βΨ(Γ))QΨ(Γ),

− (1− βΨ(Γ))R̃Ψ(Γ),−γ
2I
}
+ diag

{
G̃T

i,vG̃i,v, 0
}
,

Ω
(2,2)
v,Ψ(Γ) , diag

{

P̃Ψ(Γ) − Y (1)
v − Y (1)T

v ,

QΨ(Γ) − Y
(2)
Ψ(Γ) − Y

(2)T
Ψ(Γ) , R̃Ψ(Γ) − Y (3) − Y (3)T

}

,

Ω
(2,1)
i,v (Γ) ,






Ω̄
(1,1)
v (Γ) Ω̄

(1,2)
i,v Ω̄

(1,3)
v (Γ) Ω̄

(1,4)
i,v

0 Y
(2)
Ψ(Γ)Ai 0 Y

(2)
Ψ(Γ)Ei

Ω̄(3,1) 0 Ω̄(3,3) Ω̄(3,4)




 ,

Ω̄(1,1)
v (Γ) , Y (1)

v Ãv −
∑̺

s=1

ĪsX
(1)
s,v ĨsC̄

−
∑̺

s=1

ĪsX
(2)
s,v Ĩs

(
(ψ̄(Γ) ◦ A)⊗ Iny

)
C̄,

Ω̄
(1,2)
i,v , Y (1)

v

(
1̺ ⊗ (Ai −Av)

)
,

Ω̄(1,3)
v (Γ) , −

∑̺

s=1

ĪsX
(3)
s,v Ĩs

−
∑̺

s=1

ĪsX
(4)
s,v Ĩs

(
(ψ̄(Γ) ◦ A)⊗ Iny

)
,

Ω̄(3,1) ,
∑̺

s=1

ĨTs X
(5)
s ĨsC̄, Ω̄(3,4) ,

∑̺

s=1

ĨTs X
(5)
s ĨsF̄ ,

Ω̄(3,3) ,
∑̺

s=1

ĨTs X
(6)
s Ĩs,

Ω̄
(1,4)
i,v , Y (1)

v

(
1̺ ⊗ Ei

)
−
∑̺

s=1

ĪsX
(1)
s,v ĨsF̄

−
∑̺

s=1

ĪsX
(2)
s,v Ĩs

(
(ψ̄(Γ) ◦ A)⊗ Iny

)
F̄ ,

Īs ,
[
0 0 Inx

︸︷︷︸

the 1×s block

0 · · · 0
]T
,

Ĩs ,
[
0 0 Iny

︸︷︷︸

the 1×s block

0 · · · 0
]
.

Furthermore, if the above inequalities are solvable, then the
observer gains can be calculated by

Kn,v =(Y (1)
n,v )

−1X(1)
n,v, Ln,v = (Y (1)

n,v )
−1X(2)

n,v,

Mn,v =(Y (1)
n,v )

−1X(3)
n,v, Nn,v = (Y (1)

n,v )
−1X(4)

n,v,

Tn =(Y (3)
n )−1X(5)

n , Sn = (Y (3)
n )−1X(6)

n .

Proof: See Appendix B.
Remark 3: So far, we have addressed the distributed fuzzy

PIO design problems for nonlinear systems subject to the
independent EC-DoS cyber-attacks. First, we have constructed
a proper distributed PIO whose structure takes into account
both the topology of SNs and the effects induced by EC-
DoS attacks. In Theorem 1, we have analyzed the dynamical
behavior of the estimation errors under independent EC-
DoS attacks and, in Theorem 2, we have further designed
observer gains to ensure the convergence and the weighted
H∞ performance of the estimation error dynamics. Note that,
in the main results presented in Theorems 1 and 2, all the
system parameters and the factors quantifying the effects from
EC-DoS cyber-attacks have been adequately included.

Remark 4: Compared with the numerous existing literature
about SNs and PIO, the distinctive novelties of our paper are
highlighted as follows: 1) the addressed SE problem is new as
the effects caused by the independent EC-DoS attacks are, for
the first time, analyzed for T-S fuzzy systems over SNs; and
2) the proposed fuzzy PIO is new that exhibits distributed
structure and improved flexibility. In addition, by utilizing
similar design ideas, our proposed distributed SE algorithm
can be easily extended to other large-scale systems such as
multi-agent systems and complex dynamical networks.

IV. SIMULATION EXAMPLE

In this section, a numerical example and some comparison
results are given to show the effectiveness of the proposed SE
scheme.

This article has been accepted for publication in a future issue of this conference proceedings, but has not been fully edited. Content may 
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Consider the following controlled fuzzy system with two
fuzzy rules and five sensor nodes:






x(k + 1) =

2∑

i=1

hi(ϑ(k))
(
Aix(k) +Biu(k) + Eiω(k)

)

yn(k) =Cnx(k) + Fnω(k), n = 1, 2, 3, 4, 5

z(k) =

2∑

i=1

hi(ϑ(k))Gix(k)

(20)

where

A1 =





0.1 0.4 0
0.2 0.8 0.1
0.1 0.2 0.1



 , A2 =





0.1 0 0.1
0.2 0.5 0
0.2 0.1 0.5



 ,

E1 =





0.1
−0.1
0.1



 , E2 =





−0.1
0.1
0.1



 , C1 =
[
0.9 0.7 0.5

]
,

C2 =
[
0.7 0.5 0.5

]
, C3 =

[
0.8 0.1 0.1

]
,

C4 =
[
0.5 0.7 0.5

]
, C5 =

[
0.5 0.7 0.5

]
,

F1 =0.11, F2 = 0.1, F3 = 0.12,

G1 =
[
0.2 0.2 0.1

]
, G2 =

[
0.2 0.2 0.1

]
,

u(k) =





0.321
0.1
0.2



 y1(k), h1(ϑ(k)) = 1− sin2(x(1)(k)),

x(k) ,





x(1)(k)
x(2)(k)
x(3)(k)



 , h2(ϑ(k)) = 1− h1(ϑ(k)),

F4 =0.14, F5 = 0.2, B1 = B2 = diag{1, 1, 1}.

In this example, a sensor network with five sensor nodes
is utilized to collect data of the fuzzy system (20). The
information exchange among these nodes is conducted based
on a fixed communication topology given in Fig. 2, from which
we can see that node 2 can obtain data from node 1; node 3
can obtain data from node 2; node 4 can obtain data from node
3; and node 5 can obtain data from node 4. The corresponding
adjacency matrix is given as follows:

A =









0 0 0 0 0
1 0 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 0 1 0









.

There are four channels (labeled as channel (2,1), (3,2),
(4,3) and (5,4)) among sensor nodes for information exchange,
where EC-DoS attacks (satisfying Assumptions1-2) would
occur which aim at intercepting signal transmissions among
sensor nodes. In this example, the EC-DoS attacks on the four
channels are first simulated according to Fig. 3.

The aim of this example is to design a PIO in the form of (8)
to estimate system states under the effects of external noises
and independent EC-DoS attacks, such that requirements R1)
and R2) are satisfied.

For simulation purpose, we first let the energy-bounded
external noise beω(k) = 4 cos(k)/k. Set the simulation run
length to betf = 50 andγ = 1.5. Then, we construct a PIO

in the form of (8) whose gains are obtained by solving linear
matrix inequalities presented in Theorem 2. By running Matlab
software with the constructed parameters, simulation results
are plotted in Figs. 7-10. To be more specific, the evolution
trajectory of the original system state and its estimation
(obtained by five designed estimator nodes) is displayed in
Fig. 7 (about the first element), Fig. 8 (about the second
element) and Fig. 9 (about the third element). From these three
figures, we can see that the estimated states can track the real
system states as time goes on. The evolution trajectory of the
estimation errorz̃n(k) is depicted in Fig. 10 which shows
that the estimation error of five nodes is gradually convergent.
Furthermore, by simple calculation withσ = 0.9249 and
γ̄ = 1.5296, we have

γ∗ ,

√
√
√
√

tf∑

k=0

σkz̃T (k)z̃(k)

/
√
√
√
√

tf∑

k=0

ωT (k)ω(k)

= 0.7300 < γ̄

which implies that the desired weightedH∞ performance
requirement is achieved. It can be seen from these figures
and the calculation result that our proposed estimator has a
good estimation performance as the estimation requirements
are met.

To further check the effects of DoS attacks on estimation
performance, we conclude some simulation results in Table
I to show the obtainedγ∗ under four different DoS attacks
(launched according to Fig. 3-Fig. 6, respectively). Here, Case
1 represents the situation that attacks in four channels are inde-
pendent; Case 2 stands for the attacks occurred simultaneously
in four channels; Case 3 is corresponding to the situation that
the attacks in four channels are activated sequentially; and
Case 4 is a combination of Case 2 and Case 3. It can be seen
from Table I that the obtained disturbance attenuation levels
γ∗ in four DoS cases are all less than the prescribed value
γ̄ = 1.5296 (i.e., γ∗ < γ̄). Thus, the estimation requirement
is satisfied.

N��� 1

N��� 2 N��� 3

D��

a��a���

	
�

�

����

N��� 4

D��

a��a���

N��� 5

D��

a��a���

Fig. 2: Topological structure of the sensor network of the
simulation example

In addition to the parameterγ∗, the value of accumulated
estimation error is another variable to reflect the estimation
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Fig. 3: DoS attacks on four channels (Case 1)
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Fig. 4: DoS attacks on four channels (Case 2)
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Fig. 5: DoS attacks on four channels (Case 3)
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Fig. 6: DoS attacks on four channels (Case 4)
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Fig. 7: Dynamical trajectory of statex(1)(k) and its estimation
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Fig. 8: Dynamical trajectory of statex(2)(k) and its estimation
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Fig. 9: Dynamical trajectory of statex(3)(k) and its estimation
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Fig. 10: Dynamical trajectory of estimation errorz̃n(k),
n = 1, 2, 3, 4, 5

TABLE I: The Attained γ∗ under Different Cases of DoS
Attacks

DoS attacks Case 1 Case 2 Case 3 Case 4
γ∗ 0.729967 0.731317 0.729721 0.731304

performance. To display the superiority of the proposed PIO,
we define the accumulated estimation error as follows:

z̃sum ,

tf∑

k=0

z̃T (k)z̃(k)

where tf is the terminal time of simulation. Then, Table II
lists results of the calculated̃zsum with PIO, P-type observer
and linear observer (LO) [29], respectively, and the obtained
γ∗ (with PIO) under different noises. Obviously, a smaller
z̃sum means a better estimation performance. From Table II, we
can conclude that 1) the prescribed weightedH∞ requirement
is achieved; and 2) the proposed PIO can provide a better
estimation performance as compared to the P-type observer.

All simulation results verify the effectiveness and advantages
of the proposed estimation methods.

TABLE II: The Attainedγ∗ and z̃sum under Different Noises

Noiseω(k)
4 sin(k)

k

4 cos(k)
k

5e−0.1k 0.2+4 sin(k)
k

γ∗ 0.5300 0.7300 0.2098 0.4812
z̃sum (PIO) 4.7841 4.8109 4.9701 4.7835
z̃sum (P-type) 4.7903 4.8174 4.9743 4.7895
z̃sum (LO [29]) 13.1444 8.0886 21.7012 15.3565

V. CONCLUSION

In this paper, we have addressed the distributed SE problems
for T-S fuzzy systems. A sensor network with a number of
sensor nodes has been employed to measure the information
of the plant according to a fixed communication topology. We
consider the case that the signal transmissions among sensor n-
odes are achieved via WCN with independent channels, whose
transmitted data would be corrupted by the EC-DoS attacks.
The constrained energy of attacks has been reflected in some
standard assumptions on the frequency and duration of attacks.
To achieve the desired SE performance, a novel distributed
fuzzy PIO has been proposed that can simultaneously use
the current and historical innovation with designed weights.
With the assistance of the switching-system-based theory, the
multiple modes induced by independent EC-DoS attacks have
been analyzed, and sufficient conditions have been obtained
to check the stability and weightedH∞ performance of the
estimation error system. Finally, our proposed SE scheme has
been validated via a numerical example. The future topics
include the extension of the results to systems subject to other
complex phenomena [2], [13], [18], [19], [30], [49]–[51], [54].

REFERENCES

[1] S. Amin, A. A. Cárdenas and S. S. Sastry, Safe and secure networked
control systems under DoS attacks,International Workshop on Hybrid
Systems: Computation and Control, pp. 31-45, San Francisco, 2009.

[2] G. Bao, L. Ma and X. Yi, Recent advances on cooperative control
of heterogeneous multi-agent systems subject to constraints: A survey,
Systems Science and Control Engineering, vol. 10, no. 1, pp. 539-551,
May 2022.

[3] G. K. Befekadu, V. Gupta and P. J. Antsaklis, Risk-sensitive control
under Markov modulated DoS attack strategies,IEEE Transactions on
Automatic Control, vol. 60, no. 12, pp. 3299-3304, Dec. 2015.

[4] M. Cai, X. He and D. Zhou, Performance-improved finite-time fault-
tolerant control for linear uncertain systems with intermittent faults: an
overshoot suppression strategy,International Journal of Systems Science,
vol. 53, no. 16, pp. 3408-3425, Jun. 2022.

[5] J.-L. Chang, Applying discrete-time proportional integral observers for
state and disturbance estimations,IEEE Transactions on Automatic
Control, vol. 51, no. 5, pp. 814-818, May 2006.

[6] A.-J. P.-Estrada, G.-L. O.-Gordillo, M. Darouach, M. Alma and V.-H. O.-
Peregrino, Generalized dynamic observers for quasi-LPV systems with
unmeasurable scheduling functions,International Journal of Robust and
Nonlinear Control, vol. 28, no. 17, pp. 5262-5278, Nov. 2018.

[7] Z. Fei, S. Shi, Z. Wang and L. Wu, Quasi-time-dependent output control
for discrete-time switched system with mode-dependent average dwell
time, IEEE Transactions on Automatic Control, vol. 63, no. 8, pp. 2647-
2653, Aug. 2018.

[8] H. Geng, Z. Wang, Y. Chen, X. Yi and Y. Cheng, Variance-constrained
filtering fusion for nonlinear cyber-physical systems with the denial-
of-service attacks and stochastic communication protocol,IEEE/CAA
Journal of Automatica Sinica, vol. 9, no. 6, pp. 978-989, Jun. 2022.

[9] H. Jin and S. Sun, Distributed filtering for sensor networks with fading
measurements and compensations for transmission delays and losses,
Signal Processing, vol. 190, art. no. 108306, Jan. 2022.

This article has been accepted for publication in a future issue of this conference proceedings, but has not been fully edited. Content may 
change prior to final publication. Citation information: DOI 10.1109/tcyb.2023.3288829, IEEE Transactions on Cybernetics



FINAL VERSION 10
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APPENDIX

A. Proof of Theorem 1

Proof: Choose the following Lyapunov function:

VΨ(Γ(k))(k) = ηT (k)PΨ(Γ(k))η(k). (21)

Let kl (l ∈ N, k0 = 0) denote the time-instants at which
Γ(k) changes (meaning that at least one EC-DoS off/on or
on/off transition occurs). Fork ∈ [kl, kl+1), assumingΓ(k) =
Γ(kl) = Γ (Γ ⊆ E), we calculate that

V Ψ(Γ(k))(k + 1)− VΨ(Γ(k))(k) + βΨ(Γ(k))VΨ(Γ(k))(k)

= ηT (k + 1)PΨ(Γ(k))η(k + 1)

− (1− βΨ(Γ(k)))η
T (k)PΨ(Γ(k))η(k)

=

r∑

i=1

r∑

v=1

r∑

ī=1

r∑

v̄=1

hi(ϑ(k))hv(ϑ̂(k))hī(ϑ(k))hv̄(ϑ̂(k))

×
((
Āi,v + B̄v(Γ)

)
η(k) +

(
Ēi,v + F̄v(Γ)

)
ω(k)

)T

PΨ(Γ)

×
((
Āī,v̄ + B̄v̄(Γ)

)
η(k) +

(
Ēī,v̄ + F̄v̄(Γ)

)
ω(k)

)

− ηT (k)
(
1− βΨ(Γ)

)
PΨ(Γ)η(k)

≤
r∑

i=1

r∑

v=1

hi(ϑ(k))hv(ϑ̂(k))

×
((
Āi,v + B̄v(Γ)

)
η(k) +

(
Ēi,v + F̄v(Γ)

)
ω(k)

)T

PΨ(Γ)

×
((
Āi,v + B̄v(Γ)

)
η(k) +

(
Ēi,v + F̄v(Γ)

)
ω(k)

)

− ηT (k)
(
1− βΨ(Γ)

)
PΨ(Γ)η(k)

=

r∑

i=1

r∑

v=1

hi(ϑ(k))hv(ϑ̂(k))

×

[
η(k)
ω(k)

]T
([

ĀT
i,v + B̄T

v (Γ)
ĒT

i,v + F̄T
v (Γ)

]

PΨ(Γ)

[
ĀT

i,v + B̄T
v (Γ)

ĒT
i,v + F̄T

v (Γ)

]T

+

[
−(1− βΨ(Γ))PΨ(Γ) 0

0 0

])[
η(k)
ω(k)

]

. (22)

We first consider the stability analysis issue by letting
ω(k) = 0. It follows from (22) that

V Ψ(Γ(k))(k + 1)− VΨ(Γ(k))(k) + βΨ(Γ(k))VΨ(Γ(k))(k)

≤
r∑

i=1

r∑

v=1

hi(ϑ(k))hv(ϑ̂(k))η
T (k)

((
ĀT

i,v + B̄T
v (Γ)

)

× PΨ(Γ)

(
Āi,v + B̄v(Γ)

)
− (1− βΨ(Γ))PΨ(Γ)

)

η(k).

Under condition (13), it is easily checked that

VΨ(Γ(k))(k + 1)− VΨ(Γ(k))(k) + βΨ(Γ(k))VΨ(Γ(k))(k) < 0.

Thus, we have

VΨ(Γ(kl))(k) < (1− βΨ(Γ(kl)))VΨ(Γ(kl))(k − 1)

< (1− βΨ(Γ(kl)))
2VΨ(Γ(kl))(k − 2)

< (1− βΨ(Γ(kl)))
3VΨ(Γ(kl))(k − 3)

< · · ·

< (1− βΨ(Γ(kl)))
k−klVΨ(Γ(kl))(kl).

It follows from condition (14) that

VΨ(Γ(kl))(kl) = ηT (kl)PΨ(Γ(kl))η(kl)

<µηT (kl)PΨ(Γ(kl−1))η(kl) = µVΨ(Γ(kl−1))(kl),

which implies that

V Ψ(Γ(kl))(k)

< (1− βΨ(Γ(kl)))
k−klVΨ(Γ(kl))(kl)

<µ(1− βΨ(Γ(kl)))
k−klVΨ(Γ(kl−1))(kl)

<µ(1− βΨ(Γ(kl)))
k−kl(1− βΨ(Γ(kl−1)))VΨ(Γ(kl−1))(kl − 1)

<µ(1− βΨ(Γ(kl)))
k−kl(1− βΨ(Γ(kl−1)))

2

× VΨ(Γ(kl−1))(kl − 2)

< · · ·

<µ(1− βΨ(Γ(kl)))
k−kl(1− βΨ(Γ(kl−1)))

kl−kl−1

× VΨ(Γ(kl−1))(kl−1)

< · · ·

<µH(k0,k)β̃(k0, k)VΨ(Γ(k0))(k0)

where

β̃(k0, k) ,
(
1− βΨ(Γ(kl))

)k−kl

l−1∏

~i=0

(
1− βΨ(Γ(k~i))

)k~i+1
−k~i ,

andH(k0, k) denotes the total switching number of construc-
tionsΓ in time interval[k0, k].

According to [8], [31] and the constraint on DoS frequency
(see Assumption 1), we obtain

H(k0, k) ≤ 2
∑

(n,j)∈E

|πn,j(k0, k)|

≤
∑

(n,j)∈E

2̟n,j +
∑

(n,j)∈E

2

θn,j
k

, ¯̟ + θ̄k (23)

where

¯̟ ,
∑

(n,j)∈E

2̟n,j, θ̄ ,
∑

(n,j)∈E

2

θn,j
.

Sinceµ > 1, we further have

µH(k0,k)β̃(k0, k) ≤µ ¯̟ +θ̄kβ̃(k0, k)

= e ¯̟ lnµe(θ̄k lnµ+~β(0,k))

where

~β(0, k) ,
∑

Γ⊆E

|ΠΓ(0, k)| ln(1− βΨ(Γ)),
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andΠΓ(0, k) is a set denoting the time intervals over which the
system is subject to the attack constructionΓ in time interval
[0, k], and |ΠΓ(0, k)| ∈ N is the total number of elements in
setΠΓ(0, k). Here, the setΠΓ(0, k) is introduced to facilitate
the later stability analysis for each attack constructionΓ [16].

Considering the fact of
∑

Γ⊆E |ΠΓ(0, k)| = k and condition
(15), we derive

θ̄k lnµ+ ~β(0, k)

=
∑

Γ⊆E

(

ln(1− βΨ(Γ)) +
∑

(n,j)∈E

2 lnµ

θn,j

)

|ΠΓ(0, k)|

<
∑

Γ⊆E

(
∑

(n,j)∈Γ

κn,j +
∑

(n,j)/∈Γ

εn,j

)

|ΠΓ(0, k)|

=
∑

(n,j)∈E

(

κn,j
∑

Γ⊆E,(n,j)∈Γ

|ΠΓ(0, k)|

+ εn,j
∑

Γ⊆E,(n,j)/∈Γ

|ΠΓ(0, k)|

)

.

Considering the following equalities:
∑

Γ⊆E,(n,j)∈Γ

|ΠΓ(0, k)| = |Φn,j(0, k)|,

∑

Γ⊆E,(n,j)/∈Γ

|ΠΓ(0, k)| = k − |Φn,j(0, k)|,

we have from (16) that

θ̄k lnµ+ ~β(0, k)

<
∑

(n,j)∈E

(
κn,j |Φn,j(0, k)|+ εn,jk

− εn,j |Φn,j(0, k)|
)

≤
∑

(n,j)∈E

(
κn,j − εn,j

)
mn,j

+
∑

(n,j)∈E

(
κn,j − εn,j

gn,j
+ εn,j

)

k

, m̄+ ḡk

where

m̄ ,
∑

(n,j)∈E

(
κn,j − εn,j

)
mn,j ,

ḡ ,
∑

(n,j)∈E

(
κn,j − εn,j

gn,j
+ εn,j

)

.

To this end, we conclude that

VΨ(Γ(k))(k) < e ¯̟ lnµ+m̄eḡkVΨ(Γ(0))(0).

Furthermore, note the following inequalities

ληT (k)η(k) ≤ ηT (k)PΨ(Γ(k))η(k),

ηT (0)PΨ(Γ(0))η(0) ≤ λ̄ηT (0)η(0)

where, for∀Ψ(Γ) ∈ D (with the definition ofD being given
in (12)),

λ , min{λmin(PΨ(Γ))}, λ̄ , max{λmax(PΨ(Γ))}.

Then, it follows that

‖η(k)‖2 <
λ̄

λ
e ¯̟ lnµ+m̄eḡk‖η(0)‖2

which, together with condition (17), leads tōg < 0, implying
0 < eḡ < 1, and therefore we know immediately that
η(k) → 0 ask → ∞. Thus, the estimation error system (10)
is asymptotically stable.

We are now in a position to check the weightedH∞

performance of system (10). For this purpose, we define

J(k) , z̃T (k)z̃(k)− γ2ωT (k)ω(k).

For k ∈ [kl, kl+1) with Γ(kl) = Γ (Γ ⊆ E), we calculate
that

V Ψ(Γ(kl))(k + 1)− (1− βΨ(Γ(kl)))VΨ(Γ(kl))(k) + J(k)

=

r∑

i=1

r∑

v=1

r∑

ī=1

r∑

v̄=1

hi(ϑ(k))hv(ϑ̂(k))hī(ϑ(k))hv̄(ϑ̂(k))

×
((
Āi,v + B̄v(Γ)

)
η(k) +

(
Ēi,v + F̄v(Γ)

)
ω(k)

)T

PΨ(Γ)

×
((
Āī,v̄ + B̄v̄(Γ)

)
η(k) +

(
Ēī,v̄ + F̄v̄(Γ)

)
ω(k)

)

− ηT (k)(1 − βΨ(Γ))PΨ(Γ)η(k) + J(k)

≤
r∑

i=1

r∑

v=1

r∑

ī=1

r∑

v̄=1

hi(ϑ(k))hv(ϑ̂(k))hī(ϑ(k))hv̄(ϑ̂(k))

×
(

ÃT
i,v(Γ)PΨ(Γ)Ãī,v̄(Γ) + ~Pi,v,Ψ(Γ)

)

≤
r∑

i=1

r∑

v=1

hi(ϑ(k))hv(ϑ̂(k))

×
(

ÃT
i,v(Γ)PΨ(Γ)Ãi,v(Γ) + ~Pi,v,Ψ(Γ)

)

.

In terms of the condition (13), it can be derived that

VΨ(Γ(k))(k + 1)− (1− βΨ(Γ(k)))VΨ(Γ(k))(k) + J(k) < 0,

which implies that

V Ψ(Γ(k))(k) < (1− βΨ(Γ(kl)))
k−klVΨ(Γ(k))(kl)

−
k−1∑

p=kl

(1− βΨ(Γ(kl)))
k−p−1J(p)

<µ(1− βΨ(Γ(kl)))
k−klVΨ(Γ(kl−1))(kl)

−
k−1∑

p=kl

(1− βΨ(Γ(kl)))
k−p−1J(p)

<µ(1− βΨ(Γ(kl)))
k−kl

(

(1− βΨ(Γ(kl−1)))
kl−kl−1

× VΨ(Γ(kl−1))(kl−1)

−
kl−1∑

p=kl−1

(1 − βΨ(Γ(kl−1)))
kl−p−1J(p)

)

−
k−1∑

p=kl

(1− βΨ(Γ(kl)))
k−p−1J(p)

< · · ·

<µH(k0,k)(1− βΨ(Γ(kl)))
k−kl × · · · × (1− βΨ(Γ(k0)))

k1−k0
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× VΓ(k0)(k0)− µH(k0,k)(1 − βΨ(Γ(kl)))
k−kl × · · ·

× (1− βΨ(Γ(k0)))
k1−k0

k1−1∑

p=k0

(1− βΨ(Γ(k0)))
k1−p−1J(p)

− · · · −
k−1∑

p=kl

(1− βΨ(Γ(kl)))
k−p−1J(p).

Under the zero initial conditionVΨ(Γ(0))(0) = 0 and using
the factVΨ(Γ(k))(k) ≥ 0, we obtain from the above inequality
that

µH(k0,k)(1− βΨ(Γ(kl)))
k−kl × · · · × (1− βΨ(Γ(k0)))

k1−k0

×
k1−1∑

p=k0

(1− βΨ(Γ(k0)))
k1−p−1J(p) + · · ·

+

k−1∑

p=kl

(1− βΨ(Γ(kl)))
k−p−1J(p) < 0. (24)

By multiplying both sides of (24) byµ−H(0,k) (µ > 1), one
has

k−1∑

p=0

µ−H(0,p)~βk−p−1
max z̃T (p)z̃(p)

<

k−1∑

p=0

µ−H(0,p)~βk−p−1
min γ2ωT (p)ω(p) (25)

where

~βmax , 1− β̄, ~βmin , 1− β,

β̄ , max{βΨ(Γ)}, β , min{βΨ(Γ)}, ∀Ψ(Γ) ∈ D.

Recalling (23), one obtains

k−1∑

p=0

µ− ¯̟ µ−θ̄p~βk−p−1
max z̃T (p)z̃(p)

≤
k−1∑

p=0

µ−H(0,p)~βk−p−1
max z̃T (p)z̃(p)

<

k−1∑

p=0

µ−H(0,p)~βk−p−1
min γ2ωT (p)ω(p)

≤
k−1∑

p=0

~βk−p−1
min γ2ωT (p)ω(p). (26)

Summing up both sides of (26) fromk = 1 to k = ∞, we
arrive at

∞∑

k=1

k−1∑

p=0

µ−θ̄p~βk−p−1
max z̃T (p)z̃(p)

<

∞∑

k=1

k−1∑

p=0

~βk−p−1
min µ ¯̟ γ2ωT (p)ω(p). (27)

Note that (27) can be rewritten by
∞∑

p=0

µ−θ̄pz̃T (p)z̃(p)

∞∑

k=p+1

~βk−p−1
max

<
∞∑

p=0

µ ¯̟ γ2ωT (p)ω(p)
∞∑

k=p+1

~βk−p−1
min . (28)

Since0 < βΨ(Γ) < 1 for ∀Ψ(Γ) ∈ D, we know directly
from (18) and (28) that

∞∑

k=0

σkz̃T (k)z̃(k) < γ̄2
∞∑

k=0

ωT (k)ω(k)

whereγ̄ ,

√
β̄
βµ

¯̟ γ. The proof is complete now.

B. Proof of Theorem 2

Proof: By means of the Schur Complement Lemma, we
know that (13) holds if and only if the following holds:

[
~Pi,v,Ψ(Γ) ∗
Ãi,v(Γ) −P−1

Ψ(Γ)

]

< 0. (29)

Then, pre- and post-multiplying the matrix in (29) by
diag

{
I, Y

(1)
v , Y

(2)
Ψ(Γ), Y

(3)
}

and its transposition, respective-
ly, we obtain the following matrix

[
~Pi,v,Ψ(Γ) ∗

Ȳv,Ψ(Γ)Ãi,v(Γ) −ȲvP
−1
Ψ(Γ)Ȳ

T
v

]

(30)

whereȲv,Ψ(Γ) , diag{Y
(1)
v , Y

(2)
Ψ(Γ), Y

(3)}.
Let

X(1)
n,v = Y (1)

n,vKn,v, X(2)
n,v = Y (1)

n,vLn,v,

X(3)
n,v = Y (1)

n,vMn,v, X(4)
n,v = Y (1)

n,vNn,v,

X(5)
n = Y (3)

n Tn, X(6)
n = Y (3)

n Sn.

Consider the following terms:

Y (1)
v K̄v =diag{Y

(1)
1,v K1,v, Y

(1)
2,v K2,v, · · · , Y (1)

̺,v K̺,v}

=
∑̺

s=1

ĪsX
(1)
s,v Ĩs,

Y (1)
v L̄v =diag{Y

(1)
1,v L̃1,v, Y

(1)
2,v L̃2,v, · · · , Y (1)

̺,v L̺̃,v}

=
∑̺

s=1

ĪsX
(2)
s,v Ĩs,

Y (1)
v M̄v =diag{Y

(1)
1,v M1,v, Y

(1)
2,v M2,v, · · · , Y (1)

̺,v M̺,v}

=
∑̺

s=1

ĪsX
(3)
s,v Ĩs,

Y (1)
v N̄v =diag{Y

(1)
1,v Ñ1,v, Y

(1)
2,v Ñ2,v, · · · , Y

(1)
̺,t Ñ̺,v}

=
∑̺

s=1

ĪsX
(4)
s,v Ĩs,

Y (3)T̄ =diag{Y
(3)
1 T1, Y

(3)
2 T2, · · · , Y (3)

̺ T̺}

=
∑̺

s=1

ĨTs X
(5)
s Ĩs,

Y (3)S̄ =diag{Y
(3)
1 S1, Y

(3)
2 S2, · · · , Y (3)

̺ S̺}

=
∑̺

s=1

ĨTs X
(6)
s Ĩs.
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With the help of the well-known matrix inequality

−Y P−1Y T ≤ P − Y − Y T

whereP > 0 andY is a real matrix, it can be concluded from
(19) that

[
~Pi,v,Ψ(Γ) ∗

Ȳv,Ψ(Γ)Ãi,v(Γ) −ȲvP
−1
Ψ(Γ)Ȳ

T
v

]

≤

[

Ω
(1,1)
i,v,Ψ(Γ) ∗

Ω
(2,1)
i,v,Ψ(Γ) Ω

(2,2)
v,Ψ(Γ)

]

< 0.

Therefore, the proof is complete.

Yezheng Wang received the B.Eng. degree in au-
tomation from the Qilu University of Technology,
Jinan, China, in 2017. He is currently pursuing the
Ph.D. degree in control theory and control engi-
neering with the College of Electrical Engineering
and Automation, Shandong University of Science
and Technology, Qingdao, China. Since February
2023, he has been a Visiting Ph.D. Student with the
Department of Computer Science, Brunel University
London, Uxbridge, U.K. His current research inter-
ests include the control and filtering for T-S fuzzy

system.
Mr. Wang is a very active reviewer for many international journals.

Zidong Wang (SM’03-F’14) received the B.Sc. de-
gree in mathematics in 1986 from Suzhou Uni-
versity, Suzhou, China, and the M.Sc. degree in
applied mathematics in 1990 and the Ph.D. degree
in electrical engineering in 1994, both from Nanjing
University of Science and Technology, Nanjing, Chi-
na.

He is currently a Professor of Dynamical Systems
and Computing in the Department of Computer
Science, Brunel University London, U.K. From 1990
to 2002, he held teaching and research appointments

in universities in China, Germany and the U.K. Prof. Wang’s research interests
include dynamical systems, signal processing, bioinformatics, control theory
and applications. He has published more than 700 papers in international
journals. He is a holder of the Alexander von Humboldt Research Fellowship
of Germany, the JSPS Research Fellowship of Japan, William Mong Visiting
Research Fellowship of Hong Kong.

Prof. Wang serves (or has served) as the Editor-in-Chief forInternational
Journal of Systems Science, the Editor-in-Chief for Neurocomputing, the
Editor-in-Chief for Systems Science & Control Engineering, and an Asso-
ciate Editor for 12 international journals including IEEE Transactions on
Automatic Control, IEEE Transactions on Control Systems Technology, IEEE
Transactions on Neural Networks, IEEE Transactions on Signal Processing,
and IEEE Transactions on Systems, Man, and Cybernetics-Part C. He is a
Member of the Academia Europaea, a Member of the European Academy
of Sciences and Arts, an Academician of the International Academy for
Systems and Cybernetic Sciences, a Fellow of the IEEE, a Fellow of the Royal
Statistical Society and a member of program committee for many international
conferences.

Lei Zou received the Ph.D. degree in control science
and engineering in 2016 from Harbin Institute of
Technology, Harbin, China.

He is currently a Professor with the College
of Information Science and Technology, Donghua
University, Shanghai, China. From October 2013
to October 2015, he was a Visiting Ph.D. Student
with the Department of Computer Science, Brunel
University London, Uxbridge, U.K. His research
interests include control and filtering of networked
systems, moving-horizon estimation, state estimation

subject to outliers, and secure state estimation.
Prof. Zou serves (or has served) as an Associate Editor forIEEE/CAA Jour-

nal of Automatica Sinica, Neurocomputing, International Journal of Systems
Science, and International Journal of Control, Automation and Systems, a
Senior Member ofIEEE, a Member ofChinese Association of Automation,
a Regular Reviewer ofMathematical Reviews, and a very active reviewer for
many international journals.

Yun Chen was born in Zhejiang Province, China,
in 1976. He received the B.E. degree in thermal
engineering in 1999 from Central South Universi-
ty of Technology (now Central South University),
Changsha, China, and the M.E. degree in engi-
neering thermal physics in 2002 and Ph.D. degree
in control science and engineering in 2008, both
from Zhejiang University, Hangzhou, China. He is
currently a Professor at Hangzhou Dianzi University,
Hangzhou, China.

Dong Yue is currently a professor and dean of
the Institute of Advanced Technology and College
of Automation & AI, Nanjing University of Posts
and Telecommunications, Nanjing, China. He is the
Chair of IEEE IES Technical Committee on NCS
and Applications and Chair of IEEE PES Smart
Grid & Emerging Technologies Satellite Committee-
China. He has served as the Associate Editor of
IEEE Industrial Electronics Magazine, IEEE Trans-
actions on Industrial Informatics, IEEE Transactions
on Systems, Man and Cybernetics: Systems, IEEE

Transactions on Neural Networks and Learning Systems, Journal of the
Franklin Institute and International Journal of Systems Science, the Guest Edi-
tor of Special Issue on New Trends in Energy Internet: Artificial Intelligence-
based Control, Network Security and Management, IEEE Transactions on
Systems, Man, and Cybernetics: Systems. He is a Fellow of the IEEE for his
contribution to network-based control and its applications to power systems.
Up to now, he has published more than 250 papers in international journals
and 4 books in Springer. He holds more than 90 patents. His research interests
include analysis and synthesis of networked control systems, multi-agent
systems, optimal control of power systems, and internet of things.

This article has been accepted for publication in a future issue of this conference proceedings, but has not been fully edited. Content may 
change prior to final publication. Citation information: DOI 10.1109/tcyb.2023.3288829, IEEE Transactions on Cybernetics




