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1. Introduction 
Pigmented Skin Lesion (PSL) refers to an area of the skin with abnormal pigmentation compared 

to the surrounding area [1]. In comparison, melanocytic lesions are commonly observed in pigmented 

skin lesions. However, pigmentation can also occur in non-melanocytic lesions, such as keratinocyte, 

vascular, and reactive skin lesions, especially in people with dark skin. 

Melanoma is a serious skin cancer that can significantly impact life expectancy. Therefore, detecting 

melanoma at an early stage may reduce mortality rates [2]–[5]. Melanocytes that undergo cancer cell 

transformation are the source of melanoma [6]. According to the World Health Organization (WHO), 

skin cancer has increased over the past few decades; an estimated 2 and 3 million cases are identified 

globally each year [7]. According to data from 2010 to 2014, Australia has the most significant incidence 

of melanoma, particularly in Queensland, where 572 cases per 100,000 people are annually [8]. The 

American Cancer Society has also reported a significant increase in melanoma cases, particularly among 

older individuals. Between 2011 and 2015, there was an average annual increase of 1.8 % for men and 
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 The occurrence of pigmented skin lesions (PSL), including melanoma, are 

rising, and early detection is crucial for reducing mortality. To assist 

Pigmented skin lesions, including melanoma, are rising, and early detection 

is crucial in reducing mortality. To aid dermatologists in early detection, 

computational techniques have been developed. This research conducted a 

systematic literature review (SLR) to identify research goals, datasets, 

methodologies, and performance evaluation methods used in categorizing 

dermoscopic lesions. This review focuses on using convolutional neural 

networks (CNNs) in analyzing PSL. Based on specific inclusion and 

exclusion criteria, the review included 54 primary studies published on 

Scopus and PubMed between 2018 and 2022. The results showed that 

ResNet and self-developed CNN were used in 22% of the studies, followed 

by Ensemble at 20% and DenseNet at 9%. Public datasets such as ISIC 

2019 were predominantly used, and 85% of the classifiers used were 

softmax. The findings suggest that the input, architecture, and 

output/feature modifications can enhance the model's performance, 

although improving sensitivity in multiclass classification remains a 

challenge. While there is no specific model approach to solve the problem 

in this area, we recommend simultaneously modifying the three clusters to 

improve the model's performance.  
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3.7 % for women in melanoma incidence. [9]. Given the cumulative trend of annual melanoma 

incidence, researchers are motivated to identify melanoma early to reduce the mortality rates.  

In order to treat skin cancer, dermatologists have two main imaging options: dermoscopy or 

histological imaging obtained through biopsies. Dermoscopy has gained popularity due to its advantages 

[6], [10]. Histopathological imaging, on the other hand, is an invasive method that requires analysis by 

the pathology anatomy department, making it costly and time-consuming. Dermatologists frequently 

use dermoscopic pictures since they are non-invasive, inexpensive, and straightforward. However, 

dermoscopic images of lesions show a wide range in size, color, and shape. The lack of uniformity in 

colors, methods, and image capture settings further contributes to the variability of results.  Identifying 

and categorizing dermoscopic images using digital image analysis becomes more challenging due to the 

presence of various artefacts such as blood vessels, skin hair, dark corners, ink marks, gel bubbles, color 

charts, and ruler marks [6], [10], [11]. The presence of artefacts and the varying condition and quality 

of the dermoscopy images can be seen in Fig. 1. These factors, along with the absence of a direct 

physician investigation, make it difficult for researchers to find a solution to this issue by using various 

strategies or methodologies that would yield the most significant detection results. 

 

Fig. 1. The condition and quality of the dermoscopy image with the artefact on dataset ISIC 2019. 

Research on pigmented skin lesions has rapidly developed in the last five years, mainly using CNN. 

This condition has motivated mapping existing research to find comprehensive knowledge in the 

literature. This paper aims to employ using CNN to detect and evaluate the research direction, data sets, 

and methods applied in pigmented skin lesion research between 2018 and 2022. By conducting a 

comprehensive literature review, this research aims to facilitate researchers in identifying the latest and 

unresolved research gaps, which is the main contribution of this paper. This article's structure is 

described below. Section three presents the research methods used, while section 4 offers responses to 

research questions, followed by a conclusion. 

2. Related Work 
The pigmented skin lesion classification study has been relevant in recent decades. It is necessary to 

consolidate research results to see the direction and trend of research development. 

In their research, Pathan et al.[12] explored different methodologies and algorithms for the 

computer-assisted diagnosis of PSL. Similar reviews were conducted by Oliveira et al. [13] and Okur and 

Turkan [6]. This research aims to compile research findings related to the computer image analysis 

pipeline, including picture pre-processing, segmentation, feature extraction, selection, and classification. 

Brinker et al. [14] did a comprehensive assessment of the categorization of skin cancer with a CNN. 

However, this study did not specify the review duration, inclusion, and exclusion criteria. Additionally, 

the systematic review did not employ a validated methodology; therefore, the results may be biased. 

The latest review was conducted by Adegun and Viriri [15] and focused on the state-of-the-art 

assessment of melanoma recognition. This study found that Ensemble deep learning models perform 

good classification, particularly in pre-processing and segmentation. However, this survey also does not 
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use a proven protocol and only accommodates the outcomes of the ISIC 2018 and ISIC 2019 

competitions. 

This research aims to conduct a comprehensive review of research related to PSL with CNN in the 

last five years. This research has advantages over previous similar research on systematic, proven research 

stages and refers to the systematic literature review published by Kitchenham [16]. 

3. Method 
A systematic examination is a commonly used approach in computer science for reviewing the 

research literature on pigmented skin lesions. A systematic literature review (SLR) follows a defined 

research strategy, establishes specific objectives, sets inclusion and exclusion criteria, and creates a 

qualitative analysis of the articles [17]. In this review, the systematic literature review protocol published 

by Kitchenhanm [16] was referred to and improved with SLR phases by Jesson et al. [17]. Additionally, 

the approach, technique, and visual representations discussed in this section were incorporated based on 

the work of Wahono [18].  

As indicated in Fig. 2(a), SLR consists of three phases: planning, conducting, and reporting. The 

introduction highlights that the initial step in the SLR process is to establish the goal of the systematic 

review. In addition, a review methodology was developed before the review to ensure that any potential 

biases from the research were. The review approach included research objectives, a search strategy, and 

an inclusion and exclusion criterion-based selection procedure. The subsequent processes include quality 

evaluation, data extraction, and synthesis. The review procedure is prepared in sequential order, and 

during the conducting and reporting phases, an effort will be made to establish, evaluate, and enhance 

the review methodology as necessary. 

3.1. Research Questions 
The list of research questions (RQ) consists of inquiries that help narrow the scope of the review 

process. These questions were formulated based on PICOC criteria (Population, Intervention, 

Comparison, Outcomes, and Context) [19]. Table 1 contains the PICOC criteria of the research 

questions. Table 2 provides an overview of the research questions and the underlying motivation that 

were addressed during the focused process of this review. 

Table 1.  Synopsis of PICOC 

PICOC Scope 
Population Dermoscopic PSL. 

Intervention The processes of detection, classification, prediction, and analysis are vital components of the study. 

Comparison The method used, the dataset employed, and the comparison of performance are essential aspects 

considered in the study. 

Outcome The model/method approaches, and the evaluation of their performance are significant factors considered 

in the study. 

Context Utilizing CNN researches images of PSL. 

Table 2.  Research questions (RQ) on SLR. 

ID Research Questions Objectives 
RQ1 What kind of CNN is used to analyze PSL data? Identify CNN's PSL potential and trends. 

RQ2 What sets of data are analyzed using PSL? Find the most popular dataset. 

RQ3 What sort of classifiers is the PSL classification using? Find the dominant classifier. 

RQ4 How do the performance results compare to the PSL 

analysis's methodologies? 

Determine the performance outcomes from the PSL 

analysis methodology. 

RQ5 What are performance evaluation matrices employed? Determine the performance outcomes from the PSL 

analysis methodology. 

RQ6 What unique techniques did the researchers add to 

CNN? 

Identify the uniqueness of the method used by 

researchers. 
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The primary studies included in this cover various aspects such as research trends, datasets, 

techniques, and assessment matrices related to the research questions RQ1 to RQ6. RQ1 focuses on 

using CNN to analyse pigmented skin lesions, and numerous summaries will be provided. RQ2 examines 

the commonly used dataset in segmentation, feature extraction, and classification sub-areas. The 

classifier employed in the classification process will be presented in RQ3. RQ4 provides an overview of 

the techniques used to examine PSL and their comparative performance. RQ5 highlights the elements 

considered when assessing the effectiveness of these methods. Finally, RQ6 reveals the distinctiveness of 

the researchers' approach. 

3.2. Search Strategy 
The search process involves selecting a digital database, defining the search string, executing and 

refining the search string, and determining the digital database's main study that matches the search 

string, as shown in Fig. 2 (b). Before starting the search; it is necessary to determine the commonly used 

digital databases for relevant research publications. For this SLR, the Scopus and PubMed digital 

databases were used. A research string was compiled as a search string to facilitate the following steps: 

• When selecting search keywords for the PICOC framework, defining the target population and 

intervention components is essential. 

• Formulate search terms that align with the research question. 

• Recognize appropriate search terms by examining titles, abstracts, and keywords. 

• Recognize alternating spellings and synonyms for the search phrases. 

• Construct a search string by combining general search terms using Boolean operators such as “AND” 

and “OR”. 

In the database search, the researchers used "pigmented skin lesion" or "melanoma" in our database 

search's title, keyword, and abstract. We restricted the search to articles published between the years 

2018 and 2022. Additionally, we limited our search to English-language articles published in 

engineering, computer sciences, mathematics, and medicine. Specifically, the researchers included 

journal articles and professional conference proceedings 

3.3. Study Selection 
The selection process starts with defining search strings, executing and refining search strings, 

retrieving articles from Scopus and PubMed, downloading, and applying to exclude/include criteria 

shown in Table 3. Initially, the researchers collected 2184 articles based on the search string, but only 

1920 articles were accessible. Subsequently, after screening based on the title and abstract, we obtained 

409 articles. Among these, 54 were the primary studies for making SLRs based on full text. The 

researchers consider the quality of the studies as a consequence of research questions, inter-study 

questions, and similar studies that the authors omitted. The complete list of studies selected is available 

in Table 5. 

Table 3.  Inclusion and exclusion criteria. 

Inclusion criteria Inclusion criteria 
Scopus and Pubmed include indexes for technical 

publications. 

The writing was not in English. 

If duplication is found, we will only include the most 

recent and comprehensive ones. 

Without robust validation and evaluation, it was 

investigated. 

We would include only the journal version rather than 

proceeding if both existed. 

The field of computer image processing does not include 

studies on dermoscopic pictures. 

Just modal dermoscopic pictures.  
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Fig. 2.  (a)  SLR steps [18], (b) Search and selection process 

4. Results and Discussion 
The researchers initially collected 2184 articles based on the search string; however, only 1920 articles 

were accessible. Subsequently, based on the title and abstract, the researchers obtained 409 articles. Of 

these, 54 were the main study of making SLRs based on full text. The search results in the form of 54 

selected papers are then processed to answer the research question (RQ) defined in the PICOC. 

4.1. Architecture Model of CNN (RQ1) 
Alex-Net is considered a milestone in deep learning architecture [60] as it emerged after winning the 

2012 ILSVRC. This triumph has spurred the analysis of pigmented skin lesions using machine learning, 

particularly deep learning (DL). Over the past decade, researchers have mainly used artificial intelligence 

(AI), markedly those based on machine learning (ML), to support the analysis of dermoscopic images. 

The predominant use of deep learning architecture consists of pre-trained architecture, which usually 

has proven performance. Pigmented skin lesion analysis using machine learning, especially using CNN, 

has emerged as the dominant approach. Fig. 3 (a) shows a CNN-based deep learning architecture in this 

SLR. It was observed that researchers mainly used ResNet and self-develop CNN to analyse PSL, with 

22% each, followed by an ensemble with 20%. The utilization of ensemble models that combine several 

models in a single architecture is currently possible because of the support for fast processing devices. 
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However, there are 20% of researchers use their architectural design. The following is a brief explanation 

of pre-trained models that are widely used by researchers in the classification of PSL: 

• The architecture of AlexNet [20] is widely recognized as one of the most influential and prominent 

CNN architectures in the history of CNN development. It was developed by Krizhevsky, Sutskever, 

and Geoffrey Hinton in 2012. AlexNet reached significant success by winning the ImageNet LSVRC 

competition in the same year AlexNet consists of five convolutional layers and three fully connected 

(FC) layers, with a total parameter count of approximately 60 million. Regarding activation function, 

ReLU is utilized by AlexNet. The input size for AlexNet is 227x227 pixels. 

• The VGG16 [21] architecture is a well-known CNN model recognized for its effectiveness in image 

classification tasks. It was developed by a team of researchers from the University of Oxford in 2014. 

VGG16 achieved notable success by winning the ImageNet Large Scale Visual Recognition Challenge 

competition in the same year. VGG16 consists of 13 convolutional layers and three fully connected 

layers, with a total parameter count of approximately 138 million. The input size for VGG16 is 

224x224 pixels. ReLU serves as the activation function in VGG16. 

• ResNet [22] is designed to tackle the degradation problem encountered in deep neural networks. As 

the depth of the network increases, the accuracy typically reaches a saturation point and rapidly 

deteriorates. To address this issue, ResNet introduces residual bottleneck blocks. Two types of 

residual blocks are employed: (1) Identity block and (2) Convolution block. ResNet encompasses 

several variants, including ResNet50, ResNet50v2, ResNet152, ResNet152v2, and Inception ResNet, 

each with its architectural specifications and improvements. 

• Inception-v3 [23] is an extension of the previous model, achieved by increasing the depth of the 

network. Several general design principles are used, such as: avoiding representational bottlenecks in 

early networks, higher dimensional representations, spatial aggregation, and balancing the width and 

depth of the network. The implementation includes several improvements, such as convolution filter 

reduction, the use of asymmetric convolutions, improvement of auxiliary classifiers, efficient grid size, 

and implementation of smoothing regularization. 

• DenseNet [24] comprises numerous dense blocks (small convolutional layers, batch normalization, 

and ReLU Activation). These dense blocks are interconnected through skip connections. Each block 

is closely interconnected with all the blocks that came before it. A transition layer with batch 

normalization, 1x1 convolution, and average pooling is introduced between the dense blocks. 

DenseNet has proven comprehensive exploitation of residual processes while preserving model 

compactness, leading to competitive precision. 

• MobileNet [25] model is based on depth-wise separable convolutions, a factorized convolution 

technique that divides a standard convolution into a depth-wise convolution and an 11 convolution 

called a pointwise convolution. Except for the last ultimately linked layer, which is nonlinearity-free 

and feeds a SoftMax classification layer, all layers are observed by a batch norm and ReLU 

nonlinearity.  

• EfficientNet [26] is a highly advanced architecture renowned for its extensive and robust network 

design. It achieves an impressive top-1 accuracy of 84.3% on the ImageNet dataset while delivering 

remarkable efficiency gains. Despite its efficiency, EfficientNet maintains a substantial parameter 

count of approximately sixty-six million and performs approximately thirty-seven billion floating-

point operations per second (FLOPS). EfficientNet is approximately 8.4 times more compact than 

the best available CNN and provides a 6.1 times faster inference speed. 

• The Ensemble is a CNN architecture that usually combines several existing pre-trained CNNs. Of 

course, this merger has some necessary adjustments according to its purpose. Many researchers have 

confirmed performance enhancements through the ensemble model. However, it is essential to 

consider the increased computational requirements associated with this combination. 
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Pre-trained CNN models must be adjusted to the specific data objects applied as a follow-up. An 

essential step in this process is adjusting or tuning hyper-parameter values on the chosen model [27]. 

The success of hyperparameter tuning determines the performance of the model. Poor data adjustment 

processes and inappropriate hyperparameter tuning may cause bias in the results. The authors 

recommend using Bayesian tuning, as demonstrated by Swersky et al. [28], as an efficient step. The 

researcher cannot claim the best pre-trained CNN model because the performance results depend on the 

researcher pre-processing the initial data and tuning the model. 

4.2. Use of Dataset (RQ2) 
In machine learning research, having access to an appropriate dataset is crucial. Researchers require 

access to publicly available datasets to replicate earlier studies and conduct their development research, 

enabling relevant comparisons. The International Skin Imaging Collaboration (ISIC) is a collaborative 

initiative dedicated to improving melanoma's early detection and accuracy of melanoma to reduce 

melanoma-related mortality and unnecessary biopsies. The ISIC actively develops recommended 

dermoscopic standards and provides open access to medical and dermoscopic images of PSL. Fig. 3(b) 

illustrates the dataset distribution utilized in the study focused on pigmented skin lesions. 

Replicating the findings of certain researchers can pose a challenge for other scholars, as 

approximately 7% of academics employ proprietary datasets. However, a dataset released by ISIC in 2016, 

extensively utilized in challenges, is widely acknowledged as the standard dataset among scholars. The 

development of the ISIC/ISBI dataset is presented in Table 4, which highlights the variations in the 

number of available features, the number of classes, as well as file types and extensions across the datasets. 

Researchers should note that the ISIC 2018 and ISIC 2019 subset testing datasets are not published 

due to their challenges. This implies that when utilizing these datasets, it is necessary to reserve a portion 

of the training data for validation and testing purposes. When comparing the performance results of 

different models, researchers must be cautious of result bias that can arise from variations in dataset 

separation. It is also important to note that the models have the same number of classes, as comparing 

the performance of models with a different number of classification classes is not valid. 

Table 4.  ISIC public dataset. 

Name Types and 
Extension 

Distribution Classification 

Train Val Test Classification 

Amount 

of Data 

ISBI/ ISIC 

2016 

image (jpeg),  

ground truth (csv) 
 

900 - 379 (1) benign 

(2) malignant 

727 

173 

ISBI/ ISIC 

2017 

image (jpeg),  

superpixel mask (png),  

ground truth (csv) 
 

2,000 150 600 (1) melanoma 

(2) seborrheic keratosis 

(3) benign nevus 

374 

254 

1,372 

ISBI/ ISIC 

2018 

or 

HAM 10000 

image (jpeg) 

 

 

 
 

10,015 193 1,512 (1) melanoma (MEL) 

(2) melanocytic nevus (NV) 

(3) basal cell carcinoma (BCC) 

(4) actinic keratosis (AKIEC) 

(5) benign keratosis (BKL) 

(6) dermatofibroma (DF) 

(7) vascular lesion (VASC) 

1,113 

6,705 

514 

327 

1,099 

115 

142 
 

ISBI/ ISIC 

2019 

or  

BCN20000 

image (jpeg) 

metadata (age, sex, loc) 

ground truth (csv) 

25,331 - 8,238 (1) melanoma (MEL) 

(2) melanocytic nevus (NV) 

(3) basal cell carcinoma (BCC) 

(4) actinic keratosis (AKIEC) 

(5) benign keratosis (BKL) 

(6) dermatofibroma (DF) 

(7) vascular lesion (VASC) 

(8) squamous cell carcinoma (SCC) 

4,522 

12,875 

3,323 

867 

2,624 

239 

253 

628 
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4.3. Use of Classifier (RQ3) 
 It is widely recognized that pigmented skin lesions have specific requirements for multiple 

classification tasks. A classifier is a method used to assign a particular class to the supplied data. In order 

to identify the class or category of input data, the classifier receives input in the form of features obtained 

from the previous procedure. When applying classifiers, researchers should consider the input data's 

peculiarities. In this systematic literature review (SLR), Fig. 3(c) visualizes the distribution of the 

classifier's performance in classifying pigmented skin lesions. 

Early studies, which primarily focus on melanoma detection, frequently employ SVM. SVM initially 

intended to divide data into two classes, necessitating other approaches to handle problems involving 

many classes. The selection of a suitable classifier determines the success of the model used. Softmax 

dominates the prevalent choice of classifier usage, particularly for multiclass requirements. Softmax is an 

activation function commonly used in multiclass classification. Sofmax has advantages, including 

interpretable probabilities, output normalisation and sensitivity to score differences. However, softmax 

also has limitations, including dependence on accurate training data, problems with class rewards and 

sensitivity to training data outliers. 

 

(a) 

 

(b) 

 

(c) 

 

(d) 

Fig. 3. (a) The use of CNN in the evaluation of PSL; (b) Distribution use of the dataset; (c) Distribution use of 

classifier; (d) The use of performance evaluation in classifying pigmented skin lesions. 

4.4. Performance and Evaluation (RQ4 and RQ5) 
Research in pigmented skin lesions, particularly skin cancer diagnosis (melanoma), remains highly 

motivated by the goal of improving analysis methods. The research focuses on developing increasingly 

complex deep-learning architectural designs and employing specific methods to enhance performance. 

Deep learning performance will be improved by creating increasingly complicated deep learning 

architecture designs with more layers. However, this approach requires significant computational 

resources, and training takes a while [2]. Research has revealed that deep learning outperforms traditional 

methods in melanoma detection, mainly when evaluated by skin specialists [83]–[85]. Kassani and 

Kassani [2] carried out a comparison. With the 2018 ISIC dataset as a comparison, they examine five 

CNN models for skin pigmentation detection. They found that the accuracy of these models is that of 

current non-machine learning techniques. Forty-three studies in this SLR were performed, as shown in 

Table 5. Due to the variations in the dataset, the number of images, and the research aims, evaluating 

the research performance findings in analyzing pigmented skin lesions presents significant challenges. 

Obtaining a comparable research performance comparison is particularly difficult, especially for multiclass 

classifications where the average sensitivity aspect still yields poor results. 
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Most of the journal's categorization performance in this SLR list is evaluated using this section's 

performance evaluation. The assessment parameters used by the researchers are shown in Fig. 3(b). These 

factors are commonly used to understand the specifics of classification performance, even though they 

are not utilized in isolation. 

Sensitivity (SEN), also known as recall or true positive rate (TPR), measures the ability of a diagnostic 

test to identify individuals who have the disease accurately. On the other hand, specificity (SPE), also 

known as selectivity or true negative rate (TNR), reflects the test's ability to detect entities who do not 

have the disease accurately. The specificity is determined based on the number of individuals without 

the condition [63]. The consideration of sensitivity is influenced by the prevalence of the disease rather 

than the entire population. 

Precision refers to the reliability of independent tests conducted under specific conditions. Accuracy 

(ACC) represents the level of agreement between the obtained quantity or measurement and the true 

value of the measured quantity. Precision (PREC) quantifies the ratio of true positive predictions to all 

positive predictions. The following formula can be used to calculate precision: 

𝑆𝑆𝑆𝑆𝑆𝑆 = 𝑇𝑇𝑇𝑇
𝑇𝑇𝑇𝑇+𝐹𝐹𝐹𝐹

  (1) 

𝑆𝑆𝑆𝑆𝑆𝑆 = 𝑇𝑇𝐹𝐹
𝑇𝑇𝐹𝐹+𝐹𝐹𝑇𝑇

  (2) 

𝐴𝐴𝐴𝐴𝐴𝐴 = 𝑇𝑇𝑇𝑇+𝑇𝑇𝐹𝐹
𝑇𝑇𝑇𝑇+𝑇𝑇𝐹𝐹+𝐹𝐹𝑇𝑇+𝐹𝐹𝐹𝐹

  (3) 

𝑆𝑆𝑃𝑃𝑆𝑆𝐴𝐴 = 𝑇𝑇𝑇𝑇
𝑇𝑇𝑇𝑇+𝐹𝐹𝑇𝑇

  (4) 

“TP” is a symbol for true positives, “TN” is a symbol for true negatives, “FP” is a symbol of false 

positives, and “FN” is a symbol of false negatives in the confusion matrix. 

In cases where the dataset has a significant number of false negatives and a relatively balanced 

proportion of false positives, selecting a good-accuracy model is advisable. If prioritizing false positives 

over false negatives is preferred, opting for a sensitive algorithm is recommended. On the other hand, if 

the objective is to maximize true positives while minimizing false positives, selecting an algorithm with 

high precision is appropriate. Lastly, choosing an algorithm with high specificity is suitable if the goal 

is to avoid false positives altogether. 

Receiver Operating Characteristics (ROC) is a practical assessment method used to identify the 

threshold of a model for categorization problems. Evaluating models becomes more convenient with the 

help of the Area Under the Curve (AUC). The AUC represents the integral or area under the ROC 

curve. Selecting the model with the highest AUC is essential, as it indicates a greater TP and/or a lower 

FP at each point. A favourable classification performance is indicated when the resulting curve is closer 

to the point (0,1). Conversely, if the curve is closer to the baseline line, it indicates a lower classification 

performance. 

Jaccard introduced the Jaccard index (JI) as a numerical measure for comparing or contrasting two 

sample data objects. The Jaccard index provides a straightforward and intuitive similarity metric between 

data samples. It is calculated as the ratio of the intersection size to the union size of the two data samples. 

Similarly, the Dice Similarity Coefficient (DSC) is an index calculated as twice the number of shared 

elements between two sets divided by the sum of the element counts in each set. JI and DSC are 

commonly used to assess the effectiveness of segmentation techniques. 

Comparing performance outcomes can be challenging when using various datasets, especially during the 

testing phase. Despite their limitations, many researchers rely on sensitivity and specificity as evaluation 

measures. Accuracy and precision are less commonly used due to their dependence on threshold values 

and lack of unique descriptions, as highlighted by Metz [86]. In contrast, the ROC curve provides a 

comprehensive visualization of all potential classification thresholds, making it a more informative 
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statistic than the error rate classifier typically used by researchers. ROC and AUC are commonly utilized 

to evaluate classifiers as they offer a more comprehensive assessment. ROC curves remain valuable even 

when the estimated probabilities are not perfectly calibrated, or the class distribution is imbalanced. 

Furthermore, ROC curves can be extended to address multiclass scenarios. 

4.5. Unique Methods (RQ6)  
The researchers employed unique methods to enhance the classification performance. Many 

researchers have opted for the fully connected network (FCN) classifier with the softmax activation 

function. Additionally, most researchers apply transfer learning by utilizing pre-trained weights to 

expedite the training process. Some researchers also apply augmentation to address the class imbalance. 

Researchers widely utilize the ISIC dataset due to its comprehensive features provided to support 

research. Standard classification performance parameters include accuracy, sensitivity, specificity, 

precision, and AUC. 

Several researchers employ novel approaches to enhance the performance of their models by making 

fundamental design modifications. Incorporating features obtained by handcrafted and CNN output in 

features fusion improves classification performance [31], [51], [52], [67]. Furthermore, the combination 

of inputs in multi-modalities and images with different resolutions to obtain global and local features is 

also widely carried out, such as research [33], [35], [36], [51], [55], [56], [87]. This combination of 

inputs also prompts researchers to use a variety of models (Ensemble). 

Several researchers, such as Barata et al. [39] and Codella et al. [45], have researched the 

interpretability of models, aiming to emulate the process of medical examinations performed by 

dermatologists by applying a hierarchy to their classification. However, this hierarchical concept has 

weaknesses, including lengthy processing time and resource consumption, while not aiding in 

interpreting classification results since the process remains hidden from the user. In contrast, Zhang et 
al. [42] and Yan et al. [43] employ an attention map to interpret the classification results by highlighting 

the image part that contributes the most to the decision results. Although an attention map is claimed 

to increase the interpretability of the model, these two studies were only carried out in binary 

classification. Tschandl et al. [46] and Codella et al. [45] used content-based image retrieval (CBIR) to 

develop interpretable machine learning (IML) in the classification of PSL. The unique methods 

introduced by these researchers can be categorized into three groups: input/modalities, output/features, 

and architectures, as shown in Table 6. 

Table 6.  A unique method was added. 

Area     Unique Method 
Input/modalities Augmentation [32], [69] 

Segmentation [74] 

Multiclass multi-level [33] 

Multimodal multi-task [35] 

Modality fusion [36] 

Multiscale multi-network [38], [51] 

Multi-input [41], [55] 

Architectures 
Case-based reasoning (CBR) [29] 

Regularization [30] 

Hierarchical [38], [39], [43], [54] 

Ensemble [40], [49], [54], [56], [58], [60], [61], [66], [71], [76], [79], [80] 

Pooling [28], [41], [35] 

Attention [42], [43], [54]–[56] 

Triplet loss [45] 

Output/Features 
Features fusion [22], [43], [54], [56], [58], [77]  

Global-part CNN [34] 

Multi-output [66] 
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4.6. Implications for Clinical Practice and Future Direction 
The application of CNN in PSL classification is a computer-aided diagnostic tool designed to help 

doctors, primarily dermatologists [10]. Based on Table 5, the classification performance shows consistent 

improvement as the number of disease classes that expansion with the availability of the dataset. In some 

cases, the model performance results have surpassed the relevant doctors for some cases [85], but it still 

leaves challenges related to model interpretability. The medical field places a strong emphasis on 

interpretability for diagnostic aids. At the clinical implementation stage, it needs to be down streamed 

by involving relevant medical personnel to suit their needs. Based on this literature review, future 

research aims to further enhance the model performance, especially for multi-class classification and the 

interpretability challenges associated with their application in the medical field. 

5. Conclusion 
This systematic literature review (SLR) analyses the trends, datasets, methodologies, and evaluation 

matrices employed in studying pigmented skin lesions from 2018 to 2022, employing convolutional 

neural networks (CNN). Fifty-four papers that met the inclusion and exclusion criteria were examined. 

Personal datasets were utilized in 7% of the research, but the ISIC dataset emerged as the dominant 

choice due to its extensive data and continuous growth. Pre-trained models and transfer learning were 

commonly adopted for their performance benefits. Classifiers such as softmax-based and support vector 

machines (SVM) were widely utilized. Researchers frequently made modifications within three main 

clusters to enhance model performance. Although no specific model approach universally solves the 

problem in this field, it is recommended to simultaneously modify the three clusters to improve the 

overall model performance. Model interpretability has emerged as a research direction with potential 

real-world applications. 
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