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Fertility is the ability to produce offspring in a man or the 

ability of the reproductive organs to work optimally in 

fertilization. Fertility rates have declined drastically in the 

last fifty years. Machine Learning is a field devoted to 

understanding and building learning methods. This study 

will use machine learning algorithms to classify male 

fertility levels, namely the CART algorithm and the K-Fold 

Cross Validation validation method. The fertility dataset 

used in this study was obtained from the UCI Machine 

Learning website, with a total of 100 data and the variables 

used are Age, Childish diseases, Accident or serious trauma, 

Surgical intervention, High fevers in the last year, Frequency 

of alcohol consumption, Smoking habit, Number of hours 

spent sitting per day and Diagnosis. K-Fold Cross Validation 

can be used together with CART to measure the performance 

of the CART model on different data, so as to avoid 

overfitting or underfitting the CART model. Based on the 

calculation of the CART algorithm and the K-Fold Cross 

Validation validation method (K = 1 to K = 9), the average 

accuracy value for training data is 98.70% and the average 

accuracy value for testing data is 81.16%. The results of this 

study have proven that the CART algorithm can be used to 

classify the level of fertility in men well. In addition, the 

classification model formed can be implemented into a 

mobile application (android) so that it is easy to use and 

understand. 
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INTRODUCTION  

Fertility is the ability to produce offspring in a 

man or the ability of the reproductive organs to 

work optimally in fertilization. The human 

reproductive system is very complex, so when 

pregnancy begins, ovulation and fertilization 

must occur properly and correctly [1]. Birth 

rates have been declining in many countries. As 

in European countries, the birth rate has fallen 

over the past 50 years [2]. 

The problem of infertility (infertility) is often 

directed at the woman, even though men are 

also very likely to be infertile. If a man 

experiences infertility, it will be difficult to get 

offspring. [1]. Several factors can affect male 

infertility, including environmental exposures 

and unhealthy or uncontrolled lifestyles, such 

as smoking, regular alcohol consumption, and 

time spent sitting each day. Other factors that 

affect male fertility include age, childhood 

diseases, accidents or trauma, and surgery. [3].  

One way that can be used to overcome fertility 

problems is the use of machine learning 

techniques (Siradjuddin, 2020). Infertility can 

be prevented early by creating a system that can 

check male fertility as mentioned earlier. [4]. 

Classification and Regression Tree (CART) 

Algorithm is one of the algorithms in machine 

learning that can classify male fertility. This 

algorithm works like a tree consisting of leaves 

and branches that are used to make decisions 

[5]. In classification trees, the target variable is 

a discrete or categorical variable, such as a class 

label in classification. Whereas in regression 

trees, the target variable is a continuous-valued 

variable [6].  

 

I. LITERATURES REVIEW 

A similar study on the classification of male 

fertility quality has previously been conducted 

by [1] using an Artificial Neural Network 

(ANN) algorithm, which achieved the highest 

accuracy of 88.51%. The difference between 

the previous study and this research lies in the 

utilization of the CART algorithm and the K-

Fold Cross Validation validation method. 

 

The ultimate goal of this study is to develop an 

application that can be used to classify male 

fertility using the CART algorithm and the K-

Fold Cross Validation validation method, with 

the hope of assisting medical professionals in 

making decisions for patients consulting about 

pregnancy programs. 

Furthermore, the CART algorithm is a data 

analysis method used for segmentation and 

modeling [5]. In this method, a decision tree is 

constructed based on rules that categorize data 

into different categories. The selection of 

relevant features or attributes is crucial in 

forming the decision tree, enabling accurate 

classification. 

The K-Fold Cross Validation validation method 

is used to measure the performance of the 

model developed in this study. The use of this 

method helps address issues of overfitting or 

underfitting that may occur in the classification 

model. In the K-Fold Cross Validation method, 

the data is divided into k overlapping subsets. 

The model is trained and tested multiple times 

using different subsets, and the test results from 

each subset are averaged. This provides a more 

objective assessment of the model's 

performance. 

In the context of the expected application that 

can be developed from this research, the model 

generated from the CART algorithm with the 

K-Fold Cross Validation method is expected to 

provide predictions about the quality of male 

fertility based on specific attributes used as 

input. This application is anticipated to be used 

by medical professionals to support decision-

making regarding pregnancy programs by 

providing more objective and accurate 

information. 

 

II. FRAMEWORK 

The dataset used in this research is fertility data 

sourced from the UCI Machine Learning 

Repository website with a total of 100 data. The 

framework used in this research includes 4 

stages, including Preparation Stage, Data 

Collection, Machine Learning Model, 

Implementation Model in Android Application. 

More detailed information about the research 

method can be seen in Figure 1. 
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Figure 1. Research Flow Chart 

 

III. METHODS  

Based on Figure 1, the first stage carried out in 

this research is preparation, at this stage the 

steps taken are identifying problems and 

studying literature such as books, journals 

related to the theoretical basis to support this 

research. [7][8]. 

The next step taken in this study is to collect 

datasets, the dataset used in this study is fertility 

data obtained from UCI Machine Learning. The 

data used amounted to 100 data. The classes 

used in this study are Normal and Altered. The 

data used in this study can be seen in Table 1 

and Table 2 below. 
 

 

 

 

 

 

Table 1. Fertility Dataset 

No. 
Sea 

son 
Age 

Childish 

diseases 

Accident 

or serious 

trauma 

Surgi

cal 

inter

venti

on 

(0) (1) (2) (3) (4) (5) 

1 spring 30 no yes yes 

2 spring 35 yes no yes 

3 spring 27 yes no no 

4 spring 32 no yes yes 

5 spring 30 yes yes no 

… … … … … … 

100 winter 30 no yes yes 

 

Table 2. Fertility Dataset (Continued) 

No. 

High 

fevers 

in the 

last 

year 

Freq of 

alcohol 

consum

ption 

Smo 

king 

habit 

Num 

ber of 

hours 

spent 

sitting 

per day 

Diag 

nosis 

(0) (6) (7) (8) (9) (10) 

1 more 

than 3 

months 

ago 

once a 

week 

occas

ional 

16 Norm

al 

2 more 

than 3 

months 

ago 

once a 

week 

daily 6 Alter

ed 

3 more 

than 3 

months 

ago 

hardly 

ever or 

never 

never 9 Norm

al 

4 more 

than 3 

months 

ago 

hardly 

ever or 

never 

never 7 Norm

al 

5 more 

than 3 

months 

ago 

once a 

week 

never 9 Alter

ed 

… … … … … … 

100 more 

than 3 

months 

ago 

several 

times a 

week 

never 3 Norm

al 

 

After obtaining the Fertility dataset, the next 

stage is data cleaning and data pre-processing. 

The dataset has a variety of attribute ranges, so 

normalization will be carried out on several 

attributes in the dataset. The input variables that 

will be used can be described in Table 3 below. 
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Table 3. Input Data 

No. Variable Unit Value Description 

1. Season -1 = winter 

 

-0.33 = spring 

 

0.33 = summer 

 

1 = fall 

Season 

2. Age 18-36 years old Age18-36  

3. Childish 

diseases 

0 = yes 

1 = no 

Infectious 

diseases, for 

example: 

Measles, 

chickenpox, 

mumps, etc. 

4. Accident or 

serious 

trauma 

0 = yes 

1 = no 

Severe 

trauma 

accident 

5. Surgical 

intervention 

0 = yes 

1 = no 

History of 

surgical 

operation 

6. High fevers 

in the last 

year 

-1 = last 3 

months 

0 = more than 

the last 3 

months 

1 = no 

Febrile fever 

in the past 

year 

7. Frequency 

of alcohol 

consumption 

1 = several 

times per day 

 

2 = every day 

3 = several 

times per week 

 

4 = once a 

week 

5 = rarely or 

never 

Large 

amount of 

alcohol 

consumption 

8. Smoking 

habit 
-1 = never 

0 = sometimes 

1 = every day 

The habit of 

smoking 

9. Number of 

hours spent 

sitting per 

day 

1-16 hours Length of 

sitting 

duration per 

day 0-24 

hours 

 

After defining the input data, the CART 

algorithm must also define the output class. The 

desired output category in this study is the male 

fertility diagnostic result category shown in 

Table 4 below. 

 

Table 4. Fertility Status Class 
Unit Value Description 

1 Normal 

0 Altered 

 

The next step that must be done is the data 

normalization process, in data normalization, it 

is determined that the data range varies between 

0 and 1, so that it will be easier to complete the 

classification steps. The output class is 

symbolized by 1 for the Normal class, while 0 

for the Altered class. Data that has been 

normalized will then be used in this research. 

After the data pre-processing stage is complete, 

the next stage is model building using the 

CART algorithm. At this stage the data will be 

processed in accordance with the CART 

algorithm flow and divided into training data 

and testing data. The next step is to calculate the 

accuracy of the model, the method used for the 

model accuracy calculation process of the 

CART algorithm is the K-fold Cross Validation 

method. The final step in this model building 

stage is to obtain the accuracy value of the 

CART algorithm in a data classification model 

that will later be used in making applications. 

After the preparation, data collection, and 

model building stages are complete, the last 

step is to implement the data classification 

model into an android application with the 

application name SISUPRI (Sistem Informasi 

Kesuburan Pria / Male Fertility Information 

System), then test the application functionally. 

 

Data Analysis Technique 

The K-fold Cross Validation method performed 

in this study is 8 times with K = 2, K = 3, K = 

4, K = 5, K = 6, K = 7, K = 8 and K = 9. As an 

example of the K-fold Cross Validation stage 

with a value of K = 9 can be illustrated as Table 

5 below. 
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Table 5. Illustration of K-Fold Cross 

Validation Stages 
Eksperi

ment 

to- 

Training Data 
Testing 

Data 

1 K2, K3, K4, K5, K6, K7, 

K8, K9 

K1 

2 K1, K3, K4, K5, K6, K7, 

K8, K9 

K2 

3 K1, K2, K4, K5, K6, K7, 

K8, K9 

K3 

4 K1, K2, K3, K5, K6, K7, 

K8, K9 

K4 

5 K1, K2, K3, K4, K6, K7, 

K8, K9 

K5 

6 K1, K2, K3, K4, K5, K7, 

K8, K9 

K6 

7 K1, K2, K3, K4, K5, K6, 

K8, K9 

K7 

8 K1, K2, K3, K4, K5, K6, 

K7, K9 

K8 

9 K1, K2, K3, K4, K5, K6, 

K7, K8 

K9 

 

From Table 5 above, if K=9 the data is divided 

into 9 groups with 8 parts for training data and 

1 part for test data. 

IV. RESULT 

Data Processing Using CART  

At the data processing stage using the CART 

algorithm, researchers began coding the 

algorithm using the python programming 

language as shown in Figure 2 below. 

 

 
Figure 2. Code for reading datasets 

 

Figure 2 is the code to read the csv file that will 

be used as a dataset. In the code above, the 

program will open the fertility.csv file and will 

save it into a df variable that will be used in the 

next process. 

 

 

 
Figure 3. Code for Normalization Min-Max Data 

 

Figure 3 is a code snippet used for data 

normalization. The coding function uses min-

max normalization. 

 

 
Figure 4. Model Building Code 

 

Figure 4 is the code used for the formation of 

classification models using Decision Tree, the 

algorithm used by default is CART. 

 

Accuracy Results Using K-Fold Cross 

Validation 

After the data is processed using the CART 

algorithm, an accuracy calculation is then 

carried out using K-fold Cross Validation 
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[9][10]. The accuracy calculation result is 

considered good or accurate if the accuracy 

result is close to or equal to 1, otherwise the 

algorithm is considered bad or inaccurate if the 

accuracy result is close to zero (0). In this study, 

8 (eight) K-fold Cross Validation processes 

were carried out with K=2, K=3, K=4, K=5, 

K=6, K=7, K=8 and K=9.  

 

To get the accuracy value, the formula is used: 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝐶𝑜𝑟𝑟𝑒𝑠𝑝𝑜𝑛𝑑𝑖𝑛𝑔 𝐷𝑎𝑡𝑎

𝑇𝑜𝑡𝑎𝑙 𝐷𝑎𝑡𝑎
               (1) 

Meanwhile, to get the average accuracy value, 

the formula is used: 

𝐴𝑣𝑒𝑟𝑎𝑔𝑒 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑜𝑡𝑎𝑙 𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦

𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝐼𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛𝑠
         (2) 

V. DISCUSSION  

Based on the calculation results using formulas 

(1) and (2), the average accuracy of the CART 

algorithm using the K-fold Cross Validation 

method is obtained as much as K=2, K=3, K=4, 

K=5, K=6, K=7, K=8 and K=9 for training data. 

The following Table 6 is a comparison of the 

accuracy value of the CART algorithm for 

training data 

 

Table 6. Comparison of Accuracy Value of 

CART Algorithm for Training Data 

Number of K 
Average Accuracy of 

Training Data (%) 

K=2 100.00 

K=3 99.29 

K=4 99.52 

K=5 98.93 

K=6 98.57 

K=7 98.10 

K=8 98.37 

K=9 96.79 

Overall 

Average 
98.70 

Table 6 is a comparison of the average accuracy 

results of the CART algorithm using the K-fold 

Cross Validation method for training data. At 

the value of K=2, the average accuracy value is 

100.00%, for K=3, the average accuracy value 

is 99.29%, for K=4, the average accuracy value 

is 99.52%, for K=5, the average accuracy value 

is 98.93%, for K=6, the average accuracy value 

is 98.57%, for K=7, the average accuracy value 

is 98.10%, while when the value of K=8, the 

average accuracy value is 98.37%, finally, 

when the value of K=9, the average accuracy 

value is 96.79%. Based on these results, the 

performance of the CART algorithm has an 

average accuracy value of 98.70%. While the 

highest average accuracy value is when the 

value of K=2 is 100.00%. 

 
Figure 5. Graph of Average Accuracy of 

Training Data 

 

Figure 5 is a graph of the average accuracy of 

the CART algorithm using the K-fold Cross 

Validation method for training data in units of 

percent, the blue bar graph is the average 

accuracy of training data for each K, while the 

red line graph is the overall average of K-fold 

Cross Validation (K=1 to K=9) with an average 

accuracy value for training data of 98.70%. 

While the average accuracy of the CART 

algorithm using the K-fold Cross Validation 

method of K=2, K=3, K=4, K=5, K=6, K=7, 

K=8 and K=9 for testing data can be seen in 

Table 7 below. 

 

Table 7. Comparison of Accuracy Value of 

CART Algorithm for Testing Data 

Number of K 
Average Accuracy of 

Testing Data (%) 

K=2 80.00 

K=3 79.95 

K=4 72.63 

K=5 84.29 

K=6 82.83 

K=7 82.86 

K=8 84.03 

K=9 82.74 

Overall 

Average 
81.16 

 

 
 
 
  
 

 
 
  
 

 
 
  
 

 
 
  
 

 
 
  
 

 
 
  
 

  
  
 

 
 
  
 

     

     

     

     

     

     

     

     

     

     

     

      

                        

                                     

                                    



ARIF RAHMAN HAKIM / JOURNAL TECH-E - VOL. 7. NO. 1 (2023)  

 

16 

 

Table 7 is a comparison of the average accuracy 

results of the CART algorithm using the K-fold 

Cross Validation method for testing data. At the 

value of K=2, the average accuracy value is 

80.00%, for K=3, the average accuracy value is 

79.95%, for K=4, the average accuracy value is 

72.63%, for K=5, the average accuracy value is 

84.29%, for K=6, the average accuracy value is 

82.83%, for K=7, the average accuracy value is 

82.86%, while when the value of K=8, the 

average accuracy value is 84.03%, finally, 

when the value of K=9, the average accuracy 

value is 82.74%. Based on these results, the 

performance of the CART algorithm has an 

average accuracy value of 81.16%. While the 

highest average accuracy value is when the K=5 

value is 84.29%. 

 
Figure 6. Graph of Average Accuracy of 

Testing Data 

 

Figure 6 is a graph of the average accuracy of 

the CART algorithm using the K-fold Cross 

Validation method for testing data in units of 

percent, the blue bar graph is the average 

accuracy of testing data for each K, while the 

red line graph is the overall average of K-fold 

Cross Validation (K=1 to K=9) with an average 

accuracy value for testing data of 81.16%. 

 

Based on the above discussion, it is evident that 

CART has proven to be a powerful tool for 

nonparametric data analysis and prediction. 

This method can overcome complexity in data 

by dividing variables into mutually exclusive 

subgroups [11]. In addition, CART is a flexible 

and easy-to-interpret method, making it 

suitable for modeling in various fields such as 

health, medicine, finance, and social sciences 

[12]. 

Despite its ability to handle complex data, 

CART has a disadvantage in handling data that 

has many variables, as it can produce trees that 

are very complex and difficult to interpret [13]. 

In addition, CART tends to overfitting the 

training data, especially when the tree grows 

very deep [14]. 

Therefore, to reduce the risk of overfitting, this 

research uses K-Fold Cross Validation in order 

to provide a better estimate of the model's 

performance in various data situations, as it 

involves testing on several different subsets of 

test data. K-Fold Cross Validation is an 

effective method to measure model 

performance without wasting valuable data. It 

helps reduce the risk of overfitting and provides 

a more stable estimate of a model's predictive 

ability [15]. 

 

Model Implementation on Android 

After the research is conducted and the research 

results are obtained in the form of accuracy 

values, the CART algorithm can be used to 

classify male fertility. The following is a 

display of the Android application using a 

machine learning model that has previously 

been formed with the CART algorithm and the 

K-fold Cross Validation method with a value of 

K=5 to classify or predict male fertility. 

 
Figure 7. Splash 

Screen Page 

 

Figure 8. Main 

Menu Page 

 

Figure 7 is a splash screen page that appears 

when the user first opens the application, the 
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splash screen display will appear for a few 

seconds with the words SISUPRI (Sistem 

Informasi Kesuburan Pria / Male Fertility 

Information System) before entering the 

application's home page. After the splash screen 

disappears, the home page will appear as in 

Figure 8. The home page contains four menus 

including the Prediction menu, About Fertility 

menu, About Application menu and Exit menu. 

 

 

Figure 9. Prediction 

Form Page 

 

Figure 10. Prediction 

Results Page 

 

Figure 9 is a display form for predicting male 

fertility (fertility) which consists of several 

attributes that must be filled in, including 

season, age, hereditary diseases, accidents or 

severe trauma, surgical interventions, fever in 

the last year, frequency of alcohol consumption, 

smoking habits and duration of sitting per day. 

Based on the data covered by the user, the 

system will display the prediction of male 

fertility (fertility) based on the calculation of 

the CART algorithm as shown in Figure 10. 

 
Figure 11. About Fertility Page 

 

Figure 11 is an explanation page about the 

definition of fertility in men. 

 

Figure 12. Factors 

affecting fertility 

page 

 

Figure 13. How to 

increase fertility page 

 

Figure 12 is a page explaining the factors that 

affect male fertility, while Figure 13 contains an 

explanation of ways to improve male fertility. 

 



ARIF RAHMAN HAKIM / JOURNAL TECH-E - VOL. 7. NO. 1 (2023)  

 

18 

 

 
Figure 14. About Application Page 

 

Figure 14 is a page about the application that 

contains an explanation of the creation of the 

application, the source of the dataset, the 

algorithm used and the accuracy results 

obtained. 

 

 

Figure 15. App exit 

pop up page 

 
Figure 16. Splash 

Screen Page When 

Exiting the App 

 

Figure 15 is a pop up page that displays a 

question if the user wants to close the SISUPRI 

application. While Figure 16 is a splash screen 

page when the user chooses to close / exit the 

application. 

 

VI. CONCLUSION  

Based on the discussion described above, it can 

be concluded that the performance of the CART 

algorithm using the K-fold Cross Validation 

test method with the value of K=2, K=3, K=4, 

K=5, K=6, K=7, K=8 and K=9 obtained the 

best accuracy value at the value of K=5 with an 

average accuracy value for training data of 

98.93% and an average accuracy value for 

testing data of 84.29%. The overall average of 

K-fold Cross Validation (K=2 to K=9) obtained 

an average accuracy value for training data of 

98.70% and for testing data obtained an average 

accuracy value of 81.16%. CART algorithm has 

been able to classify the level of fertility in men 

and can be implemented through android 

applications. 
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