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BACKGROUND AND MOTIVATION

» Autonomous systems are increasingly prevalent in logistics, offering benefits » New methods of artificial intelligence (Al) are seen as a solution, but:
such as flexibility, adaptability, robustness, and sustainability [1] [2] » Example autonomous mobile robots (AMR): current approaches of deep

» Challenges of the paradigm shift from centralized organizations towards reinforcement learning in robotics are far from being able to train robots that
autonomous systems: can handle the complexity of environments in the real world [4]
» Development of truly autonomous systems [3] » The alignment problem in Al needs to be addressed [5]

» Requirement of new methods and concepts to find overall system behavior [1]

RESEARCH QUESTION 1

» How does a concept emerge that enables the development and operation of truly autonomous systems based on methods of Al?

DIGITAL CONTINUA Physical reality Digital reality

Data

Sensor

» ... arise when physical and digital reality combine to form a self-optimizing control
loop of Al and interact with each other.

» ... accelerate planning, development and implementation processes.

» ... blur planning and execution phases.

» ... lead to highly adaptive systems that adapt resiliently to changing requirements.

Training and test in
simulation
environments

Runtime

Deployment Digital Twin

RESEARCH QUESTION 2

» How can the required great variety of learning environments for autonomous behavior in intralogistics be generated automatically?

REQUIREMENTS FOR A GENERATION APPROACH GENERATION APPROACH
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D. Generate a variety of randomized simulation models as learning and test environments with the following attributes l

Technical requirements
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Decentralized decision making Location and size of functional areas

Actions
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