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ABSTRACT: CFD models (turbulent models and interfacial forces) incorporated with the population balance model (PBM) have
been validated, azimuthally, with the gamma-ray-computed tomography (CT) results to address the effect of the presence of
internals with different arrangements and diameters. The superficial gas velocity applied was varied from 0.05 to 0.45 m/s. The
results exhibit the capability to predict the hydrodynamics of the bubble column, further incorporating the population balance model
and promoting the prediction of simulation in high superficial gas velocity. The effect of internals revealed that the gas holdup was
significantly enhanced in the bubble column’s wall region, while the gas holdup was increased remarkably in the center and the wall
regions of the bubble column equipped by internals of 1 in. diameter more than in internals of 0.5 in. However, internals with a
hexagonal arrangement increase the gas holdup in the central region and less in the wall than in the circular arrangement.

1. INTRODUCTION
Bubble column reactors with and without internals have been
utilized widely in different fields such as chemical, petrochem-
ical, wastewater treatment, bioprocess, and metallurgical
industries because of their high mass and heat transfer
coefficients, good mixing and thermal control, low cost, no
movable parts, and high conversion.1−5 The intensity of internal
tubes for heat exchanging varies from low intensity (methanol
synthesis of 5% coverage of cross-sectional area) to high
intensity (Fischer−Tropsch synthesis of about 25% coverage of
cross-sectional area) based on the heat of reaction of the system
for either exothermic or endothermic. In spite of the competitive
features, the disadvantages of bubble column reactors are
difficult to design due to the interaction between the phases,
back-mixing, and the liquid circulation.6−10 Hence, numerous
studies to investigate the effects of the physical properties of gas
and liquid phases, the presence of internals, column dimensions,
and the sparger design have been conducted either exper-
imentally2,5,9,11−15 or theoretically10,16−24 to improve the
column reactor performance, design, and scale-up. Furthermore,
the experimental work has provided valuable benchmark data to

validate computational fluid dynamics (CFD) models and
simulation.

Recently, CFD simulations have been used widely in industry
and research to investigate the hydrodynamics of bubble
columns to improve the operation analysis, design, and scale-
up. Therefore, CFD simulation substituted full-scale exper-
imentations in the bubble column, which are expensive. Hence,
validating CFD models is essential for studying bubble columns
and gas−liquid systems to consider a more cost-effective
approach.25

Two approaches of Eulerian−Lagrangian,26−28 and Eulerian−
Eulerian29−33 approaches have been employed for the CFD
simulations of bubble columns or gas−liquid flow systems. In
the Eulerian−Lagrangian model, the continuous phase is
described by a Eulerian representation. In contrast, the dispersed
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phase is treated as discrete bubbles. Each bubble is tracked by
solving the equations of motion for individual bubbles, which
requires tracking the dynamics of each bubble. Therefore, it is
usually applied to cases with low superficial gas velocity due to
computer limitations. The Eulerian−Eulerian model treats
dispersed (gas bubbles) and continuous (liquid) phases as an
interpenetrating continuum and describes the motion of gas and
liquid phases in an Eulerian frame of reference. The Eulerian−
Eulerian method is often used for gas−liquid bubble column
systems because memory storage requirements and computer
power demand depend only on the number of computational
cells considered instead of the number of bubbles. Therefore,
the Eulerian−Eulerian approach has been used to simulate the
hydrodynamics of bubble columns in a wide range of superficial
gas velocities and large scales.32 However, another approach of
the volume of fluid (VOF) solves the instantaneous Navier−
Stokes equations to obtain the gas and liquid flow fields with an
extremely high spatial resolution. The evaluation of the gas−
liquid interface is tracked using a volume-tracking scheme. Thus,
the VOF method is limited to a small number of bubbles, less
than 10 bubbles in the flow field. Therefore, this approach has
not been implemented on the full scale of a bubble column.

Accordingly, in this work, the Eulerian−Eulerian approach
has been used to simulate bubble columns with and without
internals. While many studies reported in the literature on
developing and implementing CFD on bubble columns without
internals have been reported, very limited studies on the effect of
internals on the hydrodynamics of bubble columns have been
reported using CFD. Moreover, these reported CFD simulations
for bubble columns with internals have not been validated due to
the lack of experimental data in bubble columns with intense
internals. The following is a summary of these studies.

Larachi et al.34 simulated, for the first time, the impacts of
liquid circulation in the bubble column in the presence of
internals using two-fluid Euler approach continuum transient
three-dimensional (3D) simulations. Bubble columns with five
internal configurations, which covers 2 and 16.2% of the cross-
sectional area of the bubble and without internals, were
simulated and performed at a superficial gas velocity of Ug =
0.12 m/s. The simulation results of the bubble column without
internals were validated with the experimental results reported
by Sanyal et al.31 using the radioactive particle tracking (RPT)
for liquid velocity measurements and computerized gamma-ray
tomography (CT) for gas holdup measurements. However, the
CFD results with internals were not validated due to a lack of
experimental data at the time of this study. Such results revealed
that the presence of internals has noticeable impacts on column
hydrodynamics. Subsequently, Guo and Chen35 have inves-
tigated the impacts of vertical internals with circular
configuration on the hydrodynamics of the bubble column.
They used the Eulerian two-fluid model coupled with a
population balance model (TFM-PBM) and applied interfacial
forces, including drag force, lift force, and wall lubrication force.
Results of the local gas holdup were validated with the
benchmark experimental data of Kagumba and Al-Dahhan.36

They investigated the effects of internals with different sizes and
two configurations (hexagonal and circular) of internals on the
bubble dynamics using an advanced four-point optical fiber
probe. However, the numerical data revealed that the radial wall
lubrication force greatly affects the radial distribution of the
time-averaged gas holdup, especially in the internals affecting
regions. When the internals were present, the turbulent
dissipation rates increased significantly in the gaps between

the internal walls and more bubbles with smaller bubble sizes
were predicted in the bubble column. Meanwhile, the gas
holdup increased with dense internal insertion, especially in r/R
equal to 0.6−0.9 region. The internals and the configurations
influence the overall liquid circulation.

Guan and Yang37 studied the influence of the interfacial
forces, including drag force, lift force, turbulent dispersion force,
and wall force on the hydrodynamics in pilot-scale bubble
columns with internals, which covers 5% of the cross-sectional
area of the bubble column with a hexagonal configuration. The
numerical results of the local gas holdup and the axial liquid
velocity were validated against the experimental data reported by
Yu et al.38 The CFD results revealed that the lift force, turbulent
dispersion force, and wall force are optional interfacial forces in
the simulation of the bubble column without internals. In
contrast, in the simulation case of the bubble column with
internals, the interfacial forces are significant to properly predict
flow characteristics. Furthermore, despite the insignificant effect
on gas holdup, the presence of internals enhances large-scale
liquid circulation due to the remarkable decrease in turbulent
viscosity. Bhusare et al.21 performed a numerical simulation for
bubble columns with and without internals by using the
OpenFOAM CFD tool to study the capability of the
OpenFOAM CFD tool to simulate the bubble column and to
address the effect of the presence of internals on the
hydrodynamics of the bubble column. The OpenFOAM CFD
tool results have been validated locally with the experimental
results of gas holdup and axial liquid velocity. However, the
obtained results show that the OpenFOAM simulations agree
with the experimental data. In addition, it is observed that the
overall flow pattern in the column remains unaffected by the
internals, which covers 9−23% of the column’s cross-sectional
area. With increasing the number of internals, the averaged gas
holdup was increased and the axial liquid velocity was decreased,
which is attributed to reducing the fluctuations in the column
with internals compared to that of the column without internals.

Recently, Agahzamin and Pakzad39 investigated the effects of
internals, covering 21.5% of the total cross-sectional area of the
bubble column, on the hydrodynamics of the bubble column by
utilizing the Eulerian−Eulerian model incorporated with
population balance model (PBM) and interfacial forces
including the lift force and wall force. Validating the interfacial
forces and the simulation code was executed by comparing the
local gas holdup of the numerical results with the experimental
data of Youssef.40 The results reported that the simulation
model would agree with the experimental data by choosing the
appropriate interfacial forces.

Accordingly, in this study, the interfacial forces that
embedded the drag, lift, wall lubrication, and turbulent
dispersion (using different models) have been evaluated to
simulate the bubble column with internals and without internals
(25% of cross-sectional area covering) using CFD with the
Eulerian−Eulerian approach. The CFD simulations have been
validated with the experimental data reported by Al Mesfer et
al.41 and Sultan et al.3,4 that were conducted in a bubble column
with and without internals by using the gamma-ray computed
tomography (CT) technique. Meanwhile, the renormalization
group RNG (k − ε) turbulence model has been used. The effects
of internals using different configurations and diameters of the
tube on the gas holdup profiles have been simulated by using the
3D CFD simulation. The Eulerian−Eulerian approach coupled
with population bubble model (PBM) has been utilized.
Therefore, this work has been accomplished through three
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steps: (1) investigating the sensitivity of the numerical solution
regarding the grid size effect, the time-collection effect, and the
time steady-state effect; (2) validation of the interfacial forces
and the turbulence models; and (3) investigating the effects of
the presence of internals, the configurations of internals, and the
size of the internal rod on the local gas holdup. The 3D CFD
simulation has been performed on the same experimental setup
used by Al Mesfer et al.41 and Sultan et al.3,4 with the Eulerian−
Eulerian approach coupled with the population balance model
(PBM).
1.1. Governing Equations of the Eulerian−Eulerian

Approach. As mentioned earlier, in this work, the Eulerian−
Eulerian approach was used for the 3D CFD simulations. The
Eulerian modeling framework is based on ensemble-averaged
mass and momentum transport equations governing each
phase.42 The continuous phase in the approach is the liquid
phase (q = L) and the gas phase (bubble) as the disperse phase
(q = G).

The continuity equation for a flow with equally sized bubbles
of diameter dB, without mass transfer between the phases, can be
written as shown in eq 1

u
t

( )
( ) 0

q q
q q q+ =

(1)

The momentum equation for the momentum conservation in
the control volume of multiphase flows is described by Navier−
Stokes as shown in eq 2

ß ßÖ́ÖÖÖÖÖÖ ÆÖÖÖÖÖÖÖ Ö́ÖÖÖÖÖÖÖÖ ÆÖÖÖÖÖÖÖÖÖ

u u u
t

p g F

( ) ( )

I

( )

II III IV

q q q q q q q

q q q q q q

+ ·

= + · + +

(2)

The terms I, II, III, and IV on the right-hand side of eq 2 are
the pressure gradient (∇p), the stress tensor (τq), the
gravitational force (g⃗), and the interfacial forces (Fpq),
respectively, which describe all forces that are acting on the
phase in the control q volume. The stress tensor τq for the q
phase is shown in eq 3 (term II of eq 2), where μeff is the effective
viscosity. However, μeff,L is the effective viscosity for the liquid
phase, which is a result of three contributions as given in eq 4:
μL,L, μT,L, and μB,L represent the molecular viscosity, the shear-
induced turbulence viscosity, and the bubble-induced turbu-
lence viscosity, respectively. Sato et al.43 proposed an exertion
for the viscosity due to the turbulence induced by the movement
of the bubbles as shown in eq 5, where the Cμ,B is a constant
model equal to 0.6 as reported in previous studies.44,45 The
effective gas viscosity μeff,G depends on the effective liquid
viscosity and can be expressed as given in eq 6

u u uI( )
2
3

( )q q q q qeff,
T= + ·i

k
jjj y

{
zzz (3)

eff,L L,L T,L B,L= + + (4)

u uC dB,L L ,B G B G L= | | (5)

eff,G
G

L
eff,L=

(6)

1.2. Turbulence Closure Models. Although the two-
equation models like the k − ε model suffer from the assumption
of isotropic eddy viscosity, they still score over the high-fidelity

models like the Reynolds stress model, as they are simple and
less computationally demanding. For gas−liquid systems, the
mixture k − ε model46,47 proves to be more reliable for a wide
range of dispersed phase fractions when compared to earlier
works that considered only the turbulent kinetic energy in the
continuous phase. As k − ε is employed for turbulence
modeling, the turbulent eddy viscosity is calculated using the k
− ε turbulence model, where k represents the turbulent kinetic
energy and ε is its dissipation rate in the liquid phase. k and ε
determine the energy in turbulence and the scale of the
turbulence, respectively. The turbulent eddy viscosity, μT,L, the
turbulent kinetic energy, k, and the energy dissipation rate, ε, can
be expressed by the following equations48

C k
T,L L

2
=

(7)
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k

t
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i
k
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y
{
zzzzz

(9)

The standard model constants are Cε1 = 1.44, Cε2 = 1.92, Cμ =
0.09, σk = 1, and σε = 1.3. The term G in eqs 8 and 9 is the
production of the turbulent kinetic energy, which is described by

G v v v( ( ) ):tk,L ,L L L
T

L= + (10)

1.3. Interfacial Forces (Momentum Transfer). Interfacial
forces, the momentum transfer between the dispersion phase
(bubbles) and the continuous phase (liquid), are essential to
modeling the gas−liquid flows due to significantly administrat-
ing the distribution of gas and liquid phases in the flow volume.
The fourth term (Fpq) on the right-hand side (RSH) of the
momentum eq 2 represents the interfacial forces that include the
drag force (Fdrag), lift force (Flift), wall lubrication force
(Fwall lub.), turbulent dispersion force (Fturbulent dis.), and virtual
force (Fvirtual) as shown in eq 1149

F F F F F Fq drag lift turbulent dis. wall lub. virtual= + + + + (11)

1.3.1. Drag Models. The drag force is the resistance
experienced by a bubble moving within the continuous phase
due to the shear stress and the pressure distribution around the
moving bubble surface; thus, it is the main reason to deform the
bubble shape.49,50 Hence, eq 12 has been formulated to calculate
the drag force, where CD is the drag coefficient that is a function
of the bubble’s Reynolds number CD(ReB), known as the drag
curve, which can be correlated for individual bubbles for
different flow regions based on the ReB as given in eq 13

u u u uF
C
d

3
4

( )drag G L
D

B
G L G L= | |

(12)

u u
Re

d ( )
B

L B G L

L

=
(13)
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In this work, different modeling formulations to calculate the
drag coefficient (CD) have been applied like Grace et al.,51

Tomiyama,52 Morsi and Alexander,53 and Schiller and
Naumann.54 These are discussed below.

1.3.1.1. Grace et al.51 Model. The Grace et al.51 model
classified the calculation of the drag coefficient based on the
shape of a bubble that is related to the flow regime. Therefore,
the Grace et al.51 model properly represents the gas−liquid
system flow through three drag coefficients CDdsphere

, CDdcap
, and

CDdellipse
, which represent the bubbly, transition, and churn

turbulent flow regimes, respectively

C C C Cmax(min( , ), )D D D Dellipse cap sphere
= (14)

C
Re Re

Re Re

24/ 0.01

24(1 0.15 ) 0.01
D

B B

B
0.687

B
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=
<

+

l
m
ooo
n
ooo (15)

C
8
3cap =

(16)

C
gd
U

4
3

( )

t
ellipse

B
2

L G

L

=
(17)

Ut is the terminal velocity of the bubble that was correlated as in
eq 18

U
d

M J( 0.857)t o
L

L B

0.149=
(18)

Mo is the Morton number given by eq 19, and J is given by the
piecewise function as in eq 20

M
g( )
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Eo is the Eötvös number, which is expressed as follows

E
g d( )

o
L G B

2

=

1.3.1.2. Tomiyama52 Model. Tomiyama52 developed a drag
coefficient model, which considers the fluid properties, as given
in eq 23, and hence, the degree of contamination of the
continuing phase was taken into account

C
Re

Re
Re
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E
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24
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72
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3 4D

0.687 o
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= +

+
i
k
jjjjj

i
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jjj y

{
zzz

y
{
zzzzz
(22)

1.3.1.3. Morsi−Alexander53 Model. The Morsi and
Alexander53 model calculates the drag coefficient CD by the
given eq 23, while ReB is the bubble’s Reynolds number as
defined by eq 13 and the constants ai are coefficients that are
calculated based on the Reynolds number, with more details
being found in Fluent48

C a
a

Re
a

ReD 1
2

B

3

B
2= + +

(23)

1.3.1.4. Schiller and Naumann54 Model. The Schiller and
Naumann54 model is given in eq 24

C
Re Re Re

Re

24(0.15 )/ 1000

0.44 1000
D

B
0.687

B B

B

=
l
mooo
n
ooo (24)

1.3.2. Lift Models. The lift force is a lateral force that a bubble
experiences and is perpendicular to the direction of the bubble’s
motion due to the horizontal velocity gradient; thereby, the lift
force has been correlated with the local liquid velocity and the
slip velocity as shown in eq 25

u u uF C ( ) ( )lift l L G L G L= × × (25)

According to Bothe et al.55 and Lucas et al.,56 they suggested
that the lift force is sensitive to the bubble size. Therefore, the
small bubble size is driven by positive lift forces, whereas the
large bubble size is driven by a negative lift force in the opposite
direction, and hence, it migrates toward the center region of the
bubble column. Meanwhile, Tomiyama52 quantified and
classified the small bubble size and large bubble size by dB ≤
5.8 mm and dB ≥ 5.8 mm, respectively. Therefore, the lift force
significantly affects the radial profiles of the gas holdup and,
hence, the liquid velocity.

1.3.3. Wall Lubrication Models. The wall lubrication force is
a force that is responsible for pushing the bubbles away from the
vicinity of the wall area and generated as a result of the surface
tension of bubbles, which in turn reduce the gas holdup in the
wall area.57 However, the general model for the wall lubrication
force is given in eq 26

1u u nF C ( )G L Gwall lub W L
2

W= | ||| (26)

where |(uL − uG)|| | is the phase relative velocity component
tangential to the wall surface, and n⇀W is the unit normal
pointing away from the wall. There are different models to assess
the wall lubrication coefficient CW.

1.3.3.1. Antal et al.58 Model. Antal et al.58 proposed a model
given in eq 27 to compute the wall lubrication coefficient CW,C

C
d

C
y

max 0W
W1

B

W2

W+=
i
k
jjjjjj

y
{
zzzzzz (27)

where CW1 = −0.01 and CW1 = 0.05 are the nondimensional
coefficient, dB is the bubble diameter, and yW is the distance to
the nearest wall. Noting, Cw has a nonzero value only within a
thin layer adjacent to the wall that satisfies yW ≤ − (CW2/CW1)dB.

1.3.3.2. Tomiyama52 Model. Tomiyama52 has modified the
wall lubrication coefficient formulated by Antal et al.58 based on
the data obtained from experiments with the flow of air bubbles
in glycerin in a pipe. Tomiyama model, as given in eq 28,
considers the bubble column diameter and the fluid properties.
Although this model is superior to Antal’s model, it is restricted
to the flow in column geometries because of the dependence on
the column diameter D59

C C
d

y D y2
1 1

( )W o
B

W
2

W
2=

i

k
jjjjjj

y

{
zzzzzz (28)

where D is the column diameter, and Co is a coefficient that
depends on the Eötvös number Eo as given in eq 29
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1.3.3.3. Frank et al.59 Model. Frank et al.59 proposed a model
that calculates the wall lubrication coefficient independently of
the column diameter, as given in eq 30, in contrast to the
Tomiyama52 model,C C

C
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y y C d
max 0

1 1 /
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i

k
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y

{
zzzzzz (30)

where Co is determined as in eq 29, CWd is the damping
coefficient, by default CWd = 6.8, which determines the relative
magnitude of the force, m is the constant of the power law, m =
1.5 and 2, and CWC is the cutoff coefficient that determines the
distance to the wall within which the force is active.48

1.3.4. Turbulent Dispersion Models. Turbulent dispersion
force is a turbulent interphase transfer, which induces turbulent
diffusion in the dispersed phase (the gas phase in this study).
Hence, it is taken as a function of the turbulent kinetic energy in
the continuous phase (the liquid phase in this study).49,57 The
general formula is given in eq 31

uF F f K drT,L T,G T,limiting GL= = (31)

where FT,L and, FT,G are the turbulent dispersion of the liquid
phase and the gas phase, respectively, f T,limiting is a factor that can
be used to impose a limiting function on the turbulent dispersion
force, KGL is the exchange coefficient (KGL = ρG fdBaG/6τG), and
udr is the drift velocity that accounts for the dispersion of the gas
phase due to transport by turbulent fluid motion.

1.3.4.1. Simonin60 Model. Simonin and Viollet60 formulated
a new model to calculate the turbulent dispersion force as given
in eq 32

D
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where CTD and σGL are the user-modifiable constants that are set
to 1 and 0.75 by default, respectively, and DTdGL

is the fluid-
particulate dispersion tensor.

1.3.4.2. Burns et al.61 Model. Burns et al.61 derived a model
based on the Favre averaging of the drag term. The final
expression is similar to that of Simonin’s model. For the Burns et
al.61 model, the dispersion scalar is estimated by the turbulent
viscosity of the continuous phase as shown in eq 33

D D D /L G T TL TGGL
= = = (33)
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Here, CTD = 1 and σGL = 0.9 by default.
1.4. Population BalanceModel (PBM).According to what

was mentioned, the interfacial forces and the turbulent model
depend on the bubble diameter. Hence, an assumption that the
bubbles have one diameter, in turn, significantly influences the
simulation results of the momentum transfer between two
phases, particularly the simulation in the transition and the

churn turbulent flow regimes, where the bubbles exist in a wide
spectrum of bubble sizes.6,36,62 Therefore, since bubble breakup
and coalescence exist in bubble columns within the transition
and churn turbulent heterogeneous flow regimes, the range of
bubble diameter should be considered in the simulation. The
usual approach is to use population balance models that describe
the variation in a given population property over space and time
in a velocity field. In bubble column modeling, population
balance models are applied to determine the bubble size
distribution over space and time and how this distribution
develops due to the breakup and coalescence processes. The
general form of the PBM equation for the gas−liquid can be
expressed in eq 35

ß
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(35)

where the bracketed terms represent time variation (I) and
convection (II), while term (III) is the net source or sink term of
the i-th bubble group generated by bubble coalescence and
breakup as expressed in eq 36

S B D B DB i i i ic, c, b, b,= + (36)

Here, Bc,i, Dc,i, Bb,i, and Db,i are the source terms of birth due to
coalescence, death due to coalescence, birth due to breakage,
and death due to breakup, respectively. The population balance
equation (PBE) can be solved by different methods, such as the
discrete method, the standard method of moments (SMMs), the
quadrature method of moments (QMOMs), etc. It is based on
the continuous particle size distribution with a set of discrete size
classes, and a pivot size represents each class xi, showing the
outstanding characteristics of robust numeric and directly giving
the particle size distribution (PSD). Equation 35 is integrated
over each size interval [vi, vi+1], resulting in eq 37
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The population in a representative volume xi has a fraction of
bubbles born in the size range (xi, xi+1) or (xi−1, xi). For bubbles
born in the size range (xi, xi+1), bubbles with a percentage of
λ1(v, xi) are assigned to xi, and for those born in the range (xi−1,
xi), bubbles with a percentage of λ2(v, xi+1) are assigned to xi+1.
The values of λ1(v, xi) and λ2(v, xi) are given by the following
equations

v x x v x x v( , ) ( , )i i i i1 2 1 1+ =+ + (38)

v x v x( , ) ( , ) 1i i1 2 1+ =+ (39)

After all terms in eq 37 are reconstructed, the final discrete
PBM is expressed in eq 40
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Here, the breakup rate b(v) proposed by Luo and Svendsen63

and the aggregation rate ai,j of Luo64 are used. The formulas are
described briefly as follows
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f is the volume fraction of one daughter bubble, and ξ is the ratio
of the eddy size to the parent bubble. The bubbles with different
sizes are classified into 10 groups for the churn turbulent flow
regime simulation and four groups for the bubbly flow regime.

2. NUMERICAL DETAILS
The numerical solutions have been accomplished using
commercial computational fluid dynamics code FLUENT
(Ansys-15). Pressure-outlet boundary conditions are used for

Figure 1.Grid used in CFD simulations: (a) bubble column without internals, (b) bubble column with internals of hexagonal arrangement, (c) bubble
column with internals of circular 0.5 in. arrangement, and (d) bubble column with internals of circular 1 in. arrangement.
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the outlet surface of the bubble column (with and without
internals), while the velocity condition has been applied for the
inlet surface of the bubble column with a gas volume fraction
equal to 1 due to the liquid phase in the bubble column of this
study operating in batch mode. The no-slip boundary conditions
are adapted along the walls, including the bubble column wall
and the outside surface of internals. It is worth mentioning that
the bubble column simulations during high superficial gas
velocities (Ug = 0.2 and 0.45 m/s) encounter serious numerical
problems. The dynamic liquid level was spilled out from the
bubble column due to the large gas volume fraction gradient in
the dynamic liquid level, where the same phenomenon was
observed by Liang et al.65 Thereby, a user-defined function
(UDF) was implemented to increase the superficial gas velocity
slowly and linearly with the simulation time to avoid the gas
volume fraction from increasing rapidly. This (UDF) is
inactivated when the superficial gas velocity reaches the needed
velocity (0.2 or 0.45 m/s). The SIMPLE scheme has been used
to solve the pressure−velocity coupling, while the second
upwind scheme is used to solve the momentum and volume
fraction equations. However, the type of grid used for the bubble
column with and without internals is a hexahedral grid
throughout the bubble column with internals, as shown in
Figure 1. The numbers of the final grid for the bubble with and
without internals are 694,930 and 430,331 cells, respectively.
Furthermore, due to the simulation, which has been conducted
using the Eulerian−Eulerian approach, demarcating the
magnitude of the time step is essential to prevent encountering
some stability or convergence problems in the numerical
solution. Therefore, the Courant−Friederichs−Levy (CFL)
condition, as given in eq 45, was applied to calculate the time
step

C
u t

y
0.125y=

(45)

where C, uy, Δy, and Δt are the Courant number, superficial gas
velocity in a y-axial direction (m/s), cell size in a y-axial direction
(m), and time step (s), respectively. Hence, the time step was
varied according to the superficial gas velocity. However, in this
study, the time step of 0.001 (s) has been used for all CFD
simulations.

3. EXPERIMENT SETUP FOR CFD VALIDATION
The bubble column with and without internals that is simulated
in this work by CFD with the earlier listed models and closures is
1.83 m in height and 0.14 m in inner diameter. Three
arrangement types of internals have been used to simulate the
internal effect, hexagonal arrangement, circular arrangement of
0.5 in. tube diameter, and circular arrangement of 1 in. tube
diameter as illustrated in Figure 1b−d, respectively. More details
about the bubble column and the internal arrangements were
explained in Sultan et al.66,67 and Al Mesfer et al.41 The
superficial gas velocity was calculated based on the free cross-
sectional area (CSA) for the flow column, which varied from
0.05 to 0.45 m/s. Therefore, the initial liquid level was adjusted,
with a simulation time of 0.0 (s) for each superficial gas velocity
used to maintain the dynamic liquid level at the desired height.

Al Mesfer et al.41 investigated the impact of the internals on
the gas holdup profiles using the CT technique. The gas holdup
measurements were conducted at level L/D = 5.2. The data
processing of the scan cross section was divided into 80 × 80
pixels. Therefore, the measured gas holdup profiles are exhibited
using two methods local profile (lines A−A and B−B as shown
in Figure 2)41 and lines averaged of the horizontal pixels and the

Figure 2. Imposing the bubble column with internals on 80 × 80 pixels used for CT image reconstruction (for clarity, it is plotted as 40 × 40 pixels
where each pixel contains two pixels). The horizontal line (A−A) and vertical line (B−B) present the local gas holdup. Figure adapted from ref 41
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vertical pixels (the green lines in Figure 2). According to Al
Mesfer et al.,41 results of these different methods of the gas
holdup representation exhibited a significant difference in the
gas holdup profiles for the same operating conditions. Thereby,
Sultan et al.66−6768 suggested that demonstrating the azimu-
thally time-averaged cross-sectional gas holdup distribution
would provide quantifiable and easy-to-understand results.

Furthermore, to determine the azimuthally averaged profiles,
a method was developed by Sultan et al.69 to divide the CT
reconstructed image (80 × 80 pixels) in half (left and right of 40
× 40 pixels) and then averaged them separately to achieve a
clearer representation of the results. Therefore, the CFD
simulation data obtained in this study have been extracted and
processed using the same method of azimuthally time averaging.
Finally, the results have been directly compared with the
experimental results to properly assess the CFD simulation
validation.

4. RESULTS AND DISCUSSION
4.1. Numerical Simulation Sensitivity. The grid size is a

critical factor in solving the governing equations of CFD
simulation. A well-orthogonal grid influences the numerical
solution regarding the instability and lack of convergence.49

Therefore, testing five different grid sizes so that their
specifications are listed in Table 1 has been accomplished as a

first step. Figure 3 illustrates the effect of the grid size on the
azimuthally time-averaged cross-sectional gas holdup distribu-
tion that was obtained at L/D = 5.2. The variation in the
azimuthally time-averaged cross-sectional gas holdup is affected
by the grid size and is demarcated by calculating the average
absolute relative difference (AARD) compared to the
experimental results, as given in eq 46

N
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1

N

i
i i

i

1
,experiment ,grid

,experiment
=

=

(46)

Thereby, the variations in the AARD between the experiment
data of Al Mesfer et al.41 and the five sizes of grid types A, B, C,
D, and E are 30.2, 19.5, 20.3, 19.9, and 20.1%, respectively.
Accordingly, the average absolute relative difference (AARD) of
the grid types (B−E) is insignificant. Therefore, type B has been
utilized in all of the simulations for the validation and internal
effect study.

As long as the numerical simulation for the multiphase flow in
the bubble column has utilized the Eulerian−Eulerian approach,
solving the governing equations in time-dependent is essential to
avoid the instability and the divergence. Consequently,
demarcating the steady-state or the pseudo-steady-state
condition of the system is important to start the time-averaged
solution. Figure 4 illustrates the area-weighted average of the
local gas holdup in the central region and at L/D = 5.2 as a
function of time. As shown in Figure 4, the time average of the
local gas holdup no longer significantly varies with time after 30,

60, and 100 (s) for the superficial gas velocity of 0.05, 0.2, and
0.45 m/s, respectively. The difference in the time needed to
reach the steady state for each superficial gas velocity used was
attributed to the use of the (UDF) for the high superficial gas
velocity (0.2 and 0.45 m/s), and hence, the numerical solution
keeps unsteady until the (UDF) reaches the needed superficial
gas velocity value. Therefore, it can be concluded that after the
initial transition of about 30, 60, and 100 (s) for superficial gas
velocities of 0.05, 0.2, and 0.45 m/s, respectively, the pseudo-
steady-state condition has been established.

The flow in the bubble column is classified as chaotic.9,70,71

Hence, the numerical results have been exhibited in the time-
averaged sense, which were extracted after 30, 60, and 100 (s)
for the superficial gas velocities 0.05, 0.2, and 0.45 m/s,
respectively, after the start of the simulation. Accordingly, in this
study, the time needed to collect data in a time-averaged sense
has been defined as duration-time-averaged. The effect of the
duration-time-averaged gas holdup distribution is worth
considering. Figure 5 shows the time-averaged cross-sectional
gas holdup distribution for different duration-time-averaged for
the simulation of the bubble column without internals at Ug = 0.2
m/s. The variation in the duration-time-averaged exhibits a
slight effect on the time-averaged gas holdup distribution, where
the (AARD) varied in a range (1.02−2.9)%, which is attributed
to avoiding the unsteady-state time zone. However, in this work,
a duration-time-averaged of 60 (s) has been used.
4.2. Assessing the Validation of the Interfacial Forces

and the Population Bubble Model (PBM). The gas holdup
distribution is a key parameter in the bubble column reactors,
where the radial variation in the gas holdup leads to the liquid
circulation, which results in demonstrating the mixing rate and
the heat and mass transfer.12,65,72 Thereby, a gas holdup was
used to validate the simulation results of this study.

4.2.1. Drag Force. The drag force, among all of the interfacial
forces, dominants the prediction of the hydrodynamics in the
bubble column,73,74 and if appropriately validated, the entire
interfacial forces would be validated correctly. The effect of
different models of the drag force on the prediction of the time-
averaged gas holdup distribution and its comparison with the
experimental results of Al Mesfer et al.41 at the gas velocity Ug =
0.08 m/s based on the free cross-sectional area for flow is
illustrated in Figures 6 and 7. The simulation results in Figure 6
show that the azimuthally time-averaged gas holdup radial
profiles for all different models exhibit a semiflat distribution,
which is attributed to the drag force being the only interfacial
force used in Figure 6, particularly in the wall region (r/R =
0.66−1). The average absolute relative difference (AARD)
between the model predictions of Grace et al.,51 Tomiyama,52

Morsi and Alexander,53 and Schiller and Naumann54 and the
experimental results are 20.8, 18, 30.4, and 28.2%, respectively.
The Grace et al.51 and Tomiyama52 models give the closest
prediction for the experimental results despite the fact that the
predictions do not follow the trend of the experimental radial
profile. Hence, these models are used for the next steps of
validation. Furthermore, the CFD images of the same scale as
CT images for the time-averaged cross-sectional gas holdup
distribution at H/D = 5.2 are illustrated in Figure 7. These
results depict significant differences in the prediction of gas-
phase holdup distribution with the experimental results. This is
due to using only the drag force, which is not adequate for
simulating the hydrodynamics in the bubble column, partic-
ularly in the wall region.

Table 1. Grid Size Specifications

type dimensions type no. of cells

A Δy = 0.01 Sweep/O-grid 47,223
B Δy = 0.0067 Sweep/O-grid 167,300
C Δy = 0.005 Sweep/O-grid 430,331
D Δy = 0.004 Sweep/O-grid 880,992
E Δy = 0.0033 Sweep/O-grid 1,569,683
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Figure 3. Effect of the grid size (types A, B, C, D, and E) on the azimuthally averaged gas holdup profiles in comparison with the experimental results for
Ug = 0.05 m/s.

Figure 4. Variation of area-weighted averages of the local gas holdup with time in the bubble column without internals.
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4.2.2. Wall Lubrication. In this part, the drag force, Grace et
al.51 and Tomiyama52 models, was combined with the wall
lubrication force to assess the validation of the wall forces using
three models, which are Antal et al.,58 Tomiyama,52 and Frank et
al.,59 with the default set of coefficient values that are given in eqs
27−30. The simulation results with all wall lubrication models
evaluated are shown in Figure 8 to illustrate the effect of the wall
lubrication force and the model used on the azimuthally time-
averaged gas holdup radial profile. As shown in Figure 8, the
impact of the wall lubrication with different models is significant
in enhancing the drag force performance and the prediction of
the wall region. The prediction of the wall of this region was not
satisfying due to using a constant bubble size dB = 5 mm; the
trend of the radial profile prediction has improved. The average
absolute relative difference (AARD) values for Grace et al.51/
Antal et al.,58 Grace et al.51/Tomiyama,52 Grace et al.51/Frank et
al.,59 Tomiyama52/Antal et al.,58 Tomiyama/Tomiyama,52 and
Tomiyama52/Frank et al.59 models are 17, 29.6, 35.3, 42.2, 39.1,
and 37.3%, respectively. The drag force model of Grace et al.51

and the wall lubrication model of Antal et al.58 give better
predictions in terms of the least and closer trend AARDs. Hence,
these models have been selected for the next steps of validation
and in the current study.

4.2.3. Turbulent Dispersion. The predictions of two
turbulent dispersion force models described in eqs 32 and 34
were compared with the experimental results. The two models of
turbulent dispersion have been tested with default coefficients
listed in eqs 32 and 34 along with the combination of the drag
force and the wall lubrication force that were represented by
Grace et al.51 and Antal et al.,58 respectively. The effect of these
models of the turbulent dispersion force on a simulation of the
radial profile of gas holdup is illustrated in Figure 9. The
simulation results of Simonin and Viollet60 are in good
agreement with the experimental data in the central region of
the column compared to those of the Burns et al.61 model, which
gives underestimated predictions with AARD = 22% and 29%,
respectively. However, close to the wall region, a significant
difference exists between Simonin and Viollet60 model
predictions and experimental results. The simulation results of
Simonin and Viollet60 and Burns et al.61 models with their
default coefficient values still give predictions less than the
experimental results in the wall region of the azimuthally time-
averaged gas holdup radial profile. This could be attributed to
the absence of the effect of the lift force.

4.2.4. Lift Force. Tabib et al.75 concluded while analyzing the
interfacial forces and turbulent models in the 3D CFD
simulation of the bubble column that the positive value of the
lift force coefficient Cl would make the bubbles concentrate
toward the wall region of the bubble column (i.e., leads to a
flatter gas holdup profile). Therefore, the magnitude of the
coefficient will depend on the bubble size. Tabib et al.75 reported
that Cl = −0.2 gives a good agreement with the experimental
results. In this work, the experimental results used show the gas
holdup in a parabolic profile (i.e., high gas holdup in the central
region of the bubble column). Hence, Cl = −0.2 has been used in
this study along with a combination of the drag force, the wall
lubrication force, and the turbulent dispersion force that were
represented by Grace et al.,51 Antal et al.,58 and Simonin and
Viollet,60 respectively. Figure 10 illustrates the effect of the lift
force on the simulation results of the azimuthally time-averaged
gas holdup profiles. The trends and the magnitudes of the gas
holdup in Figure 10 show that using a constant lift force
coefficient improves the simulation results with a diversion of
AARD = 17%, although it underestimates the experimental
results, particularly in the wall region. Since the lateral lift force
presents the migration of bubbles toward the bubble column
center or wall regions based on the bubble size, the lift force
becomes the administrating force to control the gas holdup
distribution.76 Thereby, as long as one bubble size is assumed in
the simulation, it is hard for the prediction results to converge
with the experimental results, particularly in the wall region.

4.2.5. Population Bubble Model (PBM). As shown earlier in
assessing the interfacial forces for gas holdup predictions, the
performance prediction of these forces is governed by the bubble
size. The flow in the bubble column is complex as a result of the
complex interaction between the phases and the momentum
transferring across the gas−liquid interface surface, which are
controlled by the bubble size. Therefore, using the population
bubble model (PBM) to predict the bubble size could improve
the CFD predictions in capturing the hydrodynamics of the
bubble column, especially in the turbulent flow regime, where
the bubbles prevail over a wide range of sizes. In this study, Luo−

Figure 5. Effect of the time collection on the time-averaged cross-
sectional gas holdup distribution at Ug = 0.2 m/s.

Figure 6. Drag force effect on the simulation results of the bubble
column without internals.
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Luo models have been used for the coalescence and the breakup
rates. Figure 11 illustrates the effect of using the population
bubble model (PBM) incorporated with validated models of the
interfacial forces on the simulation results of the azimuthally
time-averaged gas holdup distribution. The simulation results
appear to agree well with the experimental data with a
percentage of the averaged absolute relative difference of
about (AARD) = 5.8%. This reflects the capability of the PBM in
improving the CFD simulation predictions. Chen et al.77

implemented the bubble population balance equation (BPBE)
using two numbers of bubble groups (9 and 16 classes) to
simulate the bubble column in two and three dimensions
operated over a range of superficial gas velocity (Ug = 0.08 to 0.2
m/s). Their results revealed that the incorporation of the BPBE
is critical to capture the gas holdup profile faithfully, and using
nine groups of bubble size is sufficient. Recently, Kagumba and

Al-Dahhan36 measured the bubble properties in an experimental
setup of a bubble column with and without internals, which is
the same as that used in this simulation study, in terms of the size
of the bubble column and the internals. Accordingly, the data
obtained by Kagumba and Al-Dahhan36 regarding the bubble
size has been utilized in this study to optimize the numbers of
the bubble groups.

Five bubble groups (5, 10, 15, 20, and 25), listed in Table 2,
have been used to solve the population bubble model (PBM).
The simulation results of the effect of different numbers of
bubble groups on the azimuthally time-averaged gas holdup are
illustrated in Figure 12. The obtained results show that the
variation in the numbers of bubble groups has a significant effect
on the simulation results, with a percentage of an averaged
absolute relative difference (AARD) of 39.45, 33.62, 37.1, 16.8,
and 16.6% for the used bubble groups of 5, 10, 15, 20, and 25,

Figure 7. CFD simulation images of the cross-sectional time-averaged gas holdup for the bubble column without internals, Ug = 0.08 m/s.
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respectively. It seems that there is no significant variation in the
prediction of group numbers 20 and 25. Therefore, group
number 20 has been used for the CFD simulation for the
superficial gas velocity of Ug = 0.2 and 0.45 m/s (churn turbulent
flow regime), whereas bubble group number 10 has been used
for the simulation under the operating condition of the
superficial gas velocity of Ug = 0.05 m/s (bubbly flow regime).
4.3. Turbulent Model Assessment. Two models of

turbulent kinetics, which are standard (k − ε) and RNG (k −
ε), have been assessed along with the other selected models and
closure as shown in Figure 13 with the experimental results of
the liquid velocity of Al Mesfer et al.78 The simulation results of
the two models are illustrated in Figure 13. As shown, the RNG
(k − ε) model exhibits a good matching to the experimental
results for the liquid velocity with AARD = 17.6%, in particular,
in the central and the wall regions of the bubble column and for
the reflecting point that is located at r/R ∼ 0.69, whereas the
standard (k − ε) model exhibits poor predictions in these
regions. The renormalization group (RNG) model accounted

for the effect of the small-scale turbulence by means of a random
forcing function in the momentum equation. Hence, the
renormalization group (RNG) model systematically removes
scales of motion from the governing equations by expressing
their effects in terms of larger-scale motions and a modified
viscosity. However, the standard (k − ε) model uses the small
eddies in defining the large eddies scale, which, in turn, reduces
the efficiency of this model at high Reynolds numbers (i.e., high
superficial gas velocity).44,79 Therefore, the standard (k − ε)
model is restricted to the flow without internal geometrics inside
the simulated field. Accordingly, the RNG (k − ε) model is
recommended as long as the current work aims to study the
effect of internals at the churn turbulent flow regime.
4.4. Effects of Superficial Gas Velocity on the

Validation of the 3D CFD Simulations. Figures 14a−c and
15a−c illustrate the 3D CFD simulation results of the
azimuthally time-averaged gas holdup distribution profile
along with the experimental results reported by Sultan et al.67

in a bubble column without internals and a bubble column with

Figure 8.Wall lubrication force simulation results of the bubble column
without internals.

Figure 9. Turbulent dispersion force effect on the simulation results of
the bubble column without internals.

Figure 10. Lift force effect on the simulation results of the bubble
column without internals.

Figure 11. Population bubble model (PBM) effect on the simulation
results of the bubble column without internals.
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internals, respectively. The validation for the bubble column
without internals shows that the percentages of the averaged
absolute relative difference (AARD) between the simulation and
the experimental results at superficial gas velocities of 0.05, 0.2,
and 0.45 m/s are about 14.6, 16.8, and 16.2%, respectively,
while, in the case of the bubble column with internals, the
absolute relative difference (AARD) is about 29.5, 24.8, and
15.9%, respectively. However, the reasonable agreement
between the 3D CFD simulation results and the experimental
data confirms the capability of the selected CFD closures in
predicting the hydrodynamics of the bubble column in the
bubbly flow and churn turbulent flow regimes. This has been
attributed to two reasons for coupling the Eulerian−Eulerian
approach with the population bubble model (PBM) and using
the bubble group numbers that cover all of the bubble sizes that
were measured in the experiment.

To demonstrate the effect of the superficial gas velocity on the
azimuthally time-averaged gas holdup diameter profiles in the
bubble column without internals, the CFD simulation results are
plotted in Figure 16. As the superficial gas velocity increases, the
magnitude value of the time-averaged gas holdup increases along
with the radial position. However, the gas holdup magnitude
value at the central region of the bubble column is about 0.2 atT
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Figure 12. Effect of the group numbers of bubbles on the simulation
results of gas holdup in the bubble column without internals at Ug = 0.2
m/s.

Figure 13. Effect of turbulent kinetic energy models on the time-
averaged axial liquid velocity (m/s) compared with the experimental
results.
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0.05 m/s. The superficial gas velocity increases from 0.05 to 0.2
m/s and 0.45 m/s and the gas holdup increases by 51% and 63%,
respectively. It is worth noting that the simulation results of the
gas holdup at the low superficial gas velocity of Ug = 0.05 m/s of
the bubbly flow regime show that the region close to the wall has
a larger gas holdup effect than that at higher velocities. The
simulation results qualitatively agree with the results reported by
Kagumba and Al-Dahhan,36 Kumar,80 Rados et al.,81 and
Nedeltchev and Shaikh.82 Figure 16 clearly exhibits that the
azimuthally time-averaged gas holdup has a smooth profile with
a parabolic shape. The maximum magnitude of the gas holdup is
in the central region of the bubble column and progressively
decreases toward the wall. This phenomenon can be attributed
to gas bubbles accumulating at the core of the column, where
there is less shear stress than near the wall. This parabolic profile
of the gas holdup leads to the gross liquid circulation throughout
the column, with the liquid flowing up in the central region and
down near the wall.83

Figure 14. Validating the 3D CFD simulation results with experimental
data of Sultan et al.66 for the azimuthally time-averaged diameter
profiles of gas holdup in the bubble column without internals: (a) Ug =
0.05 m/s, (b) Ug = 0.2 m/s, and (C) Ug = 0.45 m/s.

Figure 15. Validating the 3D CFD simulation results with experimental
data of Sultan et al.3,4 for the azimuthally time-averaged diameter
profiles of gas holdup in the bubble column with internals of hexagonal
arrangement: (a) Ug = 0.05 m/s, (b) Ug = 0.2 m/s, and (C) Ug = 0.45
m/s.

Figure 16. Effect of the gas velocity on the azimuthally time-averaged
gas holdup diameter profiles in the bubble column without internals.
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The effect of the superficial gas velocity, calculated based on
the free cross-sectional area (CSA) for the flow inside the
column, on the azimuthally time-averaged gas holdup diameter
profile of the bubble column in the presence of internals is
illustrated in Figure 17. A similar trend was found as the gas

holdup magnitudes at the central region of the bubble column
are about 0.19 at Ug = 0.05 m/s, and with increasing the gas
velocity from 0.05 to 0.2 and 0.45 m/s, the gas holdup increases
by 66% and 78%, respectively. The magnitudes of the gas holdup
in the wall region exhibit an insignificant change by increasing
the superficial gas velocity.
4.5. Effect of the Presence of Internals on the Gas

Holdup. Figure 18 illustrates the effect of the gas velocity and

the presence of internals, with a hexagonal configuration, on the
azimuthally time-averaged gas holdup diameter profile in the
bubble column with and without internals. The superficial gas
velocities of Ug = 0.05 and 0.2 m/s are calculated based on the
free cross-sectional area (CSA) for the flow inside the column,
corresponding to the bubbly flow and the churn turbulent flow
regimes, respectively. As shown, the gas holdup profiles in the
bubble column with internals are slightly affected by the
presence of internals. This is attributed to the fact that gas
velocities have been calculated based on the free cross-sectional
area (CSA) for the flow inside the column. Hence, the mass flow
rate of the gas phase is less than that in the column without

internals to a certain extent. This finding agrees with the results
reported by Al Mesfer et al.,1 Kagumba and Al-Dahhan,29 and
Sultan et al.66

Furthermore, as shown in Figure 18, the presence of internals
significantly alters the gas holdup profiles from a smooth
parabolic shape for the bubble column without internals to wavy
line profiles in the bubble column with internals. This
phenomenon has been attributed to the occupying cross section
of the bubble column by the internals. Thereby, the internal
tubes control the distribution of the bubbles through the cross
section of the bubble column. Therefore, the variation in the
shape of gas holdup profiles is related to the numbers of internal
tubes, the gaps between the tubes, and the size of the internal
tubes.

It is worth noting that in Figures 17 and 18, as the superficial
gas velocity increases, the gas holdup profiles become steeper
and most of the gas fraction concentrates in the central region of
the bubble column, while there is no significant change in the
wall region. The enhancement in the gas holdup at the central
region could be attributed to the movement of large bubbles, in
the absence of internals, toward the low shear stress region (i.e.,
in the center of the bubble column and away from the wall of the
bubble column). Hence, the large bubble sizes accumulate in the
central region of the bubble column. While in the presence of
internals, the movement of the bubbles is controlled via the
internals due to the hindrance offered by the tubes against the
bubble movement. Figure 19a−f depicts the CFD cross-

sectional distribution of the time-averaged gas holdup in the
bubble column with and without internals at different superficial
gas velocities of Ug = 0.05, 0.2, and 0.45 m/s. The variations in
the color indicate the alteration in the magnitudes of the time-
averaged local gas holdup. Figure 19 clearly illustrates that the
variation in the gas holdup distribution over the cross section of
the bubble column is affected by the presence of internal gas and

Figure 17. Effect of the gas velocity based on the free cross-sectional
area for the flow inside the column on the azimuthally time-averaged
gas holdup diameter profile in the bubble column with internals.

Figure 18. CFD results of the effect of the presence of internals on the
azimuthally time-averaged gas holdup diameter profile at Ug = 0.05 and
0.2 m/s calculated based on the free cross-sectional area for the flow
inside the column.

Figure 19. CFD cross-sectional distribution of the time-averaged gas
holdup at varying gas velocities calculated based on the free cross-
sectional area (CSA) of the bubble column with and without internals.
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the superficial gas velocity. The same phenomenon has been
reported by Al Mesfer et al.,1 Sultan et al.,4 and Agahzamin and
Pakzad.43

4.6. Effect of the Internal Configurations and the
Internal Size on the Time-Averaged Gas Holdup. The
effect of the internal configurations on the time-averaged gas
holdup distribution and diameter profiles has been demon-
strated by the CFD results at the superficial gas velocity Ug = 0.2
m/s. Two arrangements of hexagonal and circular for this
purpose were used, which occupy the same cross-sectional area
(CSA) of the column and the same internal tube size of 0.5 in.
The CFD simulation results of the bubble column equipped
with the circular configuration compared with the experimental
results are illustrated in Figure 20. The comparison shows that

the simulation results reasonably agree with the experimental
data with a percentage of the averaged absolute relative
difference of about (AARD) = 20.4%.

Figure 21 illustrates the effect of different configurations (i.e.,
hexagonal and circular) on the time-averaged gas holdup
distributions. As shown, the bubble column with the hexagonal

and circular configurations of tubes exhibits a uniform gas
holdup profile with a remarkable increase in the magnitudes of
the gas holdup in the central region of a dimensionless radius r/
R = 0.0−0.8 compared to the wall region of about 57 and 63% of
hexagonal and circular configurations, respectively. Figure 21
further reveals that using internals with a hexagonal config-
uration shows a higher magnitude value of gas holdup than those
with the circular configuration in the central region of the bubble
column (i.e., dimensionless radius, r/R = 0.2 to −0.2). In
addition, less gas holdup in the wall region compared to that in
the circular configuration has been found. According to that, the
internals of the circular arrangement exhibit a semiflat gas
holdup profile, while the hexagonal arrangement provides a
higher gas holdup in the central region of the column. These
findings agree with the results that were reported by Sultan et
al.67 However, the change in the configuration of the internals
would significantly influence the gas holdup profiles. These
phenomena could be attributed to the variation in the space
between the internal tube in the circular and hexagonal
arrangements, which significantly affects the distribution of the
bubble based on size.

The effect of the variation in the internal tube size on the time-
averaged gas holdup distributions has been demonstrated by
using CFD results in Figure 22 at a superficial gas velocity of Ug =

0.2 m/s. Two columns were used with one equipped with the
internals of 0.5 in. diameter and the other equipped with the
internals of 1 in. diameter. The CFD simulation of the bubble
column with 1 in. diameter internals was validated against the
experimental results that were reported by Sultan et al.,66 as
illustrated in Figure 22. The CFD simulation exhibits good
agreement with the experimental data, with a percentage of the
averaged absolute relative difference of (AARD) about 18.4%.
Figure 23 illustrates the effect of the internal tube size on the
time-averaged gas holdup at the operation condition of a
superficial gas velocity of Ug = 0.2 m/s. As shown in Figure 23,
the bubble column with 1 in. internals provides a higher gas
holdup than the bubble column with 0.5 in. internals at the
region between r/R = 0.15−0.4 and the region between r/R =
0.6−0.8.

In addition, the bubble column without vertical internal tubes
exhibited the gas holdup radial profile in a smooth parabolic
shape for all studied gas velocities. In contrast, the bubble
columns equipped with dense vertical internal tubes displayed
wavy-shaped profiles along with a parabolic trend for all

Figure 20. Validation of the CFD simulation results of the bubble
column equipped with internals with a circular configuration of 0.5 in.
diameter.

Figure 21. Effect of the internal configurations on the time-averaged gas
holdup distribution without and with internals of 0.5 in. diameter at Ug
= 0.2 m/s.

Figure 22. Validation of the CFD simulation results of the bubble
column equipped by internals with a circular configuration of 1 in. tube
size.
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investigated configurations of the vertical internals. These wavy
profiles for the bubble columns with vertical internal tubes
varied according to the configurations of the vertical internals in
the bubble column. The variation of gas holdup profiles in
bubble columns with vertical internals was due to the different
arrangements of the tubes over the cross-sectional area (CSA) of
the column, the shape of the pitch for each configuration, and
the space (clearance) between the bundle of vertical internals
and the column wall. Each concave area of these profiles
represents the azimuthal average of the gas holdup values in the
spaces among the vertical internal tubes. These kinds of wavy gas
holdup profiles have not been reported in the literature for a

bubble column with dense vertical internals when measured by
optical probes.636 However, these wavy profiles have been
reported by Al Mesfer et al.41 when they measured the gas
holdup in the bubble column with dense vertical internals using
the CT technique.

Figure 24 illustrates the two-dimensional (2D) images of the
CFD time-averaged cross-sectional gas holdup in the bubble
column without internals and in the bubble column equipped
with a different configuration of internals (hexagonal and
circular) and different internal tube diameters (0.5 and 1 in.). As
can be seen, in the bubble column without internals, the higher
magnitudes of gas holdup are in the core of the bubble column,
while the lower gas holdup is in the wall region of the column.
This phenomenon still exists in the presence of internals in
different configurations and different internal tube diameters, as
shown in Figure 24b−d. Further, a similar observation was
indicated in Figure 19 in terms of various gas velocities, where
the magnitudes of the gas holdup increased with the increase in
the superficial gas velocities in bubble columns with and without
internals. However, this phenomenon agrees with the results
that have been reported by Sultan et al.66 Based on their
visualization that explains this phenomenon, the common core-
annulus (ascending of liquid in the center and liquid descending
on the wall region) liquid circulation is very similar to that
obtained in the bubble column without internals.

5. REMARKS
3D time-dependent simulations of two-phase bubble columns
using the commercial CFD code have been accomplished to
validate the turbulent models (RNG (k − ε) and standard (k −
ε)) and the interfacial forces (the drag force, lift force, wall
lubrication force, and turbulent dispersion force). Furthermore,
the effects of the presence of internals, the configurations of
internals (hexagonal and circular arrangements), and the

Figure 23. Effect of the internal tube size on the time-averaged gas
holdup distribution and diameter profile at Ug = 0.2 m/s.

Figure 24. CFD simulations of the effect of the internal configurations and internal tube diameter on the time-averaged cross-sectional gas holdup
distributions.
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internals tube diameters on the time-averaged gas holdup
distributions have been addressed. Accordingly, the current
simulation results reveal the following remarks:

51. The validation results indicated the inability to use the
drag force as a singular interfacial force to predict the
hydrodynamics of the bubble column, while applying a
combination of interfacial forces of the drag, lift, wall
lubricating, and turbulent dispersion properly would
significantly improve the simulation results in terms of the
profile and the magnitude value of the gas holdup.

52. Interfacial force models including the drag force, the wall
lubrication force, and the turbulent dispersion force that
were proposed by Grace et al.,51 Antal et al.,58 and
Simonin and Viollet,60 respectively, exhibit better
prediction results, in terms of the average absolute
relative difference (AARD) = 17% for the time average
of the gas holdup distributions. Meanwhile, the prediction
of liquid velocity using the turbulent model of RNG (k −
ε) shows a good agreement with the experimental results
about (AARD) = 17.6%, in particular, in the central and
the wall regions of the bubble column and the reflecting
point that is located at r/R ∼ 0.69, whereas the standard
(k − ε) model lost the prediction in these regions.

53. Incorporation of the population balance model (PBM), in
turn, improves the performance of the numerical solution
in a wide range of the used superficial gas velocity (the
bubbly flow and the churn turbulent flow regimes).
However, the simulation results of the time-averaged gas
holdup distributions operated at a turbulent flow regime
of Ug = 0.2 m/s illustrate a high sensitivity toward the
variation in the numbers of bubble groups. Further, it has
been revealed that the used classes of bubbles with 20
groups illustrate a good agreement for the simulation
results with the experimental results about (AARD =
16.8%).

54. Validated CFD closures (i.e., interfacial forces and the
turbulent model) exhibit the capability of predicting the
hydrodynamics of the bubble column that are estimated
based on comparison with the experimental results by the
average absolute relative difference (AARD). In the case
of the bubble column without internals, the average
absolute relative difference is AARD= 14.6, 16.8, and
16.2% for gas velocities Ug = 0.05, 0.2, and 0.45 m/s,
respectively, while in the case of bubble column with
internals, the average absolute relative differences are
AARD = 29.5, 24.8, and 15.9% for gas velocities Ug = 0.05,
0.2, and 0.45 m/s, respectively. Furthermore, the
numerical solution appears to be capable of capturing
the effect of the internal design variation that includes
different configurations and different internal tube
diameters on the gas holdup profiles. Hence, we expect
that the numerical solution will provide the opportunity
to understand the transport phenomena in bubble
columns that operated in severe operating conditions
(high temperature and pressure) in terms of the low cost
of the experiment and the flexibility in designing.

55. In the bubble column with and without internals, the
magnitude value of the time-averaged gas holdup was
increased significantly with an increase in the superficial
gas velocity, particularly in the central region of the
column. Furthermore, the simulation results, obtained in
a low superficial gas velocity of Ug = 0.05 m/s, appear that

the gas holdup profiles over the cross section of the bubble
column with and without internals have a semiflat shape.
As the superficial gas velocity increases, the gas holdup
profiles are steeper (i.e., increase the difference in the
magnitude value of the gas holdup between the central
and wall regions). This phenomenon leads to the fact that
the increase in the superficial gas velocity will promote
liquid circulation in the bubble column.

56. The 2D images of the CFD scan for the time-averaged
cross-sectional gas holdup in the bubble column with and
without internals reveal the core-annular liquid circu-
lation pattern, which is commonly prevalent in the bubble
column without internals, still existing in bubble column
internals.

57. The simulation results exhibit no significant effect for the
presence of internals (all used designed internals) on the
time-averaged gas holdup distributions in the central
region of the bubble column, whereas the presence of
internals significantly increases the gas holdup close to the
wall region of the bubble column.

58. At a high superficial gas velocity, the time-averaged gas
holdup distributions over the cross section of the bubble
column without internals appear in a smooth-line
parabolic, whereas the gas holdup distributions exhibit
wavy line profiles in the presence of internals (at all used
designed internals). Therefore, the variation in the gas
holdup profiles is related to the numbers of internal tubes,
the gaps between the tubes, and the size of the internals.

59. The results of the effect of the internal diameter exhibit
that the gas holdup was remarkably increased in the center
and the wall regions of the bubble column equipped by
internals of 1 in. diameter more than the other used
designed internals. Meanwhile, the effect of internal
configurations reported that the internals with a
hexagonal arrangement increase the gas holdup in the
central region more than the circular arrangement (of 0.5
in.) and less in the wall region compared with that in the
circular arrangement. Accordingly, the time-averaged gas
holdup distributions exhibit a significant alteration in
terms of the profiles and the magnitude toward the
variation in the internal configuration and internal tube
diameters.
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