# In-situ Lock-in Thermographic Measurement Of Powder Layer Thermal Diffusivity And Thickness In Laser Powder Bed Fusion 

Tao Liu

Edward C. Kinzel<br>Ming-Chuan Leu<br>Missouri University of Science and Technology, mleu@mst.edu

Follow this and additional works at: https://scholarsmine.mst.edu/mec_aereng_facwork
Part of the Aerospace Engineering Commons, and the Mechanical Engineering Commons

## Recommended Citation

T. Liu et al., "In-situ Lock-in Thermographic Measurement Of Powder Layer Thermal Diffusivity And Thickness In Laser Powder Bed Fusion," Additive Manufacturing, vol. 74, article no. 103726, Elsevier, Jul 2023.

The definitive version is available at https://doi.org/10.1016/j.addma.2023.103726

This Article - Journal is brought to you for free and open access by Scholars' Mine. It has been accepted for inclusion in Mechanical and Aerospace Engineering Faculty Research \& Creative Works by an authorized administrator of Scholars' Mine. This work is protected by U. S. Copyright Law. Unauthorized use including reproduction for redistribution requires the permission of the copyright holder. For more information, please contact scholarsmine@mst.edu.

# In-situ lock-in thermographic measurement of powder layer thermal diffusivity and thickness in laser powder bed fusion 

Tao Liu ${ }^{\text {a,** }}$, Edward C. Kinzel ${ }^{\text {b }}$, Ming C. Leu ${ }^{\text {a }}$<br>${ }^{\text {a }}$ Mechanical and Aerospace Engineering Department, Missouri University of Science and Technology, Rolla, MO 65409, USA<br>${ }^{\mathrm{b}}$ Aerospace and Mechanical Engineering Department, University of Notre Dame, Notre Dame, IN 46556, USA

## ARTICLE INFO

## Keywords:

Thermal wave
Lock in thermography
Laser powder bed fusion
Thermal diffusivity
Powder layer thickness


#### Abstract

The thermal transport properties of the powder layer play a crucial role in the process of laser powder bed fusion (LPBF). This paper introduces an in-situ measurement method utilizing active lock-in infrared thermography (LIT) to determine the thermal diffusivity and thickness of the powder layer. The proposed method exhibits great potential for accurate powder property and thickness measurements and real-time process monitoring. In this lock-in thermographic technique, the LPBF laser beam is directed through an optical diffuser and modulated into a square thermal wave. This thermal wave serves as an active heat source to heat the surface of the powder bed. The surface temperature response is captured using a long-wave infrared (LWIR) camera. A one-dimensional thermal model is employed to provide insights into heat transfer in the frequency domain. The frequencydependent phase response of temperature is influenced by the effective thermal diffusivity and thickness of the powder layer. This model is validated experimentally first and then utilized to measure the thermal diffusivity of different powder layers created using various particle sizes and wiper spreading speeds. Larger particle size and slower wiper spreading speed are shown to produce higher thermal diffusivity. Finally, the paper shows how this technique can be used to measure the powder layer thickness over printed geometries. This capability enables the detection of deviations in the fused part surface or errors in the wiper through analysis of resulting variations in the powder. These findings highlight the potential of the lock-in thermographic technique for rapid in-situ inspection of the new powder layer in laser powder bed fusion (LPBF) processes.


## 1. Introduction

Laser powder bed fusion (LPBF) is an additive manufacturing (AM) technique known for its high precision and ability to fabricate complex metallic parts [1]. The thermal properties of the powder used in LPBF significantly influence the heat transfer rates during the process [2,3], ultimately affecting the resulting part's microstructure and mechanical properties [4,5].

Metal powders, compared to their solid counterparts, exhibit lower thermal diffusivity [6,7]. In LPBF, this lower thermal diffusivity of the powder surrounding the melt pool leads to slower heat dissipation [8], resulting in a prolonged melt state and deeper melt pool depth into the powder layer [9-11]. The thermal gradient [12], solid-liquid interface velocity [13], and solidification rate [14] are all influenced by the powder's thermal diffusivity [15]. In addition, powder's lower thermal diffusivity contributes to local overheating for overhangs, cavities, and fine feature structures, impacting the solidification process [16-19] by
introducing defects such as microstructure heterogeneity [20], residual stress variations [21], surface roughness [22], and porosity [23].

Studies have shown that local powder thermal diffusivity is not constant and can vary with different process parameters [24]. For instance, the spreading speed of the wiper affects powder bed packing density [25,26], leading to variations in thermal diffusivity [27]. Faster spreading speeds result in poorer powder bed quality such as higher void fraction, and lower packing density [28], increasing the risk of laser penetration [29] and keyhole defect formation [30,31]. Conversely, lower spreading speeds have been observed to improve packing density [32], surface roughness [33], and fusion zone symmetry [34]. Particle size [35], varying cohesiveness [36], flowability [37], packing fraction [38] and laser absorptivity [39,40], also influences powder thermal diffusivity [41], affecting the mechanical properties [42], surface quality [43,44], and porosity of the final part [45-47]. Additionally, the choice of process gas, particularly helium [48,49], can impact powder thermal diffusivity due to its higher thermal diffusivity compared to
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Fig. 1. (a) Schematic of the square thermal wave setup within an LPBF system, including an LWIR camera and an optical diffuser. (b) Photograph of the testing setup. (c) LWIR camera-recorded temperature history for selected points with varying powder thicknesses and (d) the last seven cycles. Note that the absolute amplitude of the $\delta=200 \mu \mathrm{~m}$ powder layer is highest because of the non-uniform illumination. (e) Frame of LWIR camera images at $t=0 \mathrm{~s}$ and (f) $t=775 \mathrm{~s}$.
argon and nitrogen $[50,51]$.
Various techniques exist for measuring powder thermal diffusivity, including the transient hot-wire method [17], transient plane source method [52], laser flash method [7,53,54], and Ångström's method [55]. However, these ex-situ measurements pose challenges in LPBF to effectively account for gas infiltration, wiper spreading, powder distribution, and printing process variability since they are difficult to perform in-situ in an LPBF machine. Alternatively, infrared thermography, a non-destructive testing technique $[56,57]$ offering real-time [58-60], contactless [61,62], and wide-area measurements [63], shows potential for in-situ measurement of powder layer thermal diffusivity in LPBF.

This paper investigates the application of an active infrared thermography technique known as thermal wave imaging or lock-in thermography [64-66] in LPBF. By diffusing the LPBF laser through an optical diffuser and modulating it as a periodic square thermal wave heat source, the powder bed surface is actively illuminated. The surface thermal temperature response is captured using a long-wave infrared (LWIR) camera, and the extracted phase difference from the temperature history enables the determination of the powder layer's thermal diffusivity and thickness. The utilization of the LPBF laser as the heat source eliminates the need for an additional heat source. The square thermal wave input allows for the simultaneous collection of multiple
frequencies within the same experiment [67]. The lock-in thermographic method exhibits higher accuracy compared to the laser flashing method by effectively filtering out noise from other frequencies [68]. Additionally, the in-situ approach employed in this study maintains the printing environment conditions, which has not been experimentally demonstrated in previous ex-situ powder thermal diffusivity measurements [69].

This in-situ method enables real-time monitoring of product areal surface topography and distortion by capturing variations in powder layer thickness, thus facilitating quality assurance and process control. It also accelerates rapid process development through the utilization of thermal properties and surface topography to optimize laser and printing parameters, achieving the desired temperature distribution and solidification characteristics [70]. Furthermore, the integration of thermal wave with large-area diode and other lamps, which are increasingly used for annealing to release residual stress in LPBF [71,72], holds significant potential for industry applications.

In this paper, the in-situ lock-in thermography is employed to measure the thermal diffusivity and thickness of stainless-steel 304 L powder inside a commercial LPBF machine. To simplify the experimental setup, the LPBF laser is diffused through an optical diffuser, serving as the active heat source. The diffused laser illumination is modulated to provide square thermal wave heating, while a LWIR camera captures the


Fig. 2. The experimental (a) amplitude $T_{h, i}$ and (b) phase $\varphi_{i}$ of different powder thicknesses in the frequency domain. The inset shows the experimental temperatures along with their corresponding fitting curves.
temperature history of the powder surface. The frequency domain response, including phase and amplitude, of the temperature history is extracted using the least square fitting method. These results are then compared to a 1D thermal transport model, which predicts the phases difference as functions of thermal diffusivity and layer thickness. By fitting the model results to the experiment, the thermal diffusivity of the powder layer is estimated, allowing for the quantification of the effects of powder particle size and wiper spreading speed on the powder's thermal diffusivity. It is also employed to effectively measure the powder layer thickness over printed geometries in a short time. These findings suggest that the lock-in thermographic technique has the potential to provide rapid in-situ inspection of the powder layer in LPBF, enabling real-time detection of anomalies or deviations in product quality.

## 2. Experimental setup and frequency response extraction

### 2.1. Experiment setup

Fig. 1(a) illustrates the experimental setup featuring a LWIR camera (FLIR A655sc) integrated with a commercial LPBF system (Renishaw AM250). This LPBF uses a fiber laser (SPI R4 RedPOWER, UK) with a maximum power of 200 W , wavelength of $1070 \mu \mathrm{~m}$, and spot diameter of $75 \mu \mathrm{~m}$. A ZnSe window was installed on the chamber ceiling. This enables a LWIR camera to observe the build plate from a $15^{\circ}$ off-normal angle outside of the chamber. After reducing the region of interest to $640 \times 120$ pixels the camera records images at 200 frames per second, and its Nyquist limit ( 100 Hz ) is much higher than the highest applied thermal wave frequency in this paper. The equivalent pixel size on the build plate is $325 \mu \mathrm{~m} /$ pixel for this configuration with a noise equivalent temperature difference (NEDT) of 30 mK reported by the camera vendor. Assuming a gray body emissivity of 0.95 for the testing, the frequency-domain approach prioritizes the linear variation of the measured temperature rather than the exact temperature value.

After the parts are deposited using the LPBF process, a $100 \times 100 \mathrm{~mm}^{2}$ square optical diffuser (DG100 $\times 100-220$, Thorlabs) is swung into the beam path for the LPBF laser. The optical diffuser is 30 cm above the powder bed and spreads the LPBF laser to illuminate an area around 10 cm diameter on the powder bed surface (See Fig. 1(b)). During the thermographic inspection process, the LPBF scan head is commanded to switch between building part A in the center of the build plate (transmits the optical diffuser) and part B at the corner (bypasses the optical diffuser). This generates a square thermal wave intensity modulation in part A area, discussed in more detail in Appendix A. This strategy allows the frequency of the square thermal wave to be adjusted as well as its duty cycle ( $50 \%$ for the experiments presented in this paper). The thermal wave illumination from the diffused LPBF laser beam heats the powder bed. The temperature response of the powder is a function of both the powder layer thickness and its thermal properties.

To control the powder layer thickness, immediately prior to the experiment, seven rectangular blocks ( $10 \times 10 \mathrm{~mm}^{2}$ ) with varying heights $h_{i}$ were printed. 304 L stainless steel powder (Carpenter Technology, USA) with a particle diameter of $15-45 \mu \mathrm{~m}$ is utilized in this paper, unless otherwise noted. When the wiper spreads a fresh layer of powder at datum, $h_{0}$, the local thickness of the powder layer is given by $\delta_{i}=h_{0}-h_{i}$. This ranges from 50 to $350 \mu \mathrm{~m}$ in $50 \mu \mathrm{~m}$ increments. Fig. 1(c) displays the measured temperature history for the 78 cycles at the part A region of three blocks, corresponding to powder layer thicknesses of 100, 200 and $300 \mu \mathrm{~m}$. The last several cycles are magnified in Fig. 1(d). In each cycle, the temperature rises when the diffuse laser beam illuminates part A before cooling during the part B illumination of the cycle. The figures show that the temperature history is the superposition of transient (gradual heating in Fig. 1(c)) and steady-state harmonic response (highlighted periodic heating in Fig. 1(d)). The thermal images at specific times are shown in Fig. 1(e) and (f). The Video S1 in supplementary shows thermal history imaging. As would be expected, the diffusion of the laser by the optical diffuser leads to variance in the amplitude of the temperature rise as a non-uniform distribution (Fig. 1(f)). Working in the frequency domain avoids this being an issue.

Supplementary material related to this article can be found online at doi:10.1016/j.addma.2023.103726.

In an ideal scenario, the utilization of multiple individual sinusoidal thermal waves with controlled frequencies and amplitudes for phase measurement is expected to yield higher accuracy compared to square wave measurements. This is attributed to the fact that the controlled sinusoidal frequency induces a thermal response exclusively at its modulated frequency, thereby reducing the presence of noise. However, the primary objective of this paper is to present the concept of the thermal wave method and demonstrate its feasibility by using a simplified square thermal wave as a special case.

### 2.2. Frequency response extraction

The square thermal wave of the time dependent laser illumination $q_{l a s e r}$ can be expanded using an infinite Fourier series as,
$q_{\text {laser }}=\frac{I_{0}}{2}+\sum_{n=1}^{\infty} \frac{2 I_{0}}{n \pi} \sin \left(2 \pi f_{n} t\right)$
where $I_{0}$ is the maximum laser illumination intensity and $f_{1}$ is the illumination frequency. Because it is a square wave, some of the energy is distributed to higher order harmonics $f_{n}=(2 n-1) f_{1}, n=1,2,3 \ldots$ A heuristic regression model including an additional phase difference term is used to represent the total temperature response. It can be modeled using a Fourier series-based regression model as:
$T(t)=T_{t}(t)+T_{h}(t)=T_{t}(t)+\sum_{n=1}^{\infty} T_{h, n} \sin \left(2 \pi f_{n} t+\varphi_{n}\right)$


Fig. 3. Frequency domain finite difference solution of the 1D heat diffusion model, (a) amplitude and (b) phase as a function of powder thickness, and (c) amplitude and (d) phase as a function of powder thermal diffusivity.
where $T_{t}$ is the time dependent transient portion of the response, which is related to the step response of the applied $I_{0} / 2$ input term in Eq.(1), $T_{h}$, ${ }_{n}$ is the amplitude of the harmonic response, $T_{h}$, at frequency $f_{n}$, and $\varphi_{n}$ is the phase lag between the response temperature and illumination thermal wave $q_{\text {laser }}$ at frequency $f_{n}$. These parameters can be extracted by applying a linear least square fitting to Eq. (2) in order to accurately match the experimental temperature response. The transient portion of the response can be fit using a polynomial of powers of $t$ and $t^{1 / 2}$ while values of $T_{h, n}$ and phase $\varphi_{n}$, which do not vary with $t$, can be fit after the following modification:

$$
\begin{align*}
& T_{t}(t)=A_{1}+A_{2} \sqrt{t}+A_{3} t \\
& T_{h}(t)=\sum_{n=1}^{\infty} T_{h, n} \sin \left(2 \pi f_{n} t+\varphi_{n}\right)=\sum_{n=1}^{\infty}\left[G_{n} \sin \left(2 \pi f_{n} t\right)+H_{n} \cos \left(2 \pi f_{n} t\right)\right] \tag{3}
\end{align*}
$$

where the coefficients $A_{1}, A_{2}, A_{3}, G_{n}$ and $H_{n}$ can be fit directly and $G_{n}$ and $H_{n}$ can be converted to $T_{h, n}$ and $\varphi_{n}$ with
$T_{h, n}=\sqrt{G_{n}^{2}+H_{n}^{2}}$
$\varphi_{n}=\tan ^{-1}\left(\frac{H_{n}}{G_{n}}\right)$.
The uncertainty analysis for extracting $T_{h, n}$ and $\varphi_{n}$ from least square fitting is reported in Appendix B1. In general, the least squares approach is more robust with respect to dropped frames than a direct Fourier transform.

Fig. 2 shows the extracted amplitude $T_{h, n}$ and phase $\varphi_{n}$ from the temperature history in Fig. 1(c). The maximum frequency order is $n=20$. To remove the effects of non-uniform illumination, the amplitude is normalized by $T_{h, n}^{\prime}=T_{h, n} / T_{h, 1}$, where $T_{h, 1}$ represents the amplitude at the illumination frequency $f_{1}$. Fig. 2 shows that both the amplitude and phase are dependent on the powder layer thickness, with the phase displaying greater sensitivity than the normalized amplitude.

## 3. 1D heat transport model and finite difference solution

With the square thermal wave illumination, the harmonic steady state diffusion through the powder layer can be modeled using a 1D analysis. This is valid in the center of the printed parts, when the distance from the edge is significantly greater than the powder layer thickness, and assuming that both the powder layer and printed parts behave has a homogeneous effective medium with constant properties (the temperature varies over a small range during the inspection step). The model is illustrated in the inset of Fig. 3(a). In this model, a powder layer of thickness $\delta$ is in contact with a printed block. The square thermal wave illumination heat flux $q_{\text {laser }}(t)$ is incident onto the top surface of the powder. The absolute value of the laser absorption in the powder is not important due to the normalization of the amplitude but could be extracted if desired. However, the laser interaction is assumed to serve as a heat flux at the exposed surface of the part rather than a volumetric absorption in the powder layer. A convection boundary condition is applied to the exposed surface with $h=15 \mathrm{~W} / \mathrm{m}^{2} \cdot \mathrm{~K}$, to account for the low argon flow over the surface. The ambient temperature is taken as $T_{\infty}$ $=30^{\circ} \mathrm{C}$ while the printed block is assumed to be in perfect contact with the build plate, to maintain a constant temperature of $T_{z=\infty}=50^{\circ} \mathrm{C}$. Given these constraints, the temperature history of the powder/part system is described by
$\frac{\partial T}{\partial t}=\alpha_{i} \frac{\partial^{2} T}{\partial z^{2}}$
where the $i$ subscript on the thermal diffusivity, $\alpha$, denotes whether the properties of powder or solid material are used to describe the material locally. This is subject to boundary conditions
$\left.\alpha_{p} \frac{\partial T}{\partial z}\right|_{z=0}=\frac{h}{\rho_{p} c_{p}}\left[T(z=0, t)-T_{\infty}\right]-\frac{q_{\text {laser }}}{\rho_{p} c_{p}}$
$T_{\infty}=30^{\circ} \mathrm{C}$
$T(z=\infty, t)=50^{\circ} \mathrm{C}$

Table 1
Parameter value for 1D heat transport model [41].

| Parameters | 304 L Solid | 304 L Powder |
| :--- | :---: | :---: |
| Density, $\rho\left[\mathrm{kg} / \mathrm{m}^{3}\right]$ | 8030 | 4352 |
| Specific heat capacity, $c[\mathrm{~J} / \mathrm{kg} \cdot \mathrm{K}]$ | 490 | 490 |
| Thermal conductivity, $k[\mathrm{Wm} / \mathrm{K}]$ | 16.2 | 0.181 |
| Thermal diffusivity, $\alpha\left[\mathrm{mm}^{2} / \mathrm{s}\right]$ | 4.12 | 0.084 |

and the initial condition
$T(z, t=0)=50^{\circ} \mathrm{C}$
where $T$ is the temperature, $t$ is the time, and $\alpha_{p}, \rho_{p}$ and $c_{p}$ are the thermal diffusivity, density and the specific heat of powder material. The material values are listed in Table 1.

The thermal wavelength in material is $\lambda=2 \sqrt{\alpha \pi / f}$ [73]. The thermal penetration depth is $\mu=\sqrt{\alpha / \pi f}=\lambda / 2 \pi$ [74], which describes the characteristic length at which the harmonic part of the temperature field falls to $1 / e$ of its value at the source. In general, there is a tradeoff between the print part spatial resolution of the thermal response and its thermal wavelength $\lambda$ or depth of penetration $\mu$. For example, the longer wavelength $\lambda$ leads to the blurring temperature distribution on the print part edges, however, the resulting deeper thermal penetration depth $\mu$ facilitates the propagation of thermal wave. In this paper, the height of the parts above the build plate is significantly greater than $\mu$ and the effects of the build plate on the $T_{h}$ become negligible for frequencies larger than 0.1 Hz . This allows the problem in Eqs. (5)-(7) to be effectively modeled as semi-infinite in the $z$ direction using a 1D frequency domain finite difference algorithm (detailed in Appendix C). Working in the frequency domain allows solving for the harmonic response at the surface significantly faster than extracting the response from a transient solution. Fig. 3 shows how the amplitude $T_{h, n}$ and phase $\varphi_{n}$ vary with powder thicknesses and thermal diffusivity as determined through
calculations using a 1D model in frequency domain. It denotes that the normalized amplitude is less sensitive than phase to the variations in the thermal properties of the powder. Consequently, only the phase is used to estimate the powder properties in the subsequent sections of this paper.

## 4. Lock-in thermographic measurement validation

Fig. 4(a) shows a photograph of the simple gauge specimens described in Section 2, after the powder has been removed, while Fig. 4 (b) shows the blocks inside the LPBF machine after coating fresh powder. The powder thickness is measured using a laser scanning (LMI Gocater 2320). The measured surface heights of the gauge specimens with and without powder are compared to obtain the height of the powder layer which is shown in Fig. 4(c). The specimens were fabricated so that the thickness ranges from 50 to $350 \mu \mathrm{~m}$ on increments of $50 \mu \mathrm{~m}$.

During the thermal wave experiments, the laser diffusely illuminates the powder bed with 200 W of power. The intensity of the laser is square wave modulated at a frequency of $f_{1}=0.1 \mathrm{~Hz}$ using the scanning strategy in Fig. 1(a) and (b). The temperature of the top surface is recorded by the LWIR camera in the time domain and the amplitude and phase are extracted as discussed in Section 2. Fig. 5(a) and Video S2 in supplementary show 2D phase maps extracted at different harmonic frequencies, $f_{n}$. The phase maps for higher harmonics generally appear sharper due to the shorter thermal penetration depth $\mu$. However, the lower amplitude of the thermal response at higher harmonic frequencies also results in a reduced signal to noise value. Fig. 5(b) shows a comparison between the extracted phases (averaged over the blocks) and the 1D thermal transport model. The error bars in this figure indicate the $\pm$ one standard deviation about the average value for phases. As shown in the figure, the 1D model phases agree well with the experiment, when the correct thermal properties are selected.

Supplementary material related to this article can be found online at doi:10.1016/j.addma.2023.103726.


Fig. 4. (a)Photograph of gauge specimens and (b) in-situ powder bed top surface after powder spread, and (c) 2D map of laser scanning measured powder layer thickness.


Fig. 5. (a) Phase distribution at different frequencies obtained through least square fitting, and (b) comparison of experimentally extracted phases and 1D model phases.


Fig. 6. (a) 2D map of lock-in thermography (LIT) measured thermal diffusivity (white dash line marks the inner area). (b) Thermal diffusivity with normal distribution. The blue curve represents all thickness ( $\delta \geq 50 \mu \mathrm{~m}$ ), while the red curve corresponds to the block with higher powder thickness ( $\delta \geq 150 \mu \mathrm{~m}$ ).


Fig. 7. SEM images of representative samples showing (a) fine, $15-25 \mu \mathrm{~m}$, (b) unsieved as received $15-45 \mu \mathrm{~m}$ and (c) coarse powder, $25-45 \mu \mathrm{~m}$ powders.


Fig. 8. Thermal diffusivity measurement for different sized powders using lock-in thermography.

The least square method is used to estimate the powder thermal diffusivity $\alpha$ by minimizing the sum of squared errors $R S S_{\varphi}$ of the 1D model phases and experimental phases as
$\min \left(R S S_{\varphi}\right)=\min \left\{\sum_{n=1}^{N}\left[\varphi_{n}-\varphi^{\prime}\left(f_{n}, \alpha, \delta\right)\right]^{2}\right\}$
where $\varphi^{\prime}\left(f_{n}, \alpha, \delta\right)$ represents the 1D model calculated phase for thermal diffusivity $\alpha$ and powder layer thickness $\delta$ at harmonic frequency $f_{n}$, and $N$ is the maximum order of harmonic frequency used in parameter estimation. The first five phase values $\varphi_{1} \ldots \varphi_{5}$ are employed to estimate
the powder thermal diffusivity.
Fig. 6(a) shows the 2D map of thermal diffusivity, (with uncertainty analysis in Appendix B2). At the edges of the 50 and $100 \mu \mathrm{~m}$ thick areas, the extracted thermal diffusivity is anomalously high. This is because the spreading powder did not completely cover the edges (see Fig. 4(b)) leading to an effective media comprising of some of the underlying printed part. In the inner area of the 50 and $100 \mu \mathrm{~m}$ thick sections, the thermal diffusivity is lower. This may be caused by increased voids from particle jamming [30,75]. These voids break the homogeneous effective medium and surface laser interaction assumptions.

Fig. 6(b) shows two histograms of the thermal diffusivity calculated


Fig. 9. Thermal diffusivity measurement for different wiper speeds using lock-in thermography.


Fig. 10. LWIR camera measured temperature history for selected points at the parts of 'S', '\&', and 'T'.
pixel by pixel from the inner area of the blocks. A $95 \%$ confidence interval for the powder thermal diffusivity is calculated by fitting a Gaussian distribution to the histograms. The histogram generated by excluding the 50 and $100 \mu \mathrm{~m}$ (including the nominal powder thicknesses $\delta \geq 150 \mu \mathrm{~m}$ ) is narrower than one created from all seven areas, showing that higher thicknesses $(\delta \geq 150 \mu \mathrm{~m})$ produce lower thermal diffusivity uncertainty. As a result, these five blocks ( $\delta \geq 150 \mu \mathrm{~m}$ ) are selected for the following section measurements. However, it should be noted that even though the diffusivity measurements are less accurate for layer thicknesses approaching the maximum particle diameter, anomalies in the layers can still be detected.

## 5. In-situ lock-in thermographic monitoring powder bed for influence of powder size and wiper speed

The lock-in thermographic approach offers a novel tool in LPBF for studying the in-situ thermal diffusivity of the powder layer. Various experimental variables, such as powder particle size and wiper spreading speed, can influence the properties of the powder layer. Accurately characterizing these properties is crucial for modeling efforts as well as monitoring of the process, ensuring the detection of any unintended alterations in the powder layer.


Fig. 11. (a) Photograph of in-situ powder bed top surface after powder spread, and phase maps at (b) 0.4 Hz and (c) 1.2 Hz .

### 5.1. Powder size

The commercial 304 L stainless steel powder used in this paper has a particle diameter of $15-45 \mu \mathrm{~m}$. To study how the powder size distribution affects the thermal transport properties, the powder was sieved to separate the raw powder into a fine powder distribution ( $<25 \mu \mathrm{~m}$ ) and a coarse powder distribution ( $>25 \mu \mathrm{~m}$ ). Fig. 7 shows the SEM images of the three powder distributions.

The sieved powder is spread individually over printed gauge blocks (shown in Fig. 4(a)). A spreader speed of $140 \mathrm{~mm} / \mathrm{s}$ is used for all the distributions. After spreading, the same procedure as in Section 4 was used to integrate the powder and fit the thermal diffusivity pixel-bypixel. Fig. 8 shows histograms of the measured thermal diffusivities


Fig. 12. (a) Photograph of S\&T logo after powder bed has been cleaned, (b) true powder thickness from laser scanning, (c) lock-in thermography measured powder thickness, (d) comparison of true powder thicknesses with lock-in thermography measured thickness.


Fig. A1. (a) Schematic of the experimental setup for modulated square wave in Renishaw AM250. (b) Experimentally recorded temperature history captured by LWIR thermal camera.
for the three distributions. The results show that thermal diffusivity increases with particle size in agreement with literature [41]. In general, larger particles have fewer gas interfaces per volume, resulting in reduced thermal resistance and higher thermal conductivity.

### 5.2. Spreader speed

The commercial LPBF machine allows wiper spreading speeds between 14 and $140 \mathrm{~mm} / \mathrm{s}$. With the exception of the experiments in this section, all the experiments in this paper are performed using a spreader speed of $140 \mathrm{~mm} / \mathrm{s}$. To understand the effects of spreader speed, the gauge block experiment was repeated with two additional wiper speeds ( 14 and $70 \mathrm{~mm} / \mathrm{s}$ ) using unseived powder. Fig. 9 shows the fitted pixel-by-pixel thermal diffusivity using the lock-in thermography. The results show that slower wiper speeds lead to an increased thermal diffusivity.

This can be attributed to the impact of wiper spreading speeds on porosity, as slower spreading speeds are associated with lower powder bed layer porosity. Porosity affects both the effective density and thermal conductivity. In general, while the density increases with decreasing porosity, thermal conductivity rises much more rapidly when porosity diminishes [76] This increases thermal diffusivity as porosity decreases. These results agree with numerical simulations in literature [28,30,67, 75] and suggest that the powder bed density can be monitored using the thermal diffusivity.

## 6. In-situ lock-in thermographic monitoring for powder layer thickness

The previous sections introduced the lock-in thermography technique. While this can be used for fundamental property measurements, it


Fig. B1. (a)Uncertainty $\sigma_{T h, n}$ of amplitude $T_{h, n}$ and (b) phase uncertainty $\sigma_{\varphi n}$ for different heat cycles with $200 \mu \mathrm{~m}$ powder layer thickness.


Fig. B2. Uncertainty of thermal diffusivity $\sigma_{\alpha}$ for various powder thickness with (a) 2 laser heat cycles and (b) 77 laser heat cycles. The red region represent the measured thermal diffusivity, as detailed in Sections 4 and 5.


Fig. C1. Schematic of discrete node distribution for 1D heat transfer model.
also has the potential for in-process inspection. Compared with our previous work of passive thermography [63], this section demonstrates the ability of active thermographic method to resolve the thickness using data from a shorter interrogation time ( 10 s total). Unsieved powder, spread at $140 \mathrm{~mm} / \mathrm{s}$ is used for this. A university logo "S\&T" was created using LPBF with each letter printed to a different height. Specifically, the 'S' symbol has a height $50 \mu \mathrm{~m}$ lower than the ' $\&$ ', and $50 \mu \mathrm{~m}$ higher than the ' T ' symbol. The heights of these symbols above the build plate are significantly greater than the thermal penetration depth $\mu$ to satisfy the 1D assumption. After printing the highest ' \&' symbol, the elevator was
then lowered by $150 \mu \mathrm{~m}$ and a fresh layer of powder was spread over the part. The 'S', '\&', and 'T' symbols are now covered by nominal powder thicknesses of $200 \mu \mathrm{~m}, 150 \mu \mathrm{~m}$, and $250 \mu \mathrm{~m}$, respectively. The spread powder is then illuminated by the diffused LPBF laser beam. The laser is modulated at $f_{1}=0.4 \mathrm{~Hz}$ and for 4 cycles. Fig. 10 shows the LWIR camera measured temperature history for points inside the three symbols. Fig. 11(a) shows a photograph of the powder coated artifact at this step.

The same procedure as in Section 4 is employed to extract the phase from the recorded temperature history. Fig. 11(b-c) shows the phase maps $\varphi_{1}$ and $\varphi_{2}$ extracted at the first and second harmonic frequencies, $f_{1}$ $=0.4 \mathrm{~Hz}$ and $f_{2}=1.2 \mathrm{~Hz}$. While the logo cannot be seen in the optical photograph, it becomes clearly discernible in the thermal phase maps. The phase map extracted at the second harmonic ( $f_{2}=1.2 \mathrm{~Hz}$ ) shows a sharper boundary around the ' $\&$ ' symbol, however, the deeper ' $T$ ' cannot be resolved. For this 0.4 Hz illumination frequency, these extract phases $\varphi_{1}$ and $\varphi_{2}$ are utilized for powder thickness measurement. This choice is made because the higher frequency phases $\left(f_{n}>f_{2}\right)$ are heavily influenced by background noise, rendering them less reliable for accurate thickness determination.

Fig. 12(a) shows a photograph of the artifact after removing the powder. The artifact was removed from the build chamber and laser scanned (LMI Gocater 2320) to measure the local powder thickness which is shown Fig. 12(b). Fig. 12(c) shows the estimated powder thickness using Eq. (8) and fitting the 1D model thermal transport model to the measured phases. The powder diffusivity is assumed to be $\alpha=0.084 \mathrm{~mm}^{2} / \mathrm{s}$ (from Fig. 6). There is good agreement between the ex-situ laser scanning measured powder thicknesses of the artifact and the in-situ thermography extracted powder thickness. This is illustrated by the comparison of the point-by-point thicknesses shown in Fig. 12(d). The coefficient of determination, $\mathrm{R}^{2}$, for the correlation between the insitu and ex-situ measured thicknesses, is 0.90 . The strong correlation between the measurements even with a reduced integration time ( 10 s )
suggests that the technique has significant potential for in-process inspection. It is worth noting that the surface topography of artifacts can be deduced from the thickness of the powder layer. For example, there is an elevated region that appears as a linear feature in the middle of the symbol "T" surface (see Fig. 12 (a)). This phenomenon results in a thinner powder layer thickness as shown in the same region in Fig. 12 (c). This surface topography monitoring capability of this method enables the application for real-time detection of anomalies or deviations in LPBF.

## 7. Conclusion

This paper investigates the use of a lock-in thermographic method to measure local powder layer thermal diffusivity and/or thickness in-situ during the LPBF process. This method generates a thermal wave by modulating a heat source illuminating the powder bed while observing the powder bed's surface temperature using a LWIR camera. Converting the recorded thermal history to the frequency domain allows the phase information to be compared with a 1D model subject to a robust uncertainty analysis. Using this method, the thermal diffusivity of powder with different particle sizes is measured, as well as powder layer at different wiper spreading speeds. This paper also demonstrated the evaluation of the layer thickness in-situ in a short time ( 10 s ). This capability further enhances the application for the in-situ real time diagnostic of product quality and is potentially an alternative to structured light scanning.

While this paper establishes the framework and demonstrates the significant potential of the lock-in thermographic technique, the approach can be improved by (1) using higher dimensional model and including volumetric heating, (2) expanding the fitting to make use of trained machine learning models and (3) improving the heat source with
arbitrary temporal thermal topography in order to provide greater control over the frequency content of the excitation. The third technique can either be realized with the LPBF laser and a diffuser or with separate heating sources such as large-area diodes. Regardless, the lock-in thermographic method has significant potential to improve LPBF with increased simultaneous assurance of the powder quality and layer thickness.
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## Appendix A. Generation of square thermal wave with the diffused LPBF laser

Lock-in thermographic measurement typically comprises two components: a modulated thermal wave heat source and an infrared camera. In this study, the LPBF laser expanded by an optical diffuser serves as the modulated heating source. The modulated square thermal wave is generated by printing the designed parts using specific scanning strategies. Fig. A1(a) displays the schematic of the modulated square wave setup.

Two rectangular print parts, $A$ and $B$, are designed with dimensions of 0.2 mm length, 0.1 mm width and 1 mm height. Part $B$ is positioned at the top left, while part A is placed in the center of the build plane. The laser prints part B first, followed by printing part A in sequence. The laser has a Gaussian distribution and diameter of $\Phi \approx 75 \mu \mathrm{~m}$. The optical diffuser is mounted at the center of chamber and 30 cm above the build plane. When part A is printed, the laser transmits through the optical diffuser and expands into a large cone shape to illuminate the powder bed center. When part B is printed, the laser bypasses the optical diffuser without illuminating the powder bed center. In the build preparation software, Materialise Magic, part A and B are combined as an integrated part using the Boolean operation. Subsequently, the integrated part is replicated to create 78 identical parts, all overlapping at the same location. With this setup, the laser prints every integrated part one by one, and in each integrated part it follows the aforementioned sequency of printing part $B$ first and then part $A$.

The powder at the center area is heated every time the laser printing part A. The scanning strategy, including point distance $d_{p}$ and exposure time $t_{e}$ are set up as 0.15 mm and 2.5 s to modulate the illumination frequency. Laser prints part A with two pulses in 5 s and the period of one integrated part printing takes 10 s , resulting in a frequency of 0.1 Hz . These settings effectively modulate the frequency of illumination during the printing process. The recorded temperature of powder bed center is shown in Fig. A1(b). The $50 \%$ duty cycle heating portion is caused by part A printing and cooling portion results from part B printing. With this setup, the amplitude and frequency of the square wave can be easily modulated by adjusting the laser power and exposure time.

## Appendix B. Uncertainty analysis

Uncertainty analysis of thermal property characterization in thin films has been conducted using thermoreflectance [77] and photoacoustic methods [78]. Following a similar approach, this section investigates the uncertainty of powder thermal diffusivity $\alpha$ derived from experimental noise. The in-situ lock-in thermographic method introduced in this paper employs a known 1D model to fit experimental phases extracted from the temperature history recorded by LWIR camera. In this fitting, the powder thermal diffusivity $\alpha$ is an unknown parameter being estimated. The uncertainty of $\alpha$ arises from the phase signal uncertainty, which is derived from experimental noise. To analyze these, the uncertainty of phase derived from experimental noise is studied first. Subsequently, the uncertainty of thermal diffusivity caused by phase is derived.

## B1. Uncertainty of experimental phase derived from experimental noise

Given the experimental measured phase $\varphi$ with mean value $\varphi^{*}$ and uncertainty $\sigma_{\varphi}$, this uncertainty $\sigma_{\varphi}$ can be represented as
$\sigma_{\varphi_{n}}=\sqrt{\left(\varphi_{n}-\varphi_{n}^{*}\right)^{2}}$
where $\varphi_{n}, n=1,2, \ldots N$ are the order $n_{t h}$ measured phase data point at frequency $f_{n}$. From Eq. (4), the measured experimental phase $\varphi_{n}$ is a function of coefficients $G_{n}$ and $H_{n}$ as
$\varphi_{n}=\tan ^{-1}\left[H_{n} / G_{n}\right]$.
Consider $G_{n}$ and $H_{n}$ as the estimated values of $G_{n}$ and $H_{n}$ with mean values $G_{n}{ }^{*}$ and $H_{n}{ }^{*}$ and uncertainties $\sigma_{G n}$ and $\sigma_{H n}$. If $\varphi_{n}$ is in a small neighborhood around the mean value $\varphi_{n}{ }^{*}, \varphi_{n}$ can be expanded around $\varphi_{n}{ }^{*}$ with respect to $G_{n}$ and $H_{n}$ by the first-order Taylor expansion as
$\varphi_{n} \approx \varphi_{n}^{*}+\left(G_{n}-G_{n}^{*}\right) \frac{\partial \varphi_{n}}{\partial G_{n}}+\left(H_{n}-H_{n}^{*}\right) \frac{\partial \varphi_{n}}{\partial H_{n}}$.
Substituting Eq. (11) into the uncertainty $\sigma_{\varphi n}$, Eq. (9), it can be represented as
$\sigma_{\varphi_{n}}=\sqrt{\left[\left(G_{n}-G_{n}^{*}\right) \frac{\partial \varphi_{n}}{\partial G_{n}}+\left(H_{n}-H_{n}^{*}\right) \frac{\partial \varphi_{n}}{\partial H_{n}}\right]^{2}}=\sqrt{\left(\sigma_{G_{n}} \frac{\partial \varphi_{n}}{\partial G_{n}}\right)^{2}+\left(\sigma_{H_{n}} \frac{\partial \varphi_{n}}{\partial H_{n}}\right)^{2}+2 \operatorname{cov}\left(G_{n}, H_{n}\right) \frac{\partial \varphi_{n}}{\partial G_{n}} \frac{\partial \varphi_{n}}{\partial H_{n}}}=\sqrt{\left(\frac{H_{n}}{H_{n}^{2}+G_{n}^{2}} \sigma_{G_{n}}\right)^{2}+\left(\frac{G_{n}}{H_{n}^{2}+G_{n}^{2}} \sigma_{H_{n}}\right)^{2}}$
where $\operatorname{cov}\left(G_{n}, H_{n}\right)$ is the variance-covariance matrix, defined as $\operatorname{cov}\left(G_{n}, H_{n}\right)=\left(G_{n}-G_{n}^{*}\right)\left(H_{n}-H_{n}^{*}\right)$. Given that $G_{n}$ and $H_{n}$ are independent of one another, the variance-covariance matrix $\operatorname{cov}\left(G_{n}, H_{n}\right)$ is equal to zero. The other partial differential terms in Eq. (12) are calculated using Eq. (10). Similarly, the experimentally measured amplitude uncertainty $\sigma_{T h, n}$ is
$\sigma_{T_{h, n}}=\sqrt{\left(\sigma_{G_{n}} \frac{\partial T_{h, n}}{\partial G_{n}}\right)^{2}+\left(\sigma_{H_{n}} \frac{\partial T_{h, n}}{\partial H_{n}}\right)^{2}}=\sqrt{\left(\frac{G_{n}}{\sqrt{H_{n}^{2}+G_{n}^{2}}} \sigma_{G_{n}}\right)^{2}+\left(\frac{H_{n}}{\sqrt{H_{n}^{2}+G_{n}^{2}}} \sigma_{H_{n}}\right)^{2}}$.
The uncertainty $\sigma_{G n}$ and $\sigma_{H n}$ in Eqs. (12) and (13) can be derived from the least square fitting process.
$R S S_{T}=\sum_{m=1}^{M}\left[T_{m}-T_{m, f i t}\left(A_{1}, A_{2}, A_{3}, G_{1}, H_{1} \cdots G_{N}, H_{N}\right)\right]^{2}$
where $M$ denotes the total number of frames in the measured temperature time history, and $R S S_{T}$ corresponds to the residual sum of squared errors. $T_{m}$ represents the experimental temperature captured at frame time $t_{m} . T_{m, f i t}$ is the calculated temperature at $t_{m}$ using
$T_{m, f i t}=A_{1}+A_{2} \sqrt{t_{m}}+A_{3} t_{m}+\sum_{n=1}^{N}\left[G_{n} \sin \left(2 \pi f_{n} t_{m}\right)+H_{n} \cos \left(2 \pi f_{n} t_{m}\right)\right]$
When $R S S_{T}$ reaches its minimum value, it will satisfy:
$\left.\frac{\partial R S S_{T}}{\partial A_{1}}\right|_{\hat{A}_{1}, \ldots, \hat{H}_{N}}=0, \ldots,\left.\frac{\partial R S S_{T}}{\partial H_{N}}\right|_{\hat{A}_{1}, \ldots, \hat{H}_{N}}=0$.
Substituting Eq. (14) into above relationships, it can be obtain that
$\left.\sum_{m=1}^{M}\left[T_{m}-T_{m, f i t}\left(\widehat{A}_{1}, \cdots \widehat{H}_{N}\right)\right] \frac{\partial T_{m, f i t}}{\partial A_{1}}\right|_{\hat{A}_{1}, \cdots \hat{H}_{N}}=0, \ldots,\left.\sum_{m=1}^{M}\left[T_{m}-T_{m, f i t}\left(\widehat{A}_{1}, \cdots \widehat{H}_{N}\right)\right] \frac{\partial T_{m, f i t}}{\partial H_{N}}\right|_{\hat{A}_{1}, \cdots \hat{H}_{N}}=0$.
By applying a first order Taylor expansion of $T_{m, f i t}$ around the mean values $G_{n}{ }^{*}$ and $H_{n}{ }^{*}$, the following results are obtained.
$T_{m, f i t}\left(\widehat{A}_{1}, \cdots \widehat{H}_{N}\right) \approx T_{m, f i t}\left(A_{1}^{*}, \cdots H_{N}^{*}\right)+\left.\left(\widehat{A}_{1}-A_{1}^{*}\right) \frac{\partial T_{m, f i t}}{\partial A_{1}}\right|_{A_{1}^{*}, \cdots H_{N}^{*}}, \ldots,+\left.\left(\widehat{H}_{N}-H_{N}^{*}\right) \frac{\partial T_{m, f i t}}{\partial H_{N}}\right|_{A_{1}^{*}, \cdots H_{N}^{*}}$
Substituting it into the minimization conditions Eq. (17) and using the approximation
$\left.\left.\left.\left.\frac{\partial T_{m, \text { fit }}}{\partial A_{1}}\right|_{A_{1}^{*}, \cdots H_{N}^{*}} \approx \frac{\partial T_{m, \text { fit }}}{\partial A_{1}}\right|_{\hat{A}_{1}, \cdots \hat{H}_{N}} \ldots \frac{\partial T_{m, f i t}}{\partial H_{N}}\right|_{A_{1}^{*}, \cdots H_{N}^{*}} \approx \frac{\partial T_{m, f i t}}{\partial H_{N}}\right|_{\hat{A}_{1}, \cdots \hat{H}_{N}}$
it can be obtained that
$\left.\sum_{m=1}^{M}\left[T_{m}-T_{m, f i t}\left(A_{1}^{*}, \cdots H_{N}^{*}\right)-\left.\left(\widehat{A}_{1}-A_{1}^{*}\right) \frac{\partial T_{m, f i t}}{\partial A_{1}}\right|_{A_{1}^{*}, \cdots H_{N}^{*}} \cdots-\left.\left(\widehat{H}_{N}-H_{N}^{*}\right) \frac{\partial T_{m, f i t}}{\partial H_{N}}\right|_{A_{1}^{*}, \cdots H_{N}^{*}}\right] \frac{\partial T_{m, f i t}}{\partial A_{1}}\right|_{A_{1}^{*}, \cdots H_{N}^{*}}=0$
$\vdots$
$\left.\sum_{m=1}^{M}\left[T_{m}-T_{m, f i t}\left(A_{1}^{*}, \cdots H_{N}^{*}\right)-\left.\left(\widehat{A}_{1}-A_{1}^{*}\right) \frac{\partial T_{m, f i t}}{\partial A_{1}}\right|_{A_{1}^{*}, \cdots H_{N}^{*}} \cdots-\left.\left(\widehat{H}_{N}-H_{N}^{*}\right) \frac{\partial T_{m, f i t}}{\partial H_{N}}\right|_{A_{1}^{*}, \cdots H_{N}^{*}}\right] \frac{\partial T_{m, f i t}}{\partial H_{N}}\right|_{A_{1}^{*}, \cdots H_{N}^{*}}=0$.
This relationship can be represented in Matrix form by using Jacobian matrix $J$
$J^{T}\left(\left(\begin{array}{c}T_{1}-T_{1 . f t}\left(A_{1}^{*}, \cdots H_{N}^{*}\right) \\ \vdots \\ T_{M}-T_{M, f t}\left(A_{1}^{*}, \cdots H_{N}^{*}\right)\end{array}\right)-J\left(\begin{array}{c}\widehat{A}_{1}-A_{1}^{*} \\ \vdots \\ \widehat{H}_{N}-H_{N}^{*}\end{array}\right)\right)=\left(\begin{array}{c}0 \\ \vdots \\ 0\end{array}\right)$
where Jacobian matrix $J$ is
$J^{T}=\left(\begin{array}{ccc}\left.\frac{\partial T_{1, f i}}{\partial A_{1}}\right|_{A_{1}^{*}, \cdots H_{N}^{*}} & \cdots & \left.\frac{\partial T_{M, f t}}{\partial A_{1}}\right|_{A_{1}^{*}, \cdots H_{N}^{*}} \\ \vdots & \ddots & \vdots \\ \left.\frac{\partial T_{1, f i t}}{\partial H_{N}}\right|_{A_{1}^{*}, \cdots H_{N}^{*}} & \cdots & \left.\frac{\partial T_{M, f t}}{\partial H_{N}}\right|_{A_{1}^{*}, \ldots H_{N}^{*}}\end{array}\right)$.
When $J^{T} J$ is non-singular, Eq. (21) can be rearranged to express the estimate $G_{n}$ and $H_{n}$ in terms of $G_{n}{ }^{*}, H_{n}{ }^{*}$ and Jacobian matrix $J$ as
$\left(\begin{array}{c}\widehat{A}_{1} \\ \vdots \\ \widehat{H}_{N}\end{array}\right)=\left(J^{T} J\right)^{-1} J^{T}\left(\begin{array}{c}T_{1}-T_{1 . f t}\left(A_{1}^{*}, \ldots, H_{N}^{*}\right) \\ \vdots \\ T_{M}-T_{M, f t}\left(A_{1}^{*}, \ldots, H_{N}^{*}\right)\end{array}\right)+\left(\begin{array}{c}A_{1}^{*} \\ \vdots \\ H_{N}^{*}\end{array}\right)$.
The standard deviation uncertainty $\sigma_{G n}$ and $\sigma_{H n}$ of the estimated coefficients $G_{n}$ and $H_{n}$ can be obtained from the main diagonal of variancecovariance matrix of coefficients as
$V\left(\begin{array}{c}\widehat{A}_{1} \\ \vdots \\ \widehat{H}_{N}\end{array}\right)=E\left\{\left[\left(\begin{array}{c}\widehat{A}_{1} \\ \vdots \\ \widehat{H}_{N}\end{array}\right)-E\left(\begin{array}{c}\widehat{A}_{1} \\ \vdots \\ \widehat{H}_{N}\end{array}\right)\right]\left[\left(\begin{array}{c}\widehat{A}_{1} \\ \vdots \\ \widehat{H}_{N}\end{array}\right)-E\left(\begin{array}{c}\widehat{A}_{1} \\ \vdots \\ \widehat{H}_{N}\end{array}\right)\right]^{T}\right\}$
where the expectation value of estimated coefficients $G_{n}$ and $H_{n}$, Eq. (23) is:
$E\left(\begin{array}{c}\widehat{A}_{1} \\ \vdots \\ \hat{H}_{N}\end{array}\right)=\left(J^{T} J\right)^{-1} J^{T}\left(\begin{array}{c}E\left(T_{1}\right)-T_{1, f i t}\left(A_{1}^{*}, \ldots, H_{N}^{*}\right) \\ \vdots \\ E\left(T_{M}\right)-T_{M, f t}\left(A_{1}^{*}, \ldots, H_{N}^{*}\right)\end{array}\right)+\left(\begin{array}{c}A_{1}^{*} \\ \vdots \\ H_{N}^{*}\end{array}\right)$.
Substituting Eq. (23) and Eq. (25) into variance-covariance matrix Eq. (24),
$V\left(\begin{array}{c}\widehat{A}_{1} \\ \vdots \\ \widehat{H}_{N}\end{array}\right)=E\left\{\left[\left(J^{T} J\right)^{-1} J^{T}\left(\begin{array}{c}T_{1}-E\left(T_{1}\right) \\ \vdots \\ T_{M}-E\left(T_{M}\right)\end{array}\right)\right]\left[\left(J^{T} J\right)^{-1} J^{T}\left(\begin{array}{c}T_{1}-E\left(T_{1}\right) \\ \vdots \\ T_{M}-E\left(T_{M}\right)\end{array}\right)\right]^{T}\right\}$
and using the matrix property $(A B)^{\mathrm{T}}=B^{\mathrm{T}} A^{\mathrm{T}}$ and $\left[\left(J^{T} J\right)^{-1}\right]^{\mathrm{T}}=\left(J^{T} J\right)^{-1}$ since $\left(J^{T} J\right)^{-1}$ is a symmetric matrix, variance-covariance matrix can be simplified as
$V\left(\begin{array}{c}\widehat{A}_{1} \\ \vdots \\ \hat{H}_{N}\end{array}\right)=\left\{\left(J^{T} J\right)^{-1} J^{T} E\left(\begin{array}{c}T_{1}-E\left(T_{1}\right) \\ \vdots \\ T_{M}-E\left(T_{M}\right)\end{array}\right)\left(\begin{array}{c}T_{1}-E\left(T_{1}\right) \\ \vdots \\ T_{M}-E\left(T_{M}\right)\end{array}\right)^{T} J\left(J^{T} J\right)^{-1}\right\}=\left(J^{T} J\right)^{-1} J^{T}\left(\begin{array}{ccc}\sigma_{T_{1}}^{2} & \cdots & \operatorname{cov}\left(T_{1}, T_{M}\right) \\ \vdots & \ddots & \vdots \\ \operatorname{cov}\left(T_{M}, T_{1}\right) & \cdots & \sigma_{T_{M}}^{2}\end{array}\right) J\left(J^{T} J\right)^{-1}$.
Assuming that the temperature uncertainty $\sigma_{T m}$ is equal for each individual measurement, the $\sigma_{T m}$ for powder layer measured by the utilized LWIR camera is determined to be 0.4 K . The standard deviation uncertainties $\sigma_{G n}$ and $\sigma_{H n}$ of the estimate value $G_{n}$ and $H_{n}$ are obtained from the square root of the main diagonal entries in the variance-covariance matrix given by Eq. (27). These uncertainties $\sigma_{G n}$ and $\sigma_{H n}$ are used to calculate the uncertainties $\sigma_{\varphi n}$ and $\sigma_{T h, n}$ using Eqs. (12) and (13). The uncertainty $\sigma_{T h, n}$ for different laser heating cycles with $200 \mu \mathrm{~m}$ thickness are illustrated in Fig. B1(a). It is evident that the longer heating cycles result in lower uncertainties. Furthermore, the uncertainty $\sigma_{T h, n}$ is independent with frequency, which is attributed to the orthogonal properties of Fourier series obtained from the $J^{T} J$ matrix. Fig. B1 (b) illustrates the uncertainty of the phase concerning frequency for a $200 \mu \mathrm{~m}$ powder thickness. It is evident that uncertainty increases with higher frequencies, while longer heating cycles help reduce the uncertainty level.

## B2. Uncertainties of thermal diffusivity $\alpha$ from least square method.

The thermal diffusivity $\alpha$ is estimated from the least square fitting of 1 D model calculated phase $\varphi^{\prime}\left(f_{n}, \alpha, \delta\right)$ with experimental phase data $\varphi_{n}$ by using Eq. (8). Following the same procedures derived in section B1, the variance-covariance matrix of the estimated thermal diffusivity $\widehat{\alpha}$ is:
$\sigma_{\alpha}^{2}=\left(J^{T} J\right)^{-1} J^{T}\left(\begin{array}{ccc}\sigma_{\varphi_{1}}^{2} & \cdots & \operatorname{cov}\left(\varphi_{1}, \varphi_{N}\right) \\ \vdots & \ddots & \vdots \\ \operatorname{cov}\left(\varphi_{N}, \varphi_{1}\right) & \cdots & \sigma_{\varphi_{N}}^{2}\end{array}\right) J\left(J^{T} J\right)^{-1}$
where Jacobian matrix $J$ in this condition is
$J=\left(\begin{array}{c}\left.\frac{\partial \varphi_{1 D}\left(f_{1}, \delta, \alpha\right)}{\partial \alpha}\right|_{\alpha^{*}} \\ \vdots \\ \left.\frac{\partial \varphi_{1 D}\left(f_{N}, \delta, \alpha\right)}{\partial \alpha}\right|_{\alpha^{*}}\end{array}\right)$.
The standard deviation uncertainty $\sigma_{\alpha}$ is obtained from the square root of the main diagonal entries in the variance-covariance matrix of Eq. (28). The uncertainty $\sigma_{\alpha}$ with different powder thicknesses and laser heat cycles is shown in Fig. B2. The results denote that a $200 \mu \mathrm{~m}$ powder thickness exhibits better accuracy than the other two thickness. It is also demonstrated that with only 2 heating cycles, the uncertainty is around $0.005 \mathrm{~mm}^{2} / \mathrm{s}$. The uncertainty with 78 cycles is around $0.001 \mathrm{~mm}^{2} / \mathrm{s}$, which corresponds to $2.5 \%$ of measured thermal diffusivities shown in Sections 4 and 5 .

## Appendix C. Solving heat transport equation in frequency domain

To Solve the heat transport equation in frequency domain, it is necessary to eliminate the time terms from the heat transport equation. To achieve this goal, the laser intensity Eq. (1) and temperature response Eq. (2) need to be rewritten with the imaginary part of exponential base functions first,
$q_{\text {laser }}=\frac{I_{0}}{2}+\sum_{n=1}^{\infty} \operatorname{Im}\left[\frac{2 I_{0}}{n \pi} e^{j 2 \pi f_{n} t}\right]$
$T(z, t)=T_{t}(z, t)+\sum_{n=1}^{\infty} \operatorname{Im}\left[\widetilde{T}_{h, n}(z) e^{j 2 \pi f_{n} t}\right]$
where $T_{h, n}(z)=T_{h, n}(z) e^{j \varphi_{n}}$ represents the complex temperature and $j$ is the imaginary unit. By substituting Eq. (30) into the heat equation Eq. (5) and cancel the term $e^{j 2 \pi f_{n} t}$, the heat equation can be simplified to

$$
\left\{\begin{array}{c}
j 2 \pi f_{n} \tilde{T}_{h, n}(z)=\alpha \frac{\partial^{2} \tilde{T}_{h, n}(z)}{\partial z^{2}}  \tag{31}\\
\tilde{T}_{h, n}(z=\infty)=0 \\
\left.\alpha_{p} \frac{\partial \tilde{T}_{h, n}(z)}{\partial z}\right|_{z=0}=\frac{h}{\rho_{p} c_{p}} \tilde{T}_{h, n}(z=0)-\frac{2 I_{0}}{n \pi \rho_{p} c_{p}}
\end{array}\right.
$$

which represents the heat equation in the frequency domain with boundary conditions. The finite difference method is employed to numerically solve this heat equation in the frequency domain. Fig. C1 illustrates the discrete node distribution, with node $1 \sim r-1$ representing the top powder layer portion and node $\mathrm{r}+1 \sim r+s$ representing the bottom printed solid part portion. Node $r$ corresponds to the interface, while $\Delta z_{p}$ and $\Delta z_{s}$ denote the node size of powder bed and printed solid, respectively.

The matrix of the finite difference equation is

where
$\Gamma_{m}=\left\{\begin{array}{cc}\frac{\Delta z^{2} j \pi f_{n}}{\alpha_{p}}+1+\frac{h \Delta z_{p}}{\alpha_{p} \rho_{p} c_{p}} & m=1 \\ -\left(\rho_{p} c_{p} \Delta z_{p}+\rho_{s} c_{s} \Delta z_{s}\right) j \pi f_{n}-\frac{\alpha_{p} \rho_{p} c_{p}}{\Delta z_{p}}-\frac{\alpha_{s} \rho_{s} c_{s}}{\Delta z_{s}} & m=r \\ -\frac{\Delta z^{2} j 2 \pi f_{n}}{\alpha}-2 & m=\text { other } .\end{array}\right.$
The complex temperature $T_{h, n}(z)$ can be solved from this finite difference equation. The modulus and argument of the solution $T_{h, n}(z)$ are the amplitude $T_{h, n}$ and phase $\varphi_{n}$.
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