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Abstract—The intelligent and autonomous learning of patients’ activities will lead to an incredible progression toward
future smart e-health systems. With the recent advances in artificial intelligence, signal processing, and computational
capabilities; light detection and ranging (LiDAR) technology can play a significant role in enhancing the current patients’
activity recognition (PAR) systems. In this letter, we propose confidential and accurate patient arms behavior monitoring
using a standalone 3-D LiDAR sensor. Due to the unavailability of LIDAR data, we use a computer-programmed 3-D
simulator to generate virtual-LiDAR (VLIDAR) 3-D point cloud data that simulates real patient movements. These virtual
data are used to train a multilayer-perception (MLP) model to segment the data points of the patient's body into arms
versus not arms. We further propose a subsegmentation technique to segment patient’s arms point cloud data into upper
or lower arms. Finally, we demonstrate uses of arms gesture identification using the proposed scheme. The numerical
results show that the proposed MLP model achieves a test accuracy of 90.8% and a cross-validation accuracy of 87.4%.

Index Terms—Sensor applications, arms segmentation, light detection and ranging (LIiDAR), neural networks, multilayer perceptron

(MLP).

[. INTRODUCTION

Continuous surveillance monitoring of patients has a profound
effect on reducing in-patient hospital-acquired harm and in living
environments, especially among the elderly. Due to these concerns,
in the United States (U.S.) alone, around 65% and 90% of hospital and
postacute care patients, respectively, are being checked with nursing
staff frequently [1]. According to the Bureau of Labor Statistics, there
is a lack in the registered nursing workforce in the U.S. [2] while
the colleges across U.S. will not be able to fulfill this demand [3]. In
addition, the nursing services are expensive with an average nursing
pay is around $50/h [4]. The use of sensors for automatic monitoring
is one solution to reduce nursing efforts. This solution is referred to
human activity recognition (HAR) solution, a process of gathering
sensor-based data and processing them to identify human behaviors,
actions, and interactions. Patients activity recognition (PAR) as a spe-
cial case of HAR is more concerned in monitoring patients’ activities.
Several sensors can be used to conduct PAR such as [5], [6], [7]:

1) video-cameras;

2) depth sensors;

3) wearable devices;

4) wireless sensors.

The red—green—blue (RGB)-based video cameras are subjected to
several limitations. For example, video-cameras infringe upon the
privacy of people, require proper lighting conditions, can be subjected
to optical illusions, and finally, produce 2-D images that lead to
complex background subtraction. The RGB-depth-based depth sensors
are mostly rusticated to short distances and indoor environments due
to their interference with the infrared bands in the natural sunlight
(e.g., Microsoft Kinect 2010). Wearable devices are limited in the PAR
capabilities and require to be wearable all the time. Finally, wireless
sensors are subjected to wireless typical limitations, such as noise,
interference, and fading.
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Light detection and ranging (LiDAR) technology can enhance PAR
by outperforming all the pre-mentioned limitations [8]. LIDARs have
been briefly utilized in the HAR/PAR literature [9], [10], [11], [12].
However, the available solutions have the following limitations:

1) They require fusing the LIDAR with other instruments for either

improving the performance or ground truth construction [9],
[10];

2) They are limited to 2-D LiDAR solutions [11];

3) They suffer from biased non-LiDAR point cloud data [12].

To the best of the authors’ knowledge, 1) efficient and accurate
HAR/PAR using a standalone 3-D LiDAR is still lacking, and 2) non
of the LiDAR-based HAR/PAR works have considered human body
parts segmentation.

In this letter, we propose a conditional and accurate patient arms seg-
mentation using a standalone 3-D LiDAR. We utilize a 3-D simulator
to generate a clinical situation of interest to collect virtual point cloud
data. We process these data using a multi-layer-perception (MLP)
architecture that segments the patient point cloud into arms versus
nonarms. The arms point cloud is further subsegmented into upper and
lower arms. Finally, we utilize the proposed segmentation to conduct
gesture identification use cases. The main contributions of this letter
are summarized as follows.

1) We develop a novel conditional and accurate patient arms seg-

mentation using a standalone 3-D LiDAR.

2) We propose solving LiDAR datasets absence problem for
HAR/PAR applications by utilizing computer-based simula-
tions.

3) We propose using a computationally efficient MLP model to
segment the point cloud into arms versus nonarms.

4) We propose a novel subsegmentation process to further segment
the arms data into upper arm and lower arm.

5) We illustrate several use cases for gesture identification.

II. METHODOLOGY

The goal is to conduct patient body parts segmentation and to use this
segmentation to identify different scenarios of patient arm gestures. We
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V-LiDAR raw Frame TABLE 1. Details of Each Data Set
clm::ilnc::ta Pre-processing Cce::::il:"acr;d
,': v,z Data Filtering Hoxr Py bz data set data set-1 | data set-2 | data set-3 | dataset-4 | Total
‘. Oy, Oy, O : £ Number of clouddata points | 620,680 711,818 602,187 | 1,095,186 | 3,029,871
s MLP W‘ SimulationTime [s] 16.4130 | 25.5397 | 21.0187 | 39.0788 | 102.0502
i |
Network B. Data Preprocessing
classified
P:Tg;ff::::d output Data preprocessing is required to make the data in a suitable format.
We describe the preprocessing in this section.
1) Data Filtering: The measured data contain not only the data
corresponding to the patient, but also the surrounding data, such as
Sub-segmentation walls, ground, and furniture. Therefore, to remove the unwanted data,
[ outcome | Processor D we use region of interest (ROI) filtering. We define the ROI to be any
data point with its x-coordinate less than xth and its z-coordinate above
. . ) th, such as
Fig. 1. Block diagram of the proposed solution. ‘

simulate and program a desired clinical scenario in software where
cloud data points are extracted using virtual-LiDAR (V-LiDAR). As
shown in Fig. 1, the raw data undergo preprocessing before being
classified into “arm” and “nonarm” by an MLP model. The “arm” data
are then segmented into “upper’” and “lower” arm using our processor.
Finally, full-body gestures are identified.

A. Data Generating

One of the main challenges that face LiDAR-based HAR/PAR is
the absence of LiDAR datasets especially datasets related to humans
or clinical situations. On the contrary, generating 3-D cloud datasets
for LiDARS is not an easy task due to the following reasons:

1) It can be a costly process;

2) Generating datasets can take a significant amount of effort;

3) Generating datasets is a time-consuming process;

4) Certain scenarios can be risky, complex, or hard to implement.

Due to the nature of LiDAR data, particularly its reliance on geomet-
ric information over the texture of the environment, various authors in
the literature rely on simulations rather than experimental evaluation
as a solution to the aforementioned limitations. For instance, Espineira
et al. [13] utilized a computer 3-D simulator (e.g., Unreal Engine 4) to
generate a scenario of LIDAR working against weather conditions. As
aresult, we propose the utilization of computer-programmed software
to generate confidential V-LiDAR 3-D cloud data.! We use Webots [14]
a 3-D robot simulator software to generate simulated scenarios of
patients walking in the environment. We consider all the possible
combinations of flexion and extension of the three main joints on
both arms, which include: the glenohumeral joint, the elbow joint,
and the radiocarpal joint. These movements capture a wide range
of actions, including reaching, lifting, pushing, pulling, and other
fundamental arm motions. Our focus on the isolated arm movements
is motivated by its significant value as it has been reported in the
healthcare literature, e.g., [15]. To guarantee the best generalization,
we generate four different datasets where every dataset has a patient
that walks in a different configuration. In dataset- 1, the patient walks in
an opposite U-shape where his back and front are facing the V-LiDAR.
In dataset-2, the patient walks in a horizontal manner where his sides
face the V-LiDAR. In dataset-3, the patient walks in a diagonal shape
where he faces the V-LiDAR with an angle, the angle changes with
time depending on his location. In dataset-4, the patient walks in an
opposite-diagonal shape where he faces the V-LiDAR with a different
angle, the angle again changes with time depending on his location.
Each configuration might contain not only the patient’s corresponding
data but also the surroundings, such as walls, ground, and furniture.
We adjust the V-LiDAR to make a sampling rate of 0.3 s between any
frame and its following frame. A more detailed description of the data
is given in Table 1.

'LiDARs do not collect personally identifiable information, such as facial features or
textual data; hence, we describe it as confidential.

if(x; > xth) — delete the point

if(z; < zth) — delete the point (N

where x; and z; refer to point 7 in the vectors x and z that contains the
x-coordinate and the z-coordinate data of any frame.

2) Data Rotating: For the datasets with the patient moving diago-
nally (i.e., dataset-3 and dataset-4), easier data labeling can be done
if the patient faces the V-LiDAR either in parallel or perpendicular.
To do that, we define the following rotation matrix (RM) to rotate the
data:

cos(f,) sin(6,) O
sin(f,) cos(6,) O 2)
0 0 1

where 6, is the angle of rotation along the z-axis. Note that we rotate
the data only for labeling purposes. After labeling, we restore the data
to its original status.

3) Data Labeling: For training purposes, every data point must be
labeled. We label every data point as an arm or nonarm. For this reason,
we define a binary classifier, such as binary-1 refers to data that belongs
to the arm, and binary-0 refers to data that does not belong to the arm.
We define the following rule as follows:

if(v; < (uy — ky0,)) — binary-1
if(v; > (u, + k20,))) — binary-1
else — binary-0 3)

where v; is the ith point in the vectors v after filtering, and rotating.
The vector v can be either the vector x or y depending on the dataset
and time instant, @, is the mean value of all the data along the vector
v in a specific frame, o, is the standard deviation of that vector, and k&,
and k; are factors calculated experimentally. The factors in each frame
are chosen case dependent.

4) Data Normalizing: Normalizing inputs for an artificial Neural
Network is a common pre-processing step. We normalize each axis of
the data using the following rule:

v; = v;/max(v) 4)

where max(.) is a function that computes the maximum element of the
input vector. We do this rule to all vectors and datasets.

5) Data Combining and Mixing: After conducting all the pre-
vious preprocessing steps 1-4, we combine the data from all
the datasets into one large dataset. The size of this combined
dataset is 437 745 measurement and the full simulation time is
102.0502 s. After combining the data, we mix all the frames ran-
domly to gain the advantages of data shuffling preprocessing (e.g.,
to reduce variance and overfitting, to ensure fair distribution, and
others).
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TABLE 2. MLP Parameters

Feature Description

Learning rate factor 0.03

Momentum factor 0.4

Number of layers 50

Number of neurons at each layer | [15 10 10 10 5]
Maximum number of epochs 5000

Performance function Mean square error
MSE threshold 10°°

Training/ Validation/ Testing data | 70% / 15%/ 15%

Size of data 437745 x 9

C. Neural Network Architecture

Processing 3-D cloud data points for computer vision is not straight-
forward. The conventional models that work properly on 2-D RGB
pixel images, such as convolutional neural network (CNN) or you
only look once (YOLO), fail to accomplish these tasks. This is because
LiDAR output 3-D cloud data points are:

1) Sparse;

2) Distributed in a varying density;

3) Unordered;

4) Could not be analyzed isolated [16].

The current utilized approaches to tackle these problems are to either
voxelize the 3-D cloud data points into multiple cells (voxels) and
apply 3-D convolutions or to analyze the features of individual points,
we contribute to the latter approaches as it can yield higher accuracy.
However, the latter approaches (e.g., PointNet [17]) suffer from com-
putational complexity due to the complexity in the architecture and the
requirement of the whole frame to be fed as an input. As a result, we
propose a less complex MLP model that requires only nine features:

1) the point of interest (i.e., X, ¥, and Z);

2) the centroid of the human frame (i.e., ., iy, and p.);

3) the standard deviation of the human frame (i.e., oy, 0y, and o).

We will show in Section III that it is possible to conduct compu-
tationally efficient binary segmentation by learning the relationship
between the input parameters. Table 2 summarizes the utilized model
parameters.

D. Subsegmentation Processor

Motivated by anthropometric science, humans’ upper and lower
arms lengths are constrained statistically by length ratio n. We use
this ratio to subsegment the output data that has been classified as an
arm using the MLP model into either the upper arm or lower arm. More
specifically, we first project the data with the outcome of binary-1 per
arm into the plane that corresponds to the maximum standard deviation
of binary-1 data, more precisely

if(c = 6,) — project the data into the XZ plane

if(o = 6,) — project the data into the YZ plane 5)

where 0 = max(6,, 6y), while 6, and 6, corresponds to the standard
deviation of the data with outcome of binary-1 in a certain frame along
the x-axis and the y-axis, respectively. If the whole projection can be
curve fitted into a line, we set all the data points that length low than the
n threshold into the upper arm; otherwise, we set the rest of the points
into the lower arm. If the whole projection cannot be curve fitted into
a line, we take the shorter segment as an upper arm while the taller
segment is considered as a lower arm.

E. Gesture Identification

After the subsegmentation processor, we propose a simple gesture
identification technique that can identify the gesture into one of the
following states: starching forward, starching upward, starching down-
ward, starching with 45°, composited starching (i.e., upper arms are
stretching with 45° while the lower arms are stretching upward), or

yinfm] '

Fig. 2. Computing the slopes of the upper and lower arm segments in
(b) from the patient body frame in (a).

TABLE 3. Gesture Identification Lockup Table

L, L, is ([, > p.) gesture
0 0 D.C. searching forward
V.HV. | VH.V. Yes searching upward
VHV. | VH.V. No starching downward
~ 1 ~ 1 D.C. starching with 45°
~ 1 V.H.V D.C. Composited stretching
D.C. D.C. D.C. neither

Data Pre-processing

Point Cloud Extraction Data Filtering

Q Applying MLP

Scenario Generation
. B

e

Data
Collection

PAR (Gestures Identification)

Strétching Arms Stretching Arms
Forward Upward

Fig. 3. Summary of the proposed generation and analysis of the
LiDAR 3-D point cloud data for PAR.

neither.? Our methodology is based on calculating the slopes L, and L,
of the upper and lower arm segments, respectively, which have been
identified with respect to the projection plane in the subsegmentation
step, as is illustrated in Fig. 2(b). In addition, we calculate the mean
value of the whole full arm segment /i, and compare it with the mean
value along the z-axis of that particular frame to disengage between
the upward and downward starching. Table 3 is used to identify the
gesture. In Table 3, D.C. and V.H.V. refer to do not care condition, and
very high value, respectively.

Fig. 3 summarizes the proposed confidential and accurate patient
arms behavior monitoring using a standalone 3-D LiDAR sensor. We
first use Webots to construct a model that simulates a PAR scenario of
interest. Then, we use a V-LiDAR to capture the raw data that will be
preprocessed according to the methodology described in Section II-B.
Finally, with the MLP model described in Section II-C and the subseg-
mentation processor described in Section II-D, the patient arm’s status
was identified according to Table 3.

. NUMERICAL RESULTS

In this section, we present the simulation parameters that were
used to generate selected numerical results to evaluate the proposed
solution. Further, we illustrate the validation criteria that were used
to validate the proposed MLP model. We set the data filtering thresh-
olds xth and zth to be xth = 16.5 and zth = 0.1; the data rotation
preprocessing step has been applied on dataset-3 with 6, = 51.34°

2Without loss in generalization the same methodology can be applied on more complex
scenarios.
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Negative
Predictive
o| 300380 21274 Value
68.6% 4.9% 93.4%
6.6%
]
8 Precision
S, 19173 96918 83.5%
2 4.4% 22.1% 16.5%
s
s}
- 5
94.0% 82.0% 90.8%
6.0% 18.0% 9.2%
N N
Target Class
Fig. 4. Confusion matrix of the trained model.

Fig. 5.

(a) Wrong labeling. (b) MLP model corrects these errors.

TABLE 4. Performance Metrics of the Trained Model

Forward | Upward | Downward 45° Composited | Neither
Dataset-1 | 925% | 86.0% 87.4% 88.0% 86.5% 88.2%
Dataset-2 | 89.5% | 85.5% 83.6% 86.5.5% 85.1% 91.1%
Dataset-3 | 88.3% | 81.4% 83.5% 81.4% 81.8% 87.5%
Dataset-4 | 86.4% | 80.8% 82.0% 80.8% 79.4% 89.1%

and on dataset-4 with 6, = 38.66°, and all these parameters have been
selected experimentally. For the proposed subsegmentation step, the
ratio between the upper and lower arms 7 can vary between males and
females and also between people of different nationalities, and these
values can be found in the different anthropometric data reports [18].
We adjusted the patient in Webots simulation to get n = 43.4% so that
we match the lengths of the upper and lower arms for male adults in
the U.S. We use MATLAB to conduct all the processing of the raw
data.

In Fig. 4, we present the confusion matrix of the trained model. The
figure shows that the model was able to successfully classify the input
data points into arm or nonarm for most of the time with a promising ac-
curacy of 90.8%. The figure also illustrates other performance metrics.
We use the k-folds cross-validation to validate the performance. We
split the data into threefolds such that each fold is considered as test data
and the remaining ones are the training data. The final accuracy result
is obtained by computing the average over the three folds iterations.
The obtained cross-validation accuracy is 87.4%. Moreover, Fig. 5
shows that some of the frames include data points that belong to the
legs of the patient are mistakenly labeled as binary-1. For these cases,
the trained MLP model was able to generalize and correct these errors
to be binary-0.

In Table 4, we test the proposed gesture identification methodology
using the generated datasets. The results represent the accuracy of
each class. The results show that dataset-1 and dataset-2 have higher
accuracy compared with dataset-3 and dataset-4. This is because the
latter datasets include walking with an angle with respect to the
V-LiDAR in comparison to the first two datasets that include the
patient walking in parallel or perpendicular to the V-LiDAR. On the
other hand, the results show that the detection of the forward class has

higher accuracy compared with the others, a possible reason for that is
outliers that might result in the main segmentation step. These outliers
could affect the parameters that are used to identify the gestures (i.e.,
slopes L, and L; and the mean value /1,) that might lead to a nonproper
identification.

[V. CONCLUSION

In this letter, we proposed a confidential and accurate patient arms
behavior monitoring using a standalone 3-D LiDAR. The data have
been generated using computer-based simulations while we proposed
an MLP architecture for training followed by subsegmentation step
and a gesture identifier. The results showed that the proposed model
can achieve a test accuracy of 90.8% and a cross-validation accuracy
of 87.4%. This work can be extended in the future to include more
practical PAR scenarios with more body parts, experimental data, and
more flexible movements.
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