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Modeling and Mitigation of Radio Frequency 
Interference for Wireless Devices
Chulsoon Hwang and Jun Fan 

Department of Electrical and Computer Engineering, Missouri University of Science and Technology, Rolla, MO  

Email:  hwangc@mst.edu, jfan@mst.edu

Abstract— This article reviews the electromagnetic framework 
used to model radio frequency interference (RFI) and the result-
ing development of mitigation methods. With the rise of IoT devic-
es, wireless devices in which RF antennas are integrated with 
high-performance digital systems in small form factors suffer 
from electromagnetic interference, known as RF interference or 
RF desensitization. The simple yet rigorous framework can be 
used for a systematic RFI-aware design, saving time and effort for 
trial-and-error troubleshooting.  

Index Terms —RF interference, RF desensitization, electromag-
netic interference (EMI), interference mitigation.

I. Introduction 

A fundamental requirement of wireless devices is a long radio 
frequency (RF) range. Radio range is a function of multiple fac-
tors, including transmitter power, antenna gain, path loss, and 
receiver sensitivity. Transmitter power and antenna gain are typi-
cally regulated by federal law. Transmitters with higher power 
also consume more energy, whereas low power is critical for 
portable devices. Therefore, increasing the RF ranges of wireless 
devices by increasing transmitter power or antenna gain is not 
advisable. Furthermore, path loss is an environmental feature that 
is usually unmanageable. Accordingly, the only practical and fea-
sible approach to increasing RF range is improving receiver sen-
sitivity. Increasing receiver sensitivity can increase radio range 
as much as increasing transmitter power without increasing 
power consumption or causing harm to the human body. 

Modern technology has enabled extreme levels of amplification 
to be easily achieved within a receiver; thus, receiver amplifica-
tion is not a factor limiting receiver sensitivity. Instead, the limit-
ing factor in modern receiving antennas or receiver systems is 
noise: a weak signal is not limited by the actual strength of the 
signal but rather by the noise that masks it out. This noise can 
come from a variety of sources. The main type of noise that limits 
receiver sensitivity is internally generated by digital integrated 
circuits (ICs) and their interconnects. This is called RF interfer-
ence (RFI), also known as RF desensitization. 

Typical solutions to this problem involve adding shielding or 
absorbing components (usually later in the development cycle) 
that can alter RF antenna performance (detuning its resonant fre-

quency) when placed in its proximity. However, such additions 
increase product cost. An alternative mitigation solution is damp-
ing signal edges (intentionally degrading signal quality) to 
decrease the energy of the noise radiation source. However, this 
approach decreases data rate and is thus not desirable for mod-
ern high-speed digital systems. 

Departing from the conventional mitigation approaches, a new 
paradigm of RFI mitigation without adding extra components or 
compromising signal integrity was introduced in [1]-[3]. The 
concept is based on and derived from an electromagnetic 
(EM) framework and demonstrated with real product examples 
[4]-[6]. This article reviews the EM framework and mitigation 
methods.

II. RFI Model

A. EM Framework

This section introduces the EM framework used to model noise 
coupling to RF antennas. The reciprocity theorem, also known as 
the Lorentz reciprocity theorem, is the cornerstone of the cou-
pling model. Consider two sources, (J1, K1) and (J2, K2), and their 
associated fields within a medium that is enclosed by a sphere of 
infinite radius. From the RFI perspective, the infinite radius implies 
that every noise source, not just a specific noise of interest, con-
tributing to the noise presented at the antenna terminals should 
be considered. The reciprocity theorem is then expressed by (1) 
[7], where J and K are the densities of the electric- and magnet-
ic-source currents. Subscripts indicate the source of the field. For 
example, E1 represents the electric field intensity set up by 
source 1.

 

The interaction between a set of fields and a set of sources that 
produces another set of fields has been defined as Reaction [8]. 
<1,2> presents the reaction of fields E1 and H1 on source J2 and 
K2, and <2,1> represents the reaction of fields E2 and H2 on 
source J1 and K1. The reactions in (2) and (3) are equal, i.e., 
<1,2>=<2,1>
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tors, including transmitter power, antenna gain, path loss, and 
receiver sensitivity. Transmitter power and antenna gain are typ-
ically regulated by federal law. Transmitters with higher power 
also consume more energy, whereas low power is critical for 
portable devices. Therefore, increasing the RF ranges of wireless 
devices by increasing transmitter power or antenna gain is not 
advisable. Furthermore, path loss is an environmental feature 
that is usually unmanageable. Accordingly, the only practical and 
feasible approach to increasing RF range is improving receiver 
sensitivity. Increasing receiver sensitivity can increase radio 
range as much as increasing transmitter power without increas-
ing power consumption or causing harm to the human body.  
Modern technology has enabled extreme levels of amplification 
to be easily achieved within a receiver; thus, receiver amplifica-
tion is not a factor limiting receiver sensitivity. Instead, the lim-
iting factor in modern receiving antennas or receiver systems is 
noise: a weak signal is not limited by the actual strength of the 
signal but rather by the noise that masks it out. This noise can 
come from a variety of sources. The main type of noise that 
limits receiver sensitivity is internally generated by digital inte-
grated circuits (ICs) and their interconnects. This is called RF 
interference (RFI), also known as RF desensitization.  
Typical solutions to this problem involve adding shielding or ab-
sorbing components (usually later in the development cycle) that 
can alter RF antenna performance (detuning its resonant fre-
quency) when placed in its proximity. However, such additions 
increase product cost. An alternative mitigation solution is damp-
ing signal edges (intentionally degrading signal quality) to de-
crease the energy of the noise radiation source. However, this 

approach decreases data rate and is thus not desirable for mod-
ern high-speed digital systems.  
Departing from the conventional mitigation approaches, a new 
paradigm of RFI mitigation without adding extra components or 
compromising signal integrity was introduced in [1]-[3]. The 
concept is based on and derived from an electromagnetic (EM) 
framework and demonstrated with real product examples [4]-
[6]. This article reviews the EM framework and mitigation meth-
ods. 
 

II. RFI Model 
A. EM Framework 

This section introduces the EM framework used to model noise 
coupling to RF antennas. The reciprocity theorem, also known 
as the Lorentz reciprocity theorem, is the cornerstone of the 
coupling model. Consider two sources, (J1, K1) and (J2, K2), and 
their associated fields within a medium that is enclosed by a 
sphere of infinite radius. From the RFI perspective, the infinite 
radius implies that every noise source, not just a specific noise 
of interest, contributing to the noise presented at the antenna 
terminals should be considered. The reciprocity theorem is then 
expressed by (1) [7], where J and K are the densities of the 
electric- and magnetic-source currents. Subscripts indicate the 
source of the field. For example, E1 represents the electric field 
intensity set up by source 1. 
 

1 2 1 2 2 1 2 1( ) ( )
V V

E J H K dv E J H K dv         (1) 

 
The interaction between a set of fields and a set of sources that 
produces another set of fields has been defined as Reaction [8]. 
<1,2> presents the reaction of fields E1 and H1 on source J2 and 
K2, and <2,1> represents the reaction of fields E2 and H2 on 
source J1 and K1. The reactions in (2) and (3) are equal, i.e., 
<1,2>=<2,1> 
 

1 2 1 21,2 ( )
V

E J H K dv    
 

(2) 

2 1 2 12,1 ( )
V

E J H K dv    
 

(3) 

 
Consider the situation shown in Fig. 1 in which the noise source 
(source 1) is radiating, setting up the field (E1, H1), and inducing 
voltage V1 at the terminals of the receiving antenna (source 2), 
called the forward problem. Similarly, we can define the reverse 
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Consider the situation shown in Fig. 1 in which the noise source 
(source 1) is radiating, setting up the field (E1, H1), and inducing 
voltage V1 at the terminals of the receiving antenna (source 2), 
called the forward problem. Similarly, we can define the reverse 
problem, as shown in Fig. 2, in which the antenna is transmitting. 

 

Fig. 1. Forward problem: Noise radiates, and the antenna receives.

 

 

Fig. 2. Reverse problem: The antenna transmits.

 

Fig. 3. E and H fields on the antenna feed (transmission line).

It is assumed that the feed system of the antenna has a section of a 
transmission line, and only a TEM mode exists at some point on the 
feed. The antenna terminals are chosen for such a point, and the E 
and H fields at that point are shown in Fig. 3. A normal vector com-
ing out of the page in Fig. 3 corresponds to the direction toward the 
antenna, as denoted as n, in Fig. 1 and Fig. 2. The E and H fields in 
the transmission line in the forward problem are denoted as E1t and 
H1t. In the reverse problem, the fields inside the transmission line at 
the point (E2t, H2t in Fig. 3) are considered as source 2 generating 
the fields outside the transmission line (E2, H2). According to the 
equivalence principle, J2t = n × H2t and K2t = -n × E2t. J2t and K2t are 
surface currents (A/m and V/m, respectively). The volume integral in 
(2) is reduced to the surface integral because source 2 (J2t, K2t) only 
exists at the terminal surface. The right-hand side of (2) can then be 
converted to terminal voltage and current as shown below. The 
reaction <1,2> is now linked to the terminal voltage and current.

 

Based on network theory, we can simplify (6) as below. It is 
assumed that ZL=ZS, which is valid for most systems. V2

+ is the 
incident voltage wave propagating toward the antenna.

 

When source 1 is localized in a small volume, the volume integra-
tion of the electric- and magnetic-current densities are essentially 
the same as the electric and magnetic dipole moments. The use of 
equivalent dipole moments for a noise source is well established 
and dipole reconstruction methods will be discussed in the next 
section. Assuming that E2 and H2 are constant across source 1, 
the reaction <2,1> can be represented as (11).

 

The physical unit of the electric- and magnetic- dipole moment is 
Am and Vm, respectively. In the EMC community, the magnetic-
dipole moment is often defined using a current loop with its physi-
cal unit of Am2 [9]. In such cases, the unit must be converted 
properly using the duality M[Vm] = jwμM[Am2] [10]. Note that 
although (11) is based on single electric and magnetic dipoles, it 
can be easily extended for distributed sources that are modeled 
by multiple dipoles, as in [6].Combining (9) and (11), 

 

As discussed in [8], Friis’ transmission formula applies only in the 
far-field case (when the antennas are far apart), the reciprocity-
based method, including (12), does not have this restriction. As the 
fields (E2, H2) are related to the terminal voltage at the antenna 
feed in the reverse problem, it is both meaningful and convenient 
to rewrite (12) as below

 

Equation (13) is simple yet insightful. The first term of the inner 
products represents the transfer function between the noise 
source and antenna (remember that we are using reciprocity). 
This can also be called antenna susceptibility. The coupling can 
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A fundamental requirement of wireless devices is a long radio 
frequency (RF) range. Radio range is a function of multiple fac-
tors, including transmitter power, antenna gain, path loss, and 
receiver sensitivity. Transmitter power and antenna gain are typ-
ically regulated by federal law. Transmitters with higher power 
also consume more energy, whereas low power is critical for 
portable devices. Therefore, increasing the RF ranges of wireless 
devices by increasing transmitter power or antenna gain is not 
advisable. Furthermore, path loss is an environmental feature 
that is usually unmanageable. Accordingly, the only practical and 
feasible approach to increasing RF range is improving receiver 
sensitivity. Increasing receiver sensitivity can increase radio 
range as much as increasing transmitter power without increas-
ing power consumption or causing harm to the human body.  
Modern technology has enabled extreme levels of amplification 
to be easily achieved within a receiver; thus, receiver amplifica-
tion is not a factor limiting receiver sensitivity. Instead, the lim-
iting factor in modern receiving antennas or receiver systems is 
noise: a weak signal is not limited by the actual strength of the 
signal but rather by the noise that masks it out. This noise can 
come from a variety of sources. The main type of noise that 
limits receiver sensitivity is internally generated by digital inte-
grated circuits (ICs) and their interconnects. This is called RF 
interference (RFI), also known as RF desensitization.  
Typical solutions to this problem involve adding shielding or ab-
sorbing components (usually later in the development cycle) that 
can alter RF antenna performance (detuning its resonant fre-
quency) when placed in its proximity. However, such additions 
increase product cost. An alternative mitigation solution is damp-
ing signal edges (intentionally degrading signal quality) to de-
crease the energy of the noise radiation source. However, this 

approach decreases data rate and is thus not desirable for mod-
ern high-speed digital systems.  
Departing from the conventional mitigation approaches, a new 
paradigm of RFI mitigation without adding extra components or 
compromising signal integrity was introduced in [1]-[3]. The 
concept is based on and derived from an electromagnetic (EM) 
framework and demonstrated with real product examples [4]-
[6]. This article reviews the EM framework and mitigation meth-
ods. 
 

II. RFI Model 
A. EM Framework 

This section introduces the EM framework used to model noise 
coupling to RF antennas. The reciprocity theorem, also known 
as the Lorentz reciprocity theorem, is the cornerstone of the 
coupling model. Consider two sources, (J1, K1) and (J2, K2), and 
their associated fields within a medium that is enclosed by a 
sphere of infinite radius. From the RFI perspective, the infinite 
radius implies that every noise source, not just a specific noise 
of interest, contributing to the noise presented at the antenna 
terminals should be considered. The reciprocity theorem is then 
expressed by (1) [7], where J and K are the densities of the 
electric- and magnetic-source currents. Subscripts indicate the 
source of the field. For example, E1 represents the electric field 
intensity set up by source 1. 
 

1 2 1 2 2 1 2 1( ) ( )
V V

E J H K dv E J H K dv         (1) 

 
The interaction between a set of fields and a set of sources that 
produces another set of fields has been defined as Reaction [8]. 
<1,2> presents the reaction of fields E1 and H1 on source J2 and 
K2, and <2,1> represents the reaction of fields E2 and H2 on 
source J1 and K1. The reactions in (2) and (3) are equal, i.e., 
<1,2>=<2,1> 
 

1 2 1 21,2 ( )
V

E J H K dv    
 

(2) 

2 1 2 12,1 ( )
V

E J H K dv    
 

(3) 

 
Consider the situation shown in Fig. 1 in which the noise source 
(source 1) is radiating, setting up the field (E1, H1), and inducing 
voltage V1 at the terminals of the receiving antenna (source 2), 
called the forward problem. Similarly, we can define the reverse 
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problem, as shown in Fig. 2, in which the antenna is transmit-
ting.  
 

 
Fig. 1. Forward problem: Noise radiates, and the antenna re-

ceives. 
  

 
Fig. 2. Reverse problem: The antenna transmits. 

 

 
Forward problem                    Reverse problem 

Fig. 3. E and H fields on the antenna feed (transmission line). 
 

It is assumed that the feed system of the antenna has a section 
of a transmission line, and only a TEM mode exists at some 
point on the feed. The antenna terminals are chosen for such a 
point, and the E and H fields at that point are shown in Fig. 3. 
A normal vector coming out of the page in Fig. 3 corresponds 
to the direction toward the antenna, as denoted as n, in Fig. 1 
and Fig. 2. The E and H fields in the transmission line in the 
forward problem are denoted as E1t and H2t. In the reverse 
problem, the fields inside the transmission line at the point (E2t, 
H2t in Fig. 3) are considered as source 2 generating the fields 
outside the transmission line (E2, H2). According to the equiva-
lence principle, 𝐽𝐽2𝑡𝑡 = 𝑛𝑛 × 𝐻𝐻2𝑡𝑡  and 𝐾𝐾2𝑡𝑡 = −𝑛𝑛 × 𝐸𝐸2𝑡𝑡 . J2t and K2t are 
surface currents (A/m and V/m, respectively). The volume inte-
gral in (2) is reduced to the surface integral because source 2 
(J2t, K2t) only exists at the terminal surface. The right-hand side 
of (2) can then be converted to terminal voltage and current as 
shown below. The reaction <1,2> is now linked to the terminal 
voltage and current. 
 

1 2 1 2 2 1t tE J dv E J ds I V       (4) 

1 2 1 2 1 2t tH K dv H K ds I V         (5) 

2 1 1 21, 2 I V I V     (6) 

 
Based on network theory, we can simplify (6) as below. It is 
assumed that ZL=ZS, which is valid for most systems. 𝑉𝑉2+ is the 
incident voltage wave propagating toward the antenna. 
 

2 1
1 2 1 21,2 in L

in L in L

Z ZV VV V VV
Z Z Z Z


     

 
(7) 

2 2 2 2
2 in

in S

Z
V V V V

Z Z
    

  
(8) 

1 2
21,2

L

VV
Z

  
 

(9) 

 
When source 1 is localized in a small volume, the volume inte-
gration of the electric- and magnetic-current densities are essen-
tially the same as the electric and magnetic dipole moments. The 
use of equivalent dipole moments for a noise source is well es-
tablished and dipole reconstruction methods will be discussed in 
the next section. Assuming that E2 and H2 are constant across 
source 1, the reaction <2,1> can be represented as (11). 
 

,Jdv P Kdv M    (10) 

2 22,1 E P H M      (11) 
 
The physical unit of the electric- and magnetic- dipole moment 
is Am and Vm, respectively. In the EMC community, the mag-
netic-dipole moment is often defined using a current loop with 
its physical unit of Am2 [9]. In such cases, the unit must be con-
verted properly using the duality 𝑀𝑀[𝑉𝑉𝑉𝑉] = 𝑗𝑗𝜔𝜔𝜔𝜔𝑀𝑀[𝐴𝐴𝑚𝑚2] [10]. 
Note that although (11) is based on single electric and magnetic 
dipoles, it can be easily extended for distributed sources that are 
modeled by multiple dipoles, as in [6]. 
Combining (9) and (11),  
 

 1 2 2
22
LZV E P H M

V     
 

(12) 

 
As discussed in [8], Friis’ transmission formula applies only in the 
far-field case (when the antennas are far apart), the reciprocity-
based method, including (12), does not have this restriction. As 
the fields (E2, H2) are related to the terminal voltage at the an-
tenna feed in the reverse problem, it is both meaningful and 
convenient to rewrite (12) as below 
 

2 2
1

2 22
LZ E HV P M

V V 

 
     

   
(13) 

 
Equation (13) is simple yet insightful. The first term of the inner 
products represents the transfer function between the noise 
source and antenna (remember that we are using reciprocity). 
This can also be called antenna susceptibility. The coupling can 
then be interpreted as a combination of the noise source, an-
tenna susceptibility, and their interaction (the inner product re-
lationship). It should be emphasized that the electric-dipole mo-
ment only reacts to the electric field intensity of the antenna, 
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It is assumed that the feed system of the antenna has a section 
of a transmission line, and only a TEM mode exists at some 
point on the feed. The antenna terminals are chosen for such a 
point, and the E and H fields at that point are shown in Fig. 3. 
A normal vector coming out of the page in Fig. 3 corresponds 
to the direction toward the antenna, as denoted as n, in Fig. 1 
and Fig. 2. The E and H fields in the transmission line in the 
forward problem are denoted as E1t and H2t. In the reverse 
problem, the fields inside the transmission line at the point (E2t, 
H2t in Fig. 3) are considered as source 2 generating the fields 
outside the transmission line (E2, H2). According to the equiva-
lence principle, 𝐽𝐽2𝑡𝑡 = 𝑛𝑛 × 𝐻𝐻2𝑡𝑡  and 𝐾𝐾2𝑡𝑡 = −𝑛𝑛 × 𝐸𝐸2𝑡𝑡 . J2t and K2t are 
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(J2t, K2t) only exists at the terminal surface. The right-hand side 
of (2) can then be converted to terminal voltage and current as 
shown below. The reaction <1,2> is now linked to the terminal 
voltage and current. 
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Based on network theory, we can simplify (6) as below. It is 
assumed that ZL=ZS, which is valid for most systems. 𝑉𝑉2+ is the 
incident voltage wave propagating toward the antenna. 
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When source 1 is localized in a small volume, the volume inte-
gration of the electric- and magnetic-current densities are essen-
tially the same as the electric and magnetic dipole moments. The 
use of equivalent dipole moments for a noise source is well es-
tablished and dipole reconstruction methods will be discussed in 
the next section. Assuming that E2 and H2 are constant across 
source 1, the reaction <2,1> can be represented as (11). 
 

,Jdv P Kdv M    (10) 

2 22,1 E P H M      (11) 
 
The physical unit of the electric- and magnetic- dipole moment 
is Am and Vm, respectively. In the EMC community, the mag-
netic-dipole moment is often defined using a current loop with 
its physical unit of Am2 [9]. In such cases, the unit must be con-
verted properly using the duality 𝑀𝑀[𝑉𝑉𝑉𝑉] = 𝑗𝑗𝜔𝜔𝜔𝜔𝑀𝑀[𝐴𝐴𝑚𝑚2] [10]. 
Note that although (11) is based on single electric and magnetic 
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modeled by multiple dipoles, as in [6]. 
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As discussed in [8], Friis’ transmission formula applies only in the 
far-field case (when the antennas are far apart), the reciprocity-
based method, including (12), does not have this restriction. As 
the fields (E2, H2) are related to the terminal voltage at the an-
tenna feed in the reverse problem, it is both meaningful and 
convenient to rewrite (12) as below 
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Equation (13) is simple yet insightful. The first term of the inner 
products represents the transfer function between the noise 
source and antenna (remember that we are using reciprocity). 
This can also be called antenna susceptibility. The coupling can 
then be interpreted as a combination of the noise source, an-
tenna susceptibility, and their interaction (the inner product re-
lationship). It should be emphasized that the electric-dipole mo-
ment only reacts to the electric field intensity of the antenna, 
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It is assumed that the feed system of the antenna has a section 
of a transmission line, and only a TEM mode exists at some 
point on the feed. The antenna terminals are chosen for such a 
point, and the E and H fields at that point are shown in Fig. 3. 
A normal vector coming out of the page in Fig. 3 corresponds 
to the direction toward the antenna, as denoted as n, in Fig. 1 
and Fig. 2. The E and H fields in the transmission line in the 
forward problem are denoted as E1t and H2t. In the reverse 
problem, the fields inside the transmission line at the point (E2t, 
H2t in Fig. 3) are considered as source 2 generating the fields 
outside the transmission line (E2, H2). According to the equiva-
lence principle, 𝐽𝐽2𝑡𝑡 = 𝑛𝑛 × 𝐻𝐻2𝑡𝑡  and 𝐾𝐾2𝑡𝑡 = −𝑛𝑛 × 𝐸𝐸2𝑡𝑡 . J2t and K2t are 
surface currents (A/m and V/m, respectively). The volume inte-
gral in (2) is reduced to the surface integral because source 2 
(J2t, K2t) only exists at the terminal surface. The right-hand side 
of (2) can then be converted to terminal voltage and current as 
shown below. The reaction <1,2> is now linked to the terminal 
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the next section. Assuming that E2 and H2 are constant across 
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Note that although (11) is based on single electric and magnetic 
dipoles, it can be easily extended for distributed sources that are 
modeled by multiple dipoles, as in [6]. 
Combining (9) and (11),  
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As discussed in [8], Friis’ transmission formula applies only in the 
far-field case (when the antennas are far apart), the reciprocity-
based method, including (12), does not have this restriction. As 
the fields (E2, H2) are related to the terminal voltage at the an-
tenna feed in the reverse problem, it is both meaningful and 
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Equation (13) is simple yet insightful. The first term of the inner 
products represents the transfer function between the noise 
source and antenna (remember that we are using reciprocity). 
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then be interpreted as a combination of the noise source, an-
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of (2) can then be converted to terminal voltage and current as 
shown below. The reaction <1,2> is now linked to the terminal 
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gration of the electric- and magnetic-current densities are essen-
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As discussed in [8], Friis’ transmission formula applies only in the 
far-field case (when the antennas are far apart), the reciprocity-
based method, including (12), does not have this restriction. As 
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Equation (13) is simple yet insightful. The first term of the inner 
products represents the transfer function between the noise 
source and antenna (remember that we are using reciprocity). 
This can also be called antenna susceptibility. The coupling can 
then be interpreted as a combination of the noise source, an-
tenna susceptibility, and their interaction (the inner product re-
lationship). It should be emphasized that the electric-dipole mo-
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It is assumed that the feed system of the antenna has a section 
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point on the feed. The antenna terminals are chosen for such a 
point, and the E and H fields at that point are shown in Fig. 3. 
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shown below. The reaction <1,2> is now linked to the terminal 
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gration of the electric- and magnetic-current densities are essen-
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tablished and dipole reconstruction methods will be discussed in 
the next section. Assuming that E2 and H2 are constant across 
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As discussed in [8], Friis’ transmission formula applies only in the 
far-field case (when the antennas are far apart), the reciprocity-
based method, including (12), does not have this restriction. As 
the fields (E2, H2) are related to the terminal voltage at the an-
tenna feed in the reverse problem, it is both meaningful and 
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Equation (13) is simple yet insightful. The first term of the inner 
products represents the transfer function between the noise 
source and antenna (remember that we are using reciprocity). 
This can also be called antenna susceptibility. The coupling can 
then be interpreted as a combination of the noise source, an-
tenna susceptibility, and their interaction (the inner product re-
lationship). It should be emphasized that the electric-dipole mo-
ment only reacts to the electric field intensity of the antenna, 
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It is assumed that the feed system of the antenna has a section 
of a transmission line, and only a TEM mode exists at some 
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The physical unit of the electric- and magnetic- dipole moment 
is Am and Vm, respectively. In the EMC community, the mag-
netic-dipole moment is often defined using a current loop with 
its physical unit of Am2 [9]. In such cases, the unit must be con-
verted properly using the duality 𝑀𝑀[𝑉𝑉𝑉𝑉] = 𝑗𝑗𝜔𝜔𝜔𝜔𝑀𝑀[𝐴𝐴𝑚𝑚2] [10]. 
Note that although (11) is based on single electric and magnetic 
dipoles, it can be easily extended for distributed sources that are 
modeled by multiple dipoles, as in [6]. 
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As discussed in [8], Friis’ transmission formula applies only in the 
far-field case (when the antennas are far apart), the reciprocity-
based method, including (12), does not have this restriction. As 
the fields (E2, H2) are related to the terminal voltage at the an-
tenna feed in the reverse problem, it is both meaningful and 
convenient to rewrite (12) as below 
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Equation (13) is simple yet insightful. The first term of the inner 
products represents the transfer function between the noise 
source and antenna (remember that we are using reciprocity). 
This can also be called antenna susceptibility. The coupling can 
then be interpreted as a combination of the noise source, an-
tenna susceptibility, and their interaction (the inner product re-
lationship). It should be emphasized that the electric-dipole mo-
ment only reacts to the electric field intensity of the antenna, 
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problem, as shown in Fig. 2, in which the antenna is transmit-
ting.  
 

 
Fig. 1. Forward problem: Noise radiates, and the antenna re-
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Fig. 2. Reverse problem: The antenna transmits. 
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then be interpreted as a combination of the noise source, antenna sus-
ceptibility, and their interaction (the inner product relationship). It should 
be emphasized that the electric-dipole moment only reacts to the elec-
tric field intensity of the antenna, and the magnetic-dipole moment to the 
magnetic field intensity. Moreover, when the antenna fields (E2, H2) and 
noise sources are orthogonal, even though their magnitudes are non-
zero, the coupling could be zero. This is particularly interesting and 
important, leading to a new mitigation concept, as will be shown.

B. Validation

We need to know two parameters to model the coupling: the dipole 
moments in the forward problem and the transfer function, i.e., 
fields (E2, H2) with respect to the antenna terminal voltage, in the 
reverse problem.

Various methods are used to reconstruct the dipole moments, two 
popular ones being 1) using a TEM cell and 2) using a near-field 
scanner. A TEM cell can typically provide higher sensitivity owing 
to its guided structure, but it requires a specially designed board 
for EMI testing. A near-field scanner is suitable when it is difficult 
to fabricate a specific evaluation board for EMI testing.

The transfer function in the reverse problem can be obtained in two 
ways: simulation or measurement. Simulation is straightforward. We 
can set up a port at the antenna feed and monitor the electric and/or 
magnetic fields at the noise source location. Which field to monitor 
depends on the dipole moment type. Note that different tools may 
have different types of excitations, and (13) is based on incident volt-
age. Having total voltage as excitation, the expression in (7) should 
be used instead of (9). Because the reverse problem is of concern, 
we do not need the layout of the digital part or detailed information, 
which is related to the noise source. As long as the antennas are not 
detuned by the simplification (e.g. removing digital signal traces) and 
the same EM environment (boundaries) is kept, simplified 3D models 
can be used for the reverse problem. 

When 3D models are not available, we can extract the transfer 
function through measurement. The measurement setup is illustrat-
ed in Fig. 4. As the scattering parameters (S-parameters) are 
defined using the incident and reflected waves, measured insertion 
loss can be readily converted to the transfer function as in (14).

 

Fig. 4. VNA measurement setup for the reverse problem.

 
The probe factor, PF, is defined as the ratio of electric field intensi-
ty for electric probes (or magnetic field intensity for magnetic 
probes) to the voltage measured at the instrument. The probe fac-
tor measurement is done with a 50-Ohm system, such as a spec-
trum analyzer. Thus, V in (14) is equal to the b2 term in S-parameter. 

The RFI model using (13) has been used in many studies to esti-
mate the coupled noise at the antenna terminals, and some of them 
are shown here. The first example is from [6], where two dipoles 
(one electric dipole and one magnetic dipole) are placed near a 
patch antenna (Fig. 4 in [6]). The Hertzian dipole sources (built-in 
source type in HFSS) were used in the forward problem, and the 
fields (E2, H2) in the reverse problem were obtained when the 
antenna is transmitting without the dipole moments. A comparison 
with direct simulation results is shown in Fig. 5, and the error is 
smaller than 0.3 dB. The second example is from [3] where the 
CPU-memory interface is radiating interfering with embedded Wi-Fi 
antennas. The dipole moments were extracted using near-field 
scanning data and the least-square method. We can apply the 
least-square method and extract dipole moment without any prob-
lems using magnitude-only data only when there is a single dipole 
moment. Interestingly, we have observed that noise radiation from 
practical wireless devices can often be reasonably modeled as a 
single magnetic dipole moment. The devices investigated include 
smart speakers [2], cell phones [6], laptops [10], and streaming 
devices [11]. This is presumably because the distributed structures, 
e.g., long microstrip lines, are effective (unintentional) antennas and 
have already been removed in the design stage considering RFI. In 
addition, the frequency of interest for RFI is typically from 500 MHz to 
5 GHz where ICs, short interconnects, and connectors are consid-
ered electrically short antennas. It should also be noted that the 
observation cannot be generalized for every wireless device, and 
one may still find distributed radiation sources in practical devices. 
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quency of interest for RFI is typically from 500 MHz to 5 GHz 
where ICs, short interconnects, and connectors are considered 
electrically short antennas. It should also be noted that the ob-
servation cannot be generalized for every wireless device, and 
one may still find distributed radiation sources in practical de-
vices.  
The fields in the reverse problem were measured using the pro-
cedure explained above. The comparison between direct meas-
urement using the SA and estimation using (13) is shown in Fig. 
6. The noise is broadband because it is related to data transmis-
sion between the CPU and DRAM. 

 
Fig. 5. Validation example using a full-wave simulation. 
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Fig. 6. Validation example using a real smart speaker.

III. RFI Mitigation

From (13), we can tackle the RFI issues from three perspec-
tives: 1) reducing the magnitude of the noise source, 2) reduc-
ing the coupling, i.e., the transfer function, between the noise 
source and antenna, and 3) reducing their interaction. Meth-
ods 1 and 2 are well-known and common practices in the 
field. Reducing the noise can be done by changing the layout, 
e.g., changing the microstrips to strip lines, or by adding 
shielding cans. Reducing the transfer function can be done by 
adding absorbers in the coupling path or moving the noise 
source away from the victim antenna (however, this does not 
necessarily always help). Identifying the dominant noise cou-
pling path in a complex system is not a trivial task, and noise 
coupling path visualization techniques can be used [13][14]. 

In this article, we will focus on the newer third approach – reduc-
ing the interaction between the noise source and antenna. There 
are two ways to reduce this interaction: 1) moving the noise 
source to the point where the antenna becomes less susceptible 
to the noise, and 2) rotating the noise source such that the inner 
product in (13) decreases.

A. Noise Source Displacement

The noise coupling is directly related to the transfer function, 
which represents the susceptibility of antennas. Here, the smaller 
the transfer function, the less susceptible an antenna becomes to 
noise. For a P-type noise source, the transfer function is just a 
ratio of electric field intensity to the incident voltage in the reverse 
problem, and the electric field map directly indicates the suscepti-
bility of the victim antenna. For an M-type noise source, we need a 
magnetic field map.

For example, suppose there is a single My dipole moment (a 
magnetic dipole pointing in the y-direction). Owing to the inner 
product relationship in (13), we need to consider only Hy (the 
magnetic field in the y-direction. Other fields such as Hx and Hz 
or any electric field do not play any role in noise coupling. Fig. 
7 shows an example of measured |Hy|. The DUT was a real 
product with an embedded Wi-Fi antenna, and the setup 

described in Fig. 4 was used. As discussed before, the H-field 
magnitude is directly related to the noise coupling, and moving 
the noise source to the smallest Hy location possible can 
decrease the coupling. In this example, the original ICs were 
located around the center, and we can obtain about 10 dB miti-
gation by moving the source to the left-bottom corner of the 
device.  

Although it is straightforward to implement, moving a noisy com-
ponent to the minimum transfer function may not always be feasi-
ble in practical designs due to many restrictions such as space, 
layout, etc. 

Fig. 7. Measured |Hy| field map.

B. Noise Source Rotation

We can minimize the inner product in (13) by making one vector 
orthogonal to the other. It may be easier to understand this 
concept by connecting it to the cross-polarization between 
antennas, as illustrated in Fig. 8 (a). When two antennas com-
municate, they must be similarly polarized to ensure optimal 
performance. Antennas operating with orthogonal polarization 
will not perform well due to substantial losses. Orthogonality, 
therefore, allows an antenna with a given polarization to avoid 
interference created by energy from an antenna with an 
orthogonal polarization. In an ideal case, two orthogonally 
polarized antennas have infinite isolation (i.e., zero interfer-
ence). Isolation using orthogonality is a well-known concept in 
the antenna community, but the orthogonality in RFI problems is 
different in the sense that the interaction occurs in the near-
field region and the polarization is not defined. 

Assuming that the antenna design is complete, we can obtain 
the antenna fields for the reverse problem by either simulation 
or measurement, as discussed earlier. Based on the known 
noise source type, we can choose either an electric or magnet-
ic field and set the rotation angle to 90° with respect to the 
antenna field at the noise source location. We should rotate the 
entire circuit (that is related to the noise radiation) so that the 
noise radiation property can be kept the same. Because the 
entire circuit is rotated, a substantial redesign of the layout is 
unnecessary. 
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As an example, let us revisit the case introduced in [2] where 
there is a noise source presented by an My dipole moment, and 
the antenna H vector in the reverse problem has an angle of 
approximately 63° at the noise location. Then, the rotation 
angle is determined to be 27°. A device with the new placement 
was fabricated and tested in collaboration with Amazon Lab126 
Wireless Technology Group. Compared with the original design, 
an 8–12 dB improvement was achieved. As the entire layout for 
the CPU and memory was rotated, there was no signal integrity 
performance compromise and no need to rerun the signal 
integrity simulation. 

If moving or rotating the circuit is not feasible, or if we are 
allowed to change the antenna design, it is very helpful if we 
can take RFI in the design stage of an antenna such that the 
antenna is less susceptible to the given noise source location 
and type. Characteristic mode analysis (CMA) has been used in 
the analysis of antenna radiation [15]. By combing the CMA 
with the reciprocity theorem, we can change the radiation 
problem to a susceptibility problem, and use it for noise-
immune antenna design. The details of this idea will be intro-
duced in a future publication.

IV. Conclusion

RFI problems are becoming more common and increasingly 
critical in wireless device design. The RF range can change 
substantially depending on RFI performance. The theoretical 
background for the electromagnetic framework and corre-
sponding mitigation methods are discussed. They can be used 
to establish a systematic approach for RFI-aware design and 
troubleshooting. 
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Fig. 8. The concept of orthogonality to avoid interference: a) in 
two linearly polarized antennas and b) in RFI problems. 
 
As an example, let us revisit the case introduced in [2] where 
there is a noise source presented by an My dipole moment, and 
the antenna H vector in the reverse problem has an angle of 
approximately 63° at the noise location. Then, the rotation angle 
is determined to be 27°. A device with the new placement was 
fabricated and tested in collaboration with Amazon Lab126 Wire-
less Technology Group. Compared with the original design, an 
8–12 dB improvement was achieved. As the entire layout for the 
CPU and memory was rotated, there was no signal integrity per-
formance compromise and no need to rerun the signal integrity 
simulation.  
If moving or rotating the circuit is not feasible, or if we are al-
lowed to change the antenna design, it is very helpful if we can 
take RFI in the design stage of an antenna such that the antenna 
is less susceptible to the given noise source location and type. 
Characteristic mode analysis (CMA) has been used in the analysis 
of antenna radiation [15]. By combing the CMA with the reci-
procity theorem, we can change the radiation problem to a sus-
ceptibility problem, and use it for noise-immune antenna design. 
The details of this idea will be introduced in a future publication. 
 

IV. Conclusion 
RFI problems are becoming more common and increasingly crit-
ical in wireless device design. The RF range can change substan-
tially depending on RFI performance. The theoretical back-
ground for the electromagnetic framework and corresponding 
mitigation methods are discussed. They can be used to establish 
a systematic approach for RFI-aware design and troubleshoot-
ing.  
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Fig. 8. The concept of orthogonality to avoid interference: a) in 
two linearly polarized antennas and b) in RFI problems. 
 
As an example, let us revisit the case introduced in [2] where 
there is a noise source presented by an My dipole moment, and 
the antenna H vector in the reverse problem has an angle of 
approximately 63° at the noise location. Then, the rotation angle 
is determined to be 27°. A device with the new placement was 
fabricated and tested in collaboration with Amazon Lab126 Wire-
less Technology Group. Compared with the original design, an 
8–12 dB improvement was achieved. As the entire layout for the 
CPU and memory was rotated, there was no signal integrity per-
formance compromise and no need to rerun the signal integrity 
simulation.  
If moving or rotating the circuit is not feasible, or if we are al-
lowed to change the antenna design, it is very helpful if we can 
take RFI in the design stage of an antenna such that the antenna 
is less susceptible to the given noise source location and type. 
Characteristic mode analysis (CMA) has been used in the analysis 
of antenna radiation [15]. By combing the CMA with the reci-
procity theorem, we can change the radiation problem to a sus-
ceptibility problem, and use it for noise-immune antenna design. 
The details of this idea will be introduced in a future publication. 
 

IV. Conclusion 
RFI problems are becoming more common and increasingly crit-
ical in wireless device design. The RF range can change substan-
tially depending on RFI performance. The theoretical back-
ground for the electromagnetic framework and corresponding 
mitigation methods are discussed. They can be used to establish 
a systematic approach for RFI-aware design and troubleshoot-
ing.  
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