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Abstract—Active microwave thermography (AMT) is an 
integrated nondestructive testing and evaluation (NDT&E) 
technique that features a microwave-based excitation and 
subsequent thermographic inspection via an infrared camera. 
AMT has been successfully employed in several industries 
including aerospace and civil for NDT&E inspections. Since the 
excitation is microwave-based, an antenna is used to irradiate the 
sample under test and hence the heating pattern will vary spatially 
(following the antenna pattern). This nonuniform thermal 
excitation may limit the ability of AMT to quantify defect cross-
sections. Therefore, this work seeks to expand the capabilities of 
AMT by incorporating a post-processing technique to improve 
defect cross-section quantification. Specifically, an approach 
based on the temperature gradient is considered, with results 
compared to other well-established approaches. The effect of noise 
is also considered. The results, from both simulation and 
measurement, indicate that the temperature gradient approach 
provides the least amount of error in defect cross-section 
quantification.  

Keywords—Active Microwave Thermography (AMT), Canny 
Edge Detection, Defect Cross-Section Quantification, 
Nondestructive Testing and Evaluation (NDT&E), Nonuniform 
Heating, Temperature Gradient 

I. INTRODUCTION 

The field of nondestructive testing and evaluation (NDT&E) 
includes a multitude of techniques used to inspect, detect, and 
quantify defects within a specimen under test (SUT). To 
effectively select a technique for a given inspection need, several 
factors must be considered including material properties, type of 
defect, defect and structure orientation, defect location, and so 
forth. Thermography is one such NDT&E technique that has 
found continued success in the areas of civil infrastructure, 
aerospace, and space, amongst others. Thermography is an 
attractive technique due to its large-scale inspection potential, 
established signal processing, and relatively easy-to-interpret 
results [1]. In recent years, thermography has expanded from the 
traditional flash lamp excitation to include other types of thermal 
excitation including laser [2], induction [3], ultrasound 
transducer [4], and microwave [5]-[8]. When incorporating a 
microwave excitation, the approach is commonly referred to as 
Active Microwave Thermography, or AMT. AMT utilizes high 
frequency electromagnetic energy to induce a thermal response 
in the SUT. This thermal response is usually achieved through 

dielectric absorption (i.e., heating) within the SUT and takes 
place volumetrically (as opposed to solely on the surface such 
as the case of traditional flash lamp thermography). To this end, 
the presence of a defect effects the heat diffusion and is 
subsequently measured (on the surface of the SUT) by an 
infrared camera. Although a recently developed technique, 
AMT has found success in a variety of infrastructure- and 
aerospace-related inspections including detection of water 
ingress, delaminations, voids, and flat-bottom holes [5]-[8]. 
Additionally, AMT is advantageous over traditional 
thermography since the electromagnetic excitation source 
allows for selective and localized heating, reduced temperature 
increase during inspection, and designability for a specific SUT 
(i.e., frequency and polarization). 

AMT utilizes an antenna to radiate the electromagnetic 
energy towards the SUT. Generally speaking, antennas have 
unique radiation patterns (i.e., transmitted electric and magnetic 
fields) which are spatially nonuniform. These nonuniform 
electric and magnetic fields, incident on the SUT, cause a related 
nonuniform thermal excitation. This nonuniformity in the 
thermal excitation brings about the potential for defects to be 
masked (i.e., a false negative inspection result) or a nonphysical 
defect to be detected (e.g., a false positive inspection result). 
Additionally, when a defect is detected, the nonuniform thermal 
excitation causes uncertainty in the quantification of the cross-
section of a defect, making defect quantification challenging 
and/or error prone. To this end, this research expands on AMT 
by proposing an image processing method, based on the gradient 
of temperature distribution, that facilitates improved 
quantification of defect cross-sections.  

II. BACKGROUND 

As previously mentioned, in AMT, the thermal excitation is 
usually achieved through dielectric absorption of the incident 
electromagnetic energy (as opposed to conduction heating). In 
general, dielectric materials are described electromagnetically 
by their complex dielectric properties. When referenced to free 
space, the relative dielectric properties are denoted as 𝜀௥ =
 𝜀௥

ᇱ − 𝑗𝜀௥′′ , where the real part ( 𝜀௥
ᇱ ) is referred to as the 

permittivity and represents the ability of a material to store 
electric energy. The imaginary part (𝜀௥′′) is referred to as the loss 
factor and represents the ability of a material to absorb electric 
energy. The loss factor is of particular interest in AMT, as it is 
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the loss factor that facilitates heat generation from incident 
electromagnetic energy. This generated heat, Q, is defined as: 

 

             𝑄 = 2𝜋𝑓𝜀0𝜀𝑟′′|𝐸|
2

                                         (1) 
 
where f is the frequency, 𝜀଴ is the permittivity of free space, and 
|E| is the magnitude of the incident electric field. This induced 
heat source (Q) causes a resulting surface (spatial) temperature 
distribution, T, which is defined as the temperature increase of 
the SUT due to the presence of the defect. The relationship 
between Q and T is described as [9]: 

 

             ቆ
𝜕
𝜕𝑡

 −  𝛼 ∇
2

ቇ  𝑇 = 1
𝜌𝑐  𝑄                                        (2) 

 

where 𝛼 , ρ, and c denote thermal diffusivity, density, and 
specific heat, respectively, of the material through which the 
heat diffuses. From Eq. (2), an expression for the surface 
temperature distribution, T, after t seconds of microwave 
illumination can be derived to describe the total amount of 
absorbed electromagnetic energy without considering losses 
(i.e., a 1st order approximation), and is defined as the following: 

 

                                        𝑇൫𝑡൯ = 1
𝜌𝑐  𝑄 𝑡                                               (3) 

 

 As mentioned above, the thermal response varies spatially 
and temporally due to the spatially-varying electromagnetic 
excitation and presence of the defect. To this end, one way to 
quantify the thermal spatial variation is through the application 
of a gradient. The concept of gradient can be described as the 
rate of change in a specified direction (i.e., a directional 
derivative). With the goal of quantifying a defect cross-section 
in mind, the gradient is applied to the surface temperature (on 
the plane of the inspection surface) in two orthogonal directions. 
When the gradient is equal to zero, it is indicative of a local 
maximum or minimum. To this end, the gradient is utilized in 
this work to determine the maximum temperature fluctuation 
between the defect and the structure (i.e., the largest temperature 
disparity on the surface of the SUT) and is applied to Eq. (3) as: 

 

                                                   ∇𝑥𝑦 𝑇൫𝑡൯ = ∇𝑥𝑦  1
𝜌𝑐 𝑄 𝑡                                 (4) 

 

where ∇௫௬ is the gradient operator as applied in two orthogonal 
directions (i.e., horizontally, x, and vertically, y). It is this 
quantity, 𝑇(𝑡), that is measured, analyzed through the gradient, 
and reported.  

III. SIMULATIONS 

To illustrate the capabilities of this gradient-based cross-
section quantification approach, coupled full wave 
electromagnetic-thermal simulations were completed using CST 
MultiPhysics Studio™. The SUT was assumed to be a rubber 
structure undergoing water ingress, as is illustrated in Fig. 1. The 
cross-section of the SUT is 10 cm × 10 cm, with a thickness of 

1.3 cm. The assumed water ingress has a cross-section of 4 cm 
× 4 cm and a thickness of 0.0375 cm (equivalent to a volume of 
0.05 mL) and is located 0.1 cm from the inspection surface. The 
relevant electromagnetic and thermal properties for the water 
and rubber are shown in Table 1. As seen, the water ingress 
(defect within the SUT) has a high electric loss factor [10], while 
the rubber is assumed to be a low loss material [11]. Therefore, 
it will not undergo heating in the same capacity as the defect 
(i.e., the loss factor of the water is magnitudes larger than that of 
the rubber).  

 
Fig. 1. Top (a) and side (b) illustrative views of the SUT. 

During an AMT inspection, the water absorbs the electric 
field radiated from the antenna and becomes a volumetric heat 
source. The heat generated from the water then diffuses through 
the surrounding rubber structure, eventually reaching the 
inspection surface and hence can be observed. For this 
simulation, 50 W of electromagnetic energy is radiated from a 
standard gain horn antenna (aperture dimensions of 23 cm × 17 
cm), placed 13 cm from the surface (i.e., the lift-off) of the SUT. 
A frequency of 2.4 GHz was used because water has a 
particularly high absorption of electromagnetic energy at this 
frequency [5], [10]. The simulation assumed a heating time of 
300 seconds, and the thermal boundaries of the SUT are 
considered adiabatic. 

Table 1: Electromagnetic and thermal properties of water and rubber [10]-[13] 

Material Property Value 

Water 
Relative Permittivity, 𝜀௥

ᇱ 77 

Relative Loss Factor, 𝜀௥" 9 

Rubber 

Relative Permittivity, 𝜀௥′ 2.4 

Relative Loss Factor, 𝜀௥" 0 

Thermal Diffusivity, α 0.086 mm²/s 

Thermal Conductivity, k 0.16 W/m2⋅K 

Specifc Heat, c 2000 J/kg⋅K 

Density, ρ 930 kg/m3 

 

Fig. 2 displays the normalized thermal surface profile of the 
SUT at t = 300 sec. The dashed white line in this image indicates 
the location of the cross-section of the water ingress within the 
rubber structure. As seen, while the presence of the defect is 
obvious, this image gives no clear indication of the specific 
cross-section of the defect. Moreover, without a-priori 
knowledge of the shape of the ingress (a square), these results 
may be interpreted to indicate a circular area of water. In reality, 
the circular heating pattern is a result of the spatial variation of 
the incident electromagnetic energy. Hence, post-processing 

 
           (a)    (b) 
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that can reduce the impact of the non-uniform thermal 
generation is of interest. To this end, post-processing techniques 
are considered to improve the ability of AMT to quantify the 
cross-section of the defect.  

 
Fig. 2. Simulated unprocessed thermal surface profile. 

To begin, existing signal/image processing routines built 
into MATLAB™, a commonly used signal processing software, 
are considered. As such, the built-in Contour function was 
considered as a cost-effective and simple solution to the AMT 
defect cross-section quantification problem. The Contour 
function was implemented on the data of Fig. 2 using 1, 5, 10, 
25, and 50 contour regions, with the results shown in Fig. 3. As 
seen, each of the results provide a (potential) visual estimation 
of the defect’s cross-section. Taking the result of Fig. 3a, for 
example, a cross-section estimation is 3.5 cm × 3.5 cm. In this 
case, the error can be calculated as: 

 

                                         % 𝐸𝑅𝑅𝑂𝑅 = 𝐶𝑎𝑙𝑐𝑢𝑙𝑎𝑡𝑒𝑑−𝐴𝑐𝑡𝑢𝑎𝑙
𝐴𝑐𝑡𝑢𝑎𝑙

× 100                         (6) 
 

where Calculated is the estimated result and Actual is the true 
(a-priori known) cross-section. Additionally, when the error is 
positive, this indicates that the cross-section was overestimated, 
while a negative error indicates an underestimation. In this case 
(Fig. 3a), the error is -12.5% for both orthogonal directions. For 
Fig. 3b and Fig. 3c, the error may be reduced, depending on what 
contour is selected for analysis. This, in fact, illustrates the 
problem with this approach for cross-section estimation; it 
requires interpretation and hence will have varying degrees of 
accuracy. In addition, when the contour regions are increased to 
25 and beyond, (i.e., Fig. 3d and Fig. 3e), the image becomes 
exceedingly more difficult to interpret as it relates to the true 
cross-section. As a result, the MATLAB™ Contour function is 
not considered a reliable method for improving quantification of 
the defect cross-section. 

Another image processing function included in MATLAB™ 
is Edge. Edge is comprised of a multitude of different edge 
detection techniques including Sobel [14], LoG [14], and Canny 
[14], [15]. For this work, the Canny technique within 
MATLAB™ Edge was selected because, when compared to 
other edge detection techniques, it performs best in noisy 
environments [14]. Canny utilizes a Gaussian filter to remove 
noise, then computes the gradient for each pixel within a given 
image. A non-maximum suppression is applied followed by a 
doubling threshold such that any gradient value below 0.3 is set 
to zero. Finally, a hysteresis is applied to the image, and it is 

normalized to the maximum value [16]. This technique was 
applied to the simulated results of Fig. 2, with the results 
provided in Fig. 4. As seen, the application of Canny 
significantly improves the image, with the calculated cross-
section of 3.8 cm × 3.8 cm and an error of -5% in both directions. 

 

  
Fig. 3. MATLAB™ Contour function implemented on the thermal surface 
profile of Fig. 2 with 1 (a), 5 (b), 10 (c), 25 (d), and 50 (e) contour regions. 

  
Fig. 4. Canny-processed thermal surface profile. 

 While the total error from Canny is better than that of the 
Contour approach, further improvement is desirable. To this 
end, the gradient method outlined above and shown in Eq. (4) is 
applied to the results of Fig. 2, with the results shown in Fig. 5a. 

  
              (a)                    (b) 

 
             (c)                     (d) 

 
       (e) 
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As seen, the results from this method compare well to the white-
dashed line (indicating the true cross-section of the defect), with 
an error of -2.5% in both directions. This is an improvement over 
the Canny approach by a factor of 2. Lastly, to facilitate easy 
comparison of the error in all four cases, the error is summarized 
in Table 2, with the improvements mentioned above being 
evident. 

Table 2: Cross-Section Estimation and Error for Fig. 2-Fig. 5a 

Case Cross-Section (cm × cm) X-Error (%) Y-Error (%) 

Raw 2.1 × 2.1 -47.5 -47.5 

Contour 3.5 × 3.5 -12.5 -12.5 

Canny 3.8 × 3.8 -5 -5 

Gradient 3.9 × 3.9 -2.5 -2.5 

 

 A final aspect that must be considered is the effect of noise 
when utilizing the gradient function for post-processing. To this 
end, 30 dBW of random white Gaussian noise was added to the 
unprocessed simulation results of Fig. 2, with the resultant 
image shown in Fig. 5b. With the addition of noise, the estimated 
defect cross-section is 3.9 cm × 4 cm (i.e., -2.5% error in the 
horizontal and 0% error in the vertical orthogonal directions). It 
is interesting to note that here, the error reduces with the 
inclusion of noise. In other words, the unprocessed simulation 
results provide an underestimation of the defect cross-section, 
and the addition of noise reduces this underestimation. This is 
due to the fact that the noise reduces the thermal disparity 
between the surrounding structure (rubber) and defect (water 
ingress). Hence, the error in estimated cross-section is reduced. 
To better illustrate this phenomenon, the spatial temperature 
variation in the horizontal direction (at the vertical point of 50 
mm of the defect shown by the black dashed line in Fig. 5a and 
Fig. 5b) is shown in Fig. 6. 

 

Fig. 5. ∇𝑥𝑦𝑇 of Fig. 2 without (a) and with (b) noise. 

 

 

 
Fig. 6. Simulated temperature spatial distribution across the middle of the 
defect without (a) and with (b) noise. 

 As seen in Fig. 6a (without noise), there is a gradient range 
of ~0.09 °K from rubber to water ingress. In addition, the 
temperature gradient between the rubber and defect center 
differs by ~0.02 °K. However, as shown in Fig. 6b (with noise), 
there is a gradient range of ~0.07 °K and the rubber region (0 – 
20 mm and 80 – 100 mm) has approximately the same 
temperature gradient as that of the center of the defect. 
Therefore, the local minimum of the temperature gradient in the 
defect is nominally equivalent to that of the local minimum of 
the temperature gradient of the surround structure (i.e., Fig. 6b). 
This behavior is clearly a result of the noise level considered, 
but for the noise level considered here (30 dBW), the ability to 
quantify the cross-section of a defect is improved. 

IV. MEASUREMENTS 

To further illustrate the improvement offered by the 
gradient-based cross-section quantification approach, AMT 
measurements were conducted on a SUT consisting of a rubber 
structure with a cross-section of 16 cm × 16 cm and thickness of 
1.3 cm. The SUT contained a 4 cm × 4 cm paper towel 
(represented by the dashed, white line in the following images) 
placed 0.1 cm from the inspection surface that held 1 mL of 
water. A paper towel was used to hold the water because 
encompasses a low volume and has low permittivity and loss 
factor, making in minimally intrusive on the overall 
experimental results. The SUT was placed on polystyrene foam 
to avoid any thermal loss on the back side of the SUT (i.e., an 
adiabatic condition). An illustration of the AMT system used for 
these measurements can be seen in Fig. 7. The system consists 
of a computer, standard gain horn antenna (aperture dimensions 
of 23 cm × 17 cm), 50-watt power amplifier, FLIR T430sc 
infrared camera (thermal sensitivity of 30 m°K), data acquisition 
unit (DAQ), and microwave source (operating at 2.4 GHz). The 
heating time was 300 seconds. 

 
Fig. 7. Schematic of the AMT system. 

Primary uncertainties that may affect measurement results 
include changes in ambient temperature, air flow over the SUT, 
and fluctuations in the water ingress cross-section. To 

  
             (a)                     (b) 

  
               (a)       (b) 
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control/reduce the impact of fluctuations in ambient 
temperature, the temperature of the SUT prior to microwave 
excitation was measured and subsequently removed from AMT 
results prior to processing. Additionally, all AMT measurements 
are performed in a controlled, indoor environment to minimize 
changes in ambient temperature and air flow during the 
measurement process. Regarding the potential for water 
displacement, after each measurement, the location on the 
rubber samples where the wet paper towel (i.e., water) was 
placed flush contained small (visually evident) amounts of 
water. This area was measured (on both pieces of rubber) to 
ensure that the water remained within the intended cross-section. 
For all measurement sets, the cross-section remained as intended 
(i.e., 4 cm × 4 cm). 

 Fig. 8 displays the normalized (to the maximum and relative 
to ambient) surface thermal profiles for the following cases: 
unprocessed/raw data (a), processed using a 10-region contour 
(b), processed using the Canny algorithm (c), and processed 
using the gradient-based approach of Eq. 4 (d). Cross-section 
estimations for each case (with error) can be found in Table 3.  

 

 
Fig. 8. Unprocessed (a), 10-region contour (b), Canny (c), and gradient-based 
(d) images for measurement results for 1 mL water. 

 As was the case for the simulated results above, the 
unprocessed and contour-processed images do not provide a 
clear indication of the defect cross-section. Canny processing 
(Fig. 8c) does provide a clear estimation of the cross-section, 
however this approach also includes additional indications 
within the known defect area. When comparing these false edges 
to the unprocessed image (i.e., Fig. 8a), these false edges align 
with the temperature increase within the water resulting from the 
antenna pattern directly. Therefore, in such cases, Canny is 
unreliable as it is susceptible to the heating pattern that results 
from the spatial distribution of the incident electromagnetic 
energy. Lastly, Fig. 8d displays the gradient-based approach. 

Here, the cross-section of the water ingress within the SUT can 
be seen clearly by the location of the maximum temperature 
gradient, with the influence of the heating pattern substantially 
reduced as compared to that of Canny (Fig. 8c). In addition, this 
approach provides the most accurate estimation of the defect 
cross-section, 4.1 cm × 4 cm, with the least amount of error (see 
Table 3). 

 A last set of measurements were completed using the same 
SUT but with a reduced water volume of 0.5 mL. Fig. 9 displays 
the surface thermal profile of this measurement and processed 
using the same approaches as Fig. 8. Cross-section estimation 
and error for each case can be found in Table 4. Here, the most 
accurate cross-section estimation is 4.2 cm × 4.1 cm as 
determined by the gradient-based approach. In other words, 
even with a reduction in volume of water and hence a reduced 
temperature increase (2.82 °K as opposed to 3.30 °K) on the 
inspection surface, the gradient-based post-processing approach 
still results in the most accurate outcome.  

Table 3: Cross-section estimation and error for results of Fig. 8 

Case Cross-Section (cm × cm) X-Error (%) Y-Error (%) 

Raw 3.1 × 2.3 -22.5 -42.5 

Contour 4.2 × 3.6 +5 -10 

Canny 4.2 × 4.1 +5 +2.5 

Gradient 4.1 × 4.0 +2.5 +0 

 

 

 
Fig. 9. Unprocessed (a), 10-region contour (b), Canny (c), and gradient-based 
(d) images for measurement results for 0.5 mL water. 

 
 
 
 
 

 
             (a)                   (b) 

 
             (c)                    (d) 

 

 
              (a)                    (b) 

 
             (c)                    (d) 
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Table 4: Cross-Section Estimation and Error for Fig. 9 

Case Cross-Section (cm × cm) X-Error (%) Y-Error (%) 

Raw 3.0 × 2.9 -25 -27.5 

Contour 4.5 × 5.3 +12.5 -32.5 

Canny 4.4 × 4.7 +10 +17.5 

Gradient 4.2 × 4.1 +5 +2.5 

 

It is worth noting that there is a slight spatial bias (which 
translates to error) in most measurement results (raw and 
processed in Fig. 8 and Fig. 9, with the corresponding error 
shown in Tables 3 and 4, respectively) in the y-direction. This 
bias is attributed to the effect of the inherent antenna pattern of 
the radiating antenna. 

V. CONCLUSION 

Active Microwave Thermography, or AMT, is a relatively 
new thermographic inspection approach that features a high 
frequency-based thermal excitation. This thermal excitation is 
achieved by irradiating a sample under test with electromagnetic 
energy via an antenna. Since an antenna is used, the incident 
energy and hence the thermal excitation is dependent upon the 
antenna pattern (i.e., spatial variation of the incident energy). As 
such, this variation can cause errors in defect cross-section 
quantification. To this end, this work considers several well-
known post-processing approaches along with a new approach 
based on temperature gradient. Simulated and measurement 
results indicate that the gradient-based approach performs better 
(with less error) than the other approaches considered.  
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