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A B S T R A C T   

Precise estimations of actual evapotranspiration (ETa) are essential for various environmental issues, including 
those related to agricultural ecosystem sustainability and water management. Indeed, the increasing demands of 
agricultural production, coupled with increasingly frequent drought events in many parts of the world, neces-
sitate a more careful evaluation of crop water requirements. 

Artificial Intelligence-based models represent a promising alternative to the most common measurement 
techniques, e.g. using expensive Eddy Covariance (EC) towers. In this context, the main challenges are choosing 
the best possible model and selecting the most representative features. The objective of this research is to 
evaluate two different machine learning algorithms, namely Multi-Layer Perceptron (MLP) and Random Forest 
(RF), to predict daily actual evapotranspiration (ETa) in a citrus orchard typical of the Mediterranean ecosystem 
using different feature combinations. With many features available coming from various infield sensors, a 
thorough analysis was performed to measure feature importance, scatter matrix observations, and Pearson’s 
correlation coefficient calculation, which resulted in the selection of 12 promising feature combinations. The 
models were calibrated under regulated deficit irrigation (RDI) conditions to estimate ETa and save irrigation 
water. On average up to 38.5% water savings were obtained, compared to full irrigation. Moreover, among the 
different input variables adopted, the soil water content (SWC) feature appears to have a prominent role in the 
prediction of ETa. Indeed, the presented results show that by choosing the appropriate input features, the ac-
curacy of the proposed machine learning models remains acceptable even when the number of features is 
reduced to only 4. The best performance was achieved by the Random Forest method, with seven input features, 
obtaining a root mean square error (RMSE) and a coefficient of determination (R2) of 0.39 mm/day and 0.84, 
respectively. Finally, the results show that the joint use of SWC, weather and satellite data significantly improves 
the performance of evapotranspiration forecasts compared to models using only meteorological variables.   

1. Introduction 

According to the recent global report on water use published by 
UNESCO, irrigation represents about 70% of the global consumption of 
available freshwater (WWDR, 2021). Therefore, adopting sustainable 
agriculture is of paramount importance to minimize water consumption. 
In this context, pushing the agricultural system as a whole toward 
ecologically sustainable solutions is a major challenge given the 
increasing insufficiency of water availability (Gangopadhyay et al., 
2023). Recent research suggests that farmers should be encouraged to 

adopt new solutions, particularly in drought-prone regions, in order to 
optimize both water quantity and quality, and ensure less water con-
sumption for a more environmentally friendly future for the next gen-
erations (Lap et al., 2023). 

In particular, in the Mediterranean ecosystems, which are charac-
terized by dry and hot summers and rainfall mainly occurring in fall and 
winter, it is important to adopt sustainable irrigation strategies to in-
crease water use efficiency and preserve water resources. The optimi-
zation of irrigation water employment in agriculture can be obtained, 
from the one hand, by estimating the exact crop water requirement and, 
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from the other, through the application of dynamic irrigation strategies, 
such as the regulated deficit irrigation (RDI). The main goal of these 
strategies is to save water by controlling in real time the field irrigation 
as a function of the water status of soil and plants. This can be quantified 
by means of heterogeneous sensors and data aggregation techniques, in 
order to identify conditions for reducing the water consumption without 
affecting the crop growth. For example, it has been proved that RDI can 
be applied to citrus orchards during the stage II of crop without deter-
mining significant impact on crop yield (Castel, 2000; González-Alto-
zano, 2000; Consoli et al., 2014; Stagno et al., 2015; Rallo et al., 2017; 
Puig-Sirera et al., 2021). However, the application of RDI strategies 
requires accurate monitoring to avoid severe crop water stress which 
can produce a decline in yield and/or irreversible effects on crop 
growth. 

From field sensors to water needs. In order to monitor the crop water 
needs in real-time, several data sources for estimating the field status can 
be considered, among which meteorological data, soil water contents, 
drill and drop sensors, satellite images and vegetation indices. Different 
models for studying the soil water balance (SWB) are then applied for 
mapping infield data into a precise estimation of the water needs (Kelley 
et al., 2019). An important parameter for this estimation is the evapo-
transpiration (ETa), which is the combination of two distinct processes: 
water evaporation from the soil surface, Ea and water transpiration from 
the plant canopy, Ta, depending on the climate and soil water status 
(Pereira et al., 2020). Recently, several data-driven models (artificial 
neural networks, K-nearest neighbors, random forest, etc.) have been 
proposed for predicting evapotranspiration even with a limited amount 
of infield sensors, i.e. by working only with some low-cost typologies of 
sensors or with a limited spatial granularity of measurements (Agha-
janloo et al., 2013; Granata, 2019; Walls et al., 2020; Yamaç, 2021). 
Models are customized not only for different climates, but also for 
different typologies of crops, such as potato crops (Aghajanloo et al., 
2013; Yamaç et al., 2020; Talib et al., 2021), green pepper crops (Liu 
et al., 2020), or cereal crops (Talib et al., 2021; Tang et al., 2018; 
Abrishami et al., 2019; Han et al., 2021; Hashemi et al., 2020; Elbeltagi 
et al., 2020). The models can be studied in combination with the irri-
gation policy, for minimizing the water consumption, as described in 
Zhang et al. (2016) for the case of a rice crop. However, these works 
focus on herbaceous crops or horticultures only. Other models for esti-
mating the field water needs are based on the study of the surface energy 
balance, by processing land surface temperature (LST) (Reyes Rojas 
et al., 2021). These approaches have been demonstrated in the case of 
olive and pomegranate orchards and vineyards but, to the best of our 
knowledge, there is no previous literature focusing on the definition of 
models for citrus orchards, despite the fact that in the Mediterranean 
basins citrus is one of the most cultivated crops (MAPA, 2019). Citrus 
orchards have high water requirements (Rallo et al., 2017; Hari et al., 
2010) and differ significantly from olives and pomegranates crops, 
which are characterized by a high capacity to resist in arid environments 
(Pierantozzi et al., 2013; Volschenk, 2020). 

Reference, potential and actual evapotranspiration. It is important to 
note that most existing literature employs machine learning (ML) 
models to predict the crop reference evapotranspiration (ETo) or poten-
tial evapotranspiration (ETc), whereas the focus of this paper is on actual 
evapotranspiration (ETa), which plays a key role in the quantitative 
evaluation of the actual crop water requirements, necessary for irriga-
tion water management. While ETa values are considered in ecosystem 
studies, for studying wetland conservation (Granata et al., 2020) and 
water cycles (Zhang et al., 2021), the comprehensive reviews of 
evapotranspiration models presented in Krishnashetty et al. (2021), Jing 
et al. (2019) focus on ETo only. In Krishnashetty et al. (2021), which 
compares several papers from 2009 to 2021, the main goal of ETo esti-
mation is developing intelligent irrigation systems, while in Jing et al. 
(2019) it is demonstrated how ETo models developed from 2007 to 2019 
can be used for a wide climatic range. Despite the number of proposed 
models, several issues for the application of these models are still open. 

In fact, evapotranspiration is a nonlinear and complex phenomenon, and 
its estimation is based on the availability of several climatic and crop 
parameters and their mutual interactions with each other. Conse-
quently, the transition from ETo to more significant quantities such ETa 
is not straightforward. Indeed, while ETo can be derived by using only 
climatic variables, ETa depends on the specific crop, as well as on soil 
and plant conditions. Tables 1,2 summarize the main characteristics of 
related works on potential evapotranspiration and actual evapotrans-
piration estimation, respectively, by comparing the approach, crop ty-
pology, dataset size, number of input features and model accuracy. 

Impact of hydrological factors. Recent papers like (Wang et al., 2022; 
Walls et al., 2020; Wang et al., 2023; Mosre et al., 2021) used ML to 
study ETa only from a generic hydrology or atmospheric point of view, 
and do not consider irrigation strategies like RDI. For example, Izadifar 
et al. (2010) models ETa using ANN and Genetic Programming in a 
Canadian landscape covered by spontaneous vegetation; consequently, 
the study does not analyze water requirements in a specific crop and 
does not consider possible irrigation strategies. In Hao et al. (2022) the 
authors quantified the impact of some hydrological factors on ETa using 
Bayesian model averaging for forest, cropland, and grassland ecosys-
tems. In addition, it was demonstrated that soil moisture does not 
contribute significantly to ETa in forest areas because vegetative tran-
spiration comprises a large portion of ETa. Finally, the work in Liu et al. 
(2020) combines ETa predictions with RDI, but only for horticulture. 

Paper contributions. Taking into account the limitations of current ETa 
models, the aim of this work is defining a data-driven model for pre-
dicting actual evapotranspiration of a citrus orchard under regulated 
deficit irrigation. To this purpose, we exploit a large dataset of infield 
measurements collected in a suburb of Palermo, in Italy, which includes 
meteorological data, Vegetation Indices (VIs), soil water contents, as 
well as direct measurements of ETa (to be used as a ground-truth). A 
variety of input combinations are explored, analyzing feature impor-
tance and Pearson’s correlation coefficient, and studying the perfor-
mance of several ML models (namely, MLP and RF). Interestingly, the 
presented results show that the accuracy of the proposed ML models 
remains acceptable even reducing the input features down to four. To 
the best of our knowledge, we are the first to estimate ETa in a hot 
summer Mediterranean ecosystem under RDI, with an average water 
saving of up to 38.5%, compared to full irrigation management. These 
estimation models are fundamental to understand and reduce the impact 
of climate change and water scarcity, thus promoting sustainable agri-
cultural irrigation solutions. 

2. Background and motivation 

The application of irrigation strategies such as RDI during specific 
stages of crop growth could result in the optimization of irrigation water 
use in agricultural ecosystems. The actual crop water requirement can 
be assessed, among others approaches, by the continuous monitoring of 
soil water content, as investigated by Lukangu et al. (1999), or using soil 
water balance (SWB) models (Pereira et al., 2020). In the former, the 
quality of the results depends on the accuracy and acquisition time of the 
soil moisture sensors, while the latter requires the accurate estimation of 
actual crop evapotranspiration, ETa. Direct measurements of ETa can be 
acquired by weighing lysimeters (Schrader et al., 2013), which however 
are characterized by high installation and maintenance costs. On the 
other hand, indirect methods to estimate ETa include the widely used 
dual crop coefficient approach, suggested in the FAO-56 paper (Allen 
et al., 1998), and the application of the surface energy balance (SEB), 
such as the Surface Energy Balance Algorithm for Land (SEBAL) (Bas-
tiaanssen et al., 1998), and Two-Source Energy Balance Model (TSEB) 
(Norman et al., 1995; Yao et al., 2010). According to the dual crop co-
efficient approach (Allen et al., 1998) the maximum ETa can be esti-
mated as the product of crop reference evapotranspiration (ETo) and the 
term (Kcb + Ke), being Kcb the basal crop coefficient and Ke the soil 
evaporation coefficient. The Kcb coefficients for the different crops and 
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stages of vegetative growth, tabulated in the FAO-56 paper (Allen et al., 
1998), have been recently updated by Rallo et al. (2021) to account for 
the research published in the last 20 years. ETo represents the atmo-
spheric evaporative demand, whose values can be computed based on 
air temperature, solar radiation, wind speed and relative air humidity 
acquired by a standard weather station (Alkaeed et al., 2006). When the 
soil water content is limiting evapotranspiration, it is necessary to 
include two additional coefficients, Ks and Kr, with values ranging be-
tween 0 and 1, to reduce crop transpiration and soil evaporation, 
respectively. In a recent review, Pôças et al. (2020) showed the possi-
bility to derive the basal crop coefficient, Kcb, based on linear and non- 
linear relationships employing, as independent variables, vegetation 
indices (VIs) derived by remote sensing data in the visible and near- 
infrared domains, whereas earlier, Lei and Yang (2014) proposed to 
estimate Kcb based on a linear function of VIs obtained in the shortwave 
region. 

The SEB models are used to estimate latent heat flux (LE) as the re-
sidual term of the energy balance equation. The values of LE measured 
by the Eddy Covariance (EC) tower have been largely used to assess ETa. 
The common configuration of EC towers consists of an infrared open- 
path gas analyzer to measure H2O vapor and CO2 concentration in the 
atmosphere, a 3D-sonic anemometer to measure the sonic air tempera-
ture and the three components of wind speed, a 4-components net 
radiometer to measure the net radiation and a flux plate to measure the 
soil heat flux. Although both the water and energy balance models have 

been largely used to estimate ETa, the first one requires a large number 
of meteorological variables to evaluate ETo (not always available and 
with acquisition times not enough adequate for the purpose (Yamaç 
et al., 2020)), whereas the second, despite the smaller number of 
required variables, needs the availability of an EC tower equipped with 
quite expensive instruments. Furthermore, the quality and temporal 
continuity of the acquisitions can be influenced by the different mea-
surement conditions from the theoretical assumptions, as well as by the 
malfunction of the instruments caused by the meteorological conditions 
and also by the imperfect calibrations of the sensors (Masseroni et al., 
2014). 

The limitations of the classical methods described above indicate the 
need to assess alternative procedures to increase the availability and 
accessibility of ETa measurements. For this reason, ML algorithms can be 
powerful tools for predicting actual evapotranspiration. Only recently, 
researchers applied ML to predict two important quantities, ETc and/or 
ETa, which are of paramount interest for crop irrigation management. 
Indeed, approximately 90% of the papers listed in Tables 1 and 2 have 
been published within the past four years. Specifically, Table 1 provides 
a summary of the research using ML models to estimate potential 
evapotranspiration (ETc), which is considered a good approximation of 
ETa for healthy crops (no diseases) and without water stress. From the 
table, the ETc estimation accuracy, measured in terms of RMSE and R2, 
ranges on average from 0.37 mmd− 1 to 0.89 mmd− 1 and between 0.75 
and 0.96, respectively. Similarly, Table 2 reports papers focusing on ETa, 

Table 1 
Literature comparison of models to predict potential evapotranspiration (ETc) considering RMSE and R2.  

References Model Crop or vegetation Length of dataset [days] Number of input features RMSE[mmd− 1] R2 

Elbeltagi et al. (2020) DNN Wheat 17531 3 0.15–0,42 0,94–0,97 
Yamaç et al. (2020) kNN, ANN, AdaBoost Potato 240 1–4 0,24 − 1,01 0.68–0.96 
Yamaç (2021) kNN, SVM, RF, AdaBoost Sugar beet 340 3–7 0,22–1,13 0.79–0.99 
Aghajanloo et al. (2013) ANN, NNGA, MNLR Potato 990 1–6 0,05–0,35 0.43–0.96 
Han et al. (2021) MLR, BP Maize, wheat soybean 900 4–5 1,19–1,52 0.69–0.90 
Hashemi et al. (2020) MLP, RBF Barley 200 4 NRMSE 

0.23–0.31 
0,89–0,93 

Abrishami et al. (2019) ANN Wheat, maize 250–430 4–8 NRMSE 
0,10–0.54 

0.86–0.99 

Notes: RF = Random Forests, SVM = Support Vector Machines, ANN = Artificial Neural Network, MLR = Multiple Linear Regression, kNN = k-nearest neighbors, MLP 
= Multi-layer Perceptron, AdaBoost = Adaptive Boosting, NNGA = Neural Network–Genetic Algorithm, MNLR = Multivariate Nonlinear Regression, BP = Back- 
Propagation neural network, DNN = Deep Neural Network, RDF = Radial Basis Functions, NRMSE = Normalized Root Mean Squared Error. 

Table 2 
Literature comparison of machine learning models to predict actual evapotranspiration (ETa) considering RMSE and R2.  

Reference Models Crop or vegetation Length of dataset [day] Number of input features RMSE[mmd− 1] R2 

Granata (2019) M5P, BAGGING, RF, SVR Pastures grass 1825 3–6 0.18–0.40 0.93–0.98 
Walls et al. (2020) ANN Different land cover 11713 2–5 0.39–0.78 0.98–0.99 
Liu et al. (2020) ENN Green peppers 800 10 0.35–0.61 0.86–0.97 
Talib et al. (2021) RF, LSTM Corn, soybeans, potatoes 6208 5–16 0.40–1.30 0.42–0.70 
Wang et al. (2022) LSTM Grassland, Forest,  

Alpine meadow 
300–500 4–8 0.21–1.06 0.16–0.80 

Mosre et al. (2021) LR - EFS Grassland,  
Open shrubland,  
Barren vegetation 

4017 5–18 0.42–1.81 0.15–0.82 

Granata et al. (2020) RF, MLP, kNN, ARDS Sawgrass 2069 3–7 0.42–1.06 0.42–0.90 
Zhang et al. (2021) RF Grassland Datasets of various sizes 21 0.28–0.73 0.64–0.89 
Wang et al. (2023) RF Different land cover Datasets of various sizes 7 0.99–2.18 0.32–0.75 
Izadifar et al. (2010) ANN, GP, SAS/STAT Spontaneous flora 150 5–9 0.06–0.10 R: 0.71–0.88 
Hao et al. (2022) BMA Grassland,  

Cropland,  
Forest 

Datasets of various sizes 7 0.32–0.67 R: 0.83–0.97  

Present work (2023) RF, MLP Citrus orchard 576 4–10 0.39–0.57 0.69–0.84 

Notes: M5P = Quinlan’s M5 algorithm or M5P regression tree, RF = Random Forests, SVR = Support Vector Regression, ANN = Artificial Neural Network, ENN =
Elman Neural Network, LSTM = Long short-term memory, LR = Linear Regression, EFS = Exhaustive Feature Selection, MLP = multilayer perceptron, k-NN = k- 
nearest neighbors, ARDS = Additive Regression of Decision Stumps, GP = Genetic Programming, SAS/STAT = Statistical model (multiple regression equation), BMA =
Bayesian Model Averaging, Cub = Cubist package in R, Sin = sinusoidal models. 
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with average ranges of RMSE and R2, from 0.37 mmd− 1 to 0.97 mmd− 1 

and between 0.55 and 0.86, respectively. However, these results were 
mostly obtained in forest, cropland and grassland ecosystems, charac-
terized by an homogeneous soil cover condition. Instead, in this paper 
we focus on the prediction of ETa in a citrus orchard under regulated 
deficit irrigation, in a Mediterranean ecosystem. To the best of our 
knowledge, we are the first to employ machine learning models to 
predict ETa in tree orchards. 

3. Materials and methods 

3.1. Description of the study area and experimental layout 

The experiment was carried out for four years (2018–2021) in a citrus 
orchard (Citrus reticulata Blanco, cv. Mandarino Tardivo di Ciaculli) 
located in a suburb of Palermo, Italy (38◦4’ 53.4” N, 13◦ 25’ 8.2” E), as 
shown in Fig. 1. The field extension is about 0.4 ha, with trees planted at a 
spacing of 5.0× 5.0 m and an average height of about 2.5 m. The average 
fraction cover is about 0.48. The field is generally irrigated with a sub-
surface drip system, operating from 2018, with two lateral pipes, which 
contain co-extruded emitters discharging 2.3 l/h at a pressure of 100 kPa 
with a spacing of 1.0 m (i.e.,10 emitters/tree), per plant row, one on each 
side of the tree, at 1.1 m from the trunks,installed at 0.30 m depth. 
However, the old micro-sprinklers irrigation system, operating until 2017, 
is occasionally activated mainly before weeding. The regulated deficit 
irrigation (RDI) strategy is described in detail in Ippolito et al. (2022). The 
climate is Mediterranean, with rainfall generally concentrated in fall and 
winter, and high temperatures in summer. According to the recent version 
of Köppen climatic classification, the zone has a hot summer Mediterra-
nean climate (Csa) (Kottek et al., 2006). Fig. 2 shows the climatic analysis 
in terms of cumulative precipitation and crop reference evapotranspira-
tion, as well as the irrigated water volumes, provided to the field. 
Considering the annual cumulative precipitation, a total of 924 mm was 
recorded in 2018, and only 551 mm and 577 mm in 2019 and 2020. 
Furthermore, at the end of November 2021, the cumulative precipitation 
was equal to 776 mm. On the other hand, the annual crop reference 
evapotranspiration was 931 mm in 2018, 1069 mm in 2019 and 1076 mm 
in 2020, as a consequence of the relatively higher daily ETo values 
registered in 2019 and 2020. Finally, at the end of November 2021, the 
cumulative crop reference evapotranspiration was equal to 1013 mm. The 
differences in the cumulative values of irrigation were due to the pluvio-
metric deficit (P − ETo) values at the beginning of the irrigation season, 
equal to 0 mm in 2018, − 84 mm in 2019, − 243 mm in 2020, and − 178 
mm in 2021. The applied RDI strategy allowed an average water saving of 

about 38.5%, in 2018, 2019 and 2020, compared to the full irrigation (FI) 
management which was followed by the farmer in the rest of the field. The 
extraordinary high temperatures that were reached during the summer 
2021 and the crop conditions before the water stress application period, 
induced the farmer not to apply the RDI strategy in this year. 

A standard WatchDog 2000 weather station (WS) (Spectrum Tech-
nologies, Inc., Aurora, IL, USA) is installed near the field (see Fig. 1)) to 
collect, every 30 min, the values of air temperature, T[◦C], global solar 
radiation, Rs[MJm− 2d− 1], relative air humidity, RH[%], wind speed and 
direction at 2 m height, U2[ms− 1], and rainfall height, P[mm]. Since 
March 2019, measurements of actual evapotranspiration, ETa[mm] have 
been acquired by an Eddy Covariance (EC) flux tower (Fig. 1). The tower 
is equipped with a 4-components net radiometer (CNR4, Campbell Sci-
entific Inch., Logan, Utah) installed at 3.0 m height, a three-dimensional 
sonic anemometer (CSAT3-D, Campbell Scientific Inch., Logan, Utah) 
and an infrared open patch gas analyzer (Li-7500, Licor bioscience inch., 
Lincoln, Nebraska) to measure, respectively, the net radiation, 
Rn[Wm− 2], with a frequency of 30 min, as well as the 3D-components of 
wind speed and the concentrations of H2O vapor and CO2 in the atmo-
sphere with a frequency of 20 Hz. All the high and low-frequency data 
are stored in a CR3000 datalogger (Campbell Scientific Inch., Logan, 
Utah) equipped with a 2 GB memory card. Sensible, H[Wm− 2] and latent, 
λET[Wm− 2] heat fluxes were evaluated as: 

H = ρcpσWT (1)  

λET = λσWQ (2)  

where ρ[g/m3] is the air density, cp[Jg− 1K− 1] is the air specific heat ca-
pacity at constant pressure, σWT[mKs− 1] is the covariance between ver-
tical wind speed and air temperature, λ[Jg− 1] is the latent heat of 
vaporization and σWQ[gm− 2s− 1] is the covariance between vertical wind 
speed and the water vapour density. 

To estimate daily crop reference evapotranspiration, ETo[mmd− 1
], 

the FAO-56 Penman–Monteith (PM) equation (Allen et al., 1998) was 
used: 

ETo =
0.408Δ

(
Rn − G

)
+ γ
(

900
Ta

+ 273
)(

U2

(
es − ea

))

Δ + γ(1 + 0.34U2)
(3)  

where Δ[kPa/◦C] is the slope of saturation vapour pressure curve, 
Rn[MJm− 2d− 1] is the net radiation at the crop surface, G[MJm− 2d− 1] is 
the soil heat flux density, (es − ea)[kPa] is the actual vapour pressure 
deficit, γ[kPa◦C− 1] is the psychrometric constant and U2[ms− 1] is the 
wind speed measured thus at 2 m height. When considering the single 
crop coefficient approach, the values of ETa can be obtained as: 

ETa = (KcKs)ETo (4)  

where ETo is the crop reference evapotranspiration, Kc is the crop co-
efficient and Ks is the water stress coefficient. The contribution of soil 
evaporation and crop transpiration is represented by a single Kc ac-
counting for the difference between the reference crop and the consid-
ered crop in terms of biophysical characteristics such as canopy 
properties, ground cover and aerodynamic resistance. The water stress 
coefficient, Ks, ranging between 0 and 1, is introduced as a multiplica-
tive factor to take into account the actual soil water status. Based on the 
irrigation strategy adopted in the field, the value of Ks resulted generally 
equal to 1.0, except during phase II of fruit growth (beginning of July- 
mid August), when Ks < 1 as a consequence of the limited water 
application. 

The dynamic of soil water content (SWC) is monitored by four drill 
and drop sensors (Sentek Pty Ltd, Stepney, Australia) installed 0.8 m far 
from the tree trunks, which provide the measurements up to 0.6 m depth 
(in steps of 0.1 m), with a time resolution of about 30 min. All sensors 
were interfaced with electronic boards that use license-free 

Fig. 1. Map of the experimental site showing the location of the weather sta-
tion (WD), flux tower (EC), and drill and drop soil water content sensors; the 
four Sentinel-2 (L2A/L2B) pixels are also shown. 
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communication to transmit data to a gateway, which in turn enables 
Internet connections. The connection is used to log in as a client to a 
TCP/IP server, which decodes packet transmission and stores the data in 
a MySQL database. 

The Spatio-temporal variability of vegetation indices based on 
reflectance data in the visible (VIS), near infrared (NIR) and shortwave 
infrared region (SWIR) of the electromagnetic spectrum was investi-
gated based on the images acquired by Sentinel-2 twin satellites (2A and 
2B), characterized by a temporal resolution of about 5 days. In partic-
ular, the multi-spectral images (MSI) level 2A provide high-resolution 
data with spatial resolutions of 10 m, 20 m and 60 m, calibrated in 
reflectance at the bottom of the atmosphere (BoA), orthorectified and 
corrected for the atmospheric effects (ESA,https://scihub.copernicus. 
eu/) (Main-Knorn et al., 2017). The available scenes were used to 
calculate the normalized difference vegetation index (NDVI) (Rouse 
et al., 1974; Toosi et al., 2022) and the normalized difference water 
index (NDWI) (Gao, 1996) as: 

NDVI =
ρnir − ρred

ρnir + ρred
(5)  

NDWI =
ρnir − ρswir

ρnir + ρswir
(6)  

where ρnir, ρred and ρswir are the near-infrared, red and shortwave 
reflectance, respectively. The corresponding central wavelength, for 
Sentinel-2A and -2B satellites, are 664.6 nm and 664.9 nm for the red 
band (B4), 832.8 nm and 832.9 nm for NIR (B8), and 1613.7 nm and 
1610.4 nm for SWIR (B11). 

3.2. Dataset description and pre-processing 

The available database includes weather data recorded by the 
weather station from January 2018 to November 2021, as well as the 
micro-meteorological data acquired by the EC tower from March 2019 
to November 2021, in both cases registered at sub-hourly time-steps. 
The former dataset was used to estimate ETo, by Eq. (3). The latter 
dataset was processed, using a specific software developed by Manca 
(2003), excluding all the records acquired in days where the rainfall 
height was higher than 2.5 mm. The suitability of the records acquired 
by the EC tower was assessed based on the energy balance closure 

quantified by the closure ratio, CR, (Prueger et al., 2005), representing 
the slope of the regression line of the turbulent heat fluxes against 
available energy, evaluated as: 

CR =
LE + H
Rn − G

(7)  

where LE and H are the latent and sensible heat fluxes, Rn is the net 
radiation and G is the heat flux into the soil. Sub-hourly data was then 
aggregated at daily time steps. However, in March 2020 the COVID-19 
pandemic lockdown caused the impossibility to visit the field and fix 
the EC tower, with consequent acquisition failure. Moreover, a single 
daily value of SWC, representative of the entire field, was calculated as 
the average of the available data acquired in the layer 0–0.60 m by the 
four drill and drop probes. Finally, for the four years considered, 251 
images, under clear sky conditions, from Sentinel-2 satellite were 
downloaded and pre-processed using the R library named “sen2r” 
(Ranghetti et al., 2020). Using Eqs. (5) and (6), for the whole field the 
vegetation indices were calculated by a specific script implemented in 
Matlab® R2019b and then exported in QGIS (release 3.4.3) environment 
to view the maps of NDVI and NDWI. To determine NDWI at the same 
spatial resolution as NDVI (10 m), the value of a single-pixel reflectance 
in the SWIR domain (20 m) was associated with the four reflectance 
values corresponding to the NIR spatial resolution. For both vegetation 
indices, a single representative value for the entire plot was obtained by 
averaging the four values calculated in the pixels containing the drill and 
drop probes. Table 3 summarizes the source and the size of the available 
dataset for the four investigated years (2018–2021). 

Overall, the complete dataset has a length of 1430 days and contains 
12 features (U2,Rs,RHmin,RHmax,Tmin,Tmax,ETo,SWC, NDVI, NDWI, DOY, 

Fig. 2. Cumulative precipitation, ΣP, crop reference evapotranspiration, ΣETo, and irrigations, ΣI, distributions during 2018–2022. The box indicates the irriga-
tion season. 

Table 3 
Variables used in the analysis and number of records available in the investi-
gated years.     

2018 2019 2020 2021 

Instruments Variable Units 365 365 366 334 

Drill and Drop SWC [cm3cm− 3] 355 344 355 320 
WatchDog 2000 ETo [mm d− 1] 363 365 366 333 
EC Tower ETa [mm d− 1] – 193 120 263 
Sentinel-2 Images [–] 44 75 74 58  
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ETa), where DOY is the Day Of the Year and the actual evapotranspi-
ration ETa represents the variable of interest. This feature has 854 
missing values, and for this reason, the proposed neural network models 
are exploited for ETa predictions and gap-filling. The climate variables 
and consequently the ETo feature have only three missing values in the 
dataset, while the SWC, and VIs features have 56 and 1179 missing 
values, respectively, over the four years of observation. 

3.3. Machine learning models 

This section describes the design and implementation of the exam-
ined ML models. As a starting point, four models were initially tested: 
Linear Regression (LR), Support Vector Machine (SVR), Random Forest 
(RF), and Multi-Layer Perceptron (MLP). From preliminary results, 
omitted here for the sake of brevity, only MPL and RF models were 
selected for their ability to model the nonlinear evapotranspiration 
phenomena. The models were implemented using the scikit-learn library 
(Pedregosa et al., 2011), an open-source ML library, for the python 
programming language. Furthermore, the code developed in this work is 
released open source to the scientific community (Git Repository, 2023). 
This will allow repeatability and ease future research efforts in the 
development of environmentally sustainable irrigation solutions. In the 
following, an introduction to Artificial Neural Networks (ANNs) and RF 
algorithms is presented, followed by the description and validation of 
the proposed MLP-based and RF predictors. 

3.3.1. ANNs and Multi-Layer Perceptron 
ANNs are a class of powerful ML tools that can be used to solve 

classification and regression problems. ANNs can be distinguished in 
two types of architectures, depending on the types of connection be-
tween neurons. In the feedback architectures, the presence of connec-
tions between neurons of the same layer or between neurons of the 
previous layer realizes a feedback connection. In the feedforward ar-
chitectures, the connections between the neurons do not allow feedback 
between layers, and the signal is transmitted only to the neurons of the 
next layer. 

A widely used feedforward ANN is the Multi-Layer Perceptron 
(MLP), constituted by one input layer, one or more hidden layers, and a 
layer of output neurons. The neurons are connected to the ones of the 
next layer with a certain weight and, in each neuron, the weighted sum 
of input variables is transformed into an output value through an acti-
vation function, defined as: 

Y = ψ
(∑

wi*xi + b
)

(8)  

where wi is the weight, xi is the neuron input, b is the neuron bias, and ψ 
is the activation function. 

The training of the network is usually done with a backpropagation 
algorithm, which is divided into two phases. In the first phase (for-
warding), controlled inputs are applied to the network, pushing the 
activation of the input layer neurons. The signal propagates to the next 
layers, finally reaching the output neurons. The error between the 
desired output and the obtained result is then calculated for each 
neuron. In the second phase (backwarding), the error value is propa-
gated backward and the weights of each link are accordingly modified 
with an optimization method, which aims to minimize the output error. 
Finally, the network “model selection” is achieved by choosing a set of 
hyperparameters (i.e. number of hidden layers, number of neurons in 
each layer, learning rate, solver weight optimization, epoch scale, acti-
vation functions, etc.) which characterize the architecture of the MLP 
model (Sowmya et al., 2020). The best model is selected comparing the 
performance scores of all possible combinations of hyperparameters. 

3.3.2. Random Forest 
A Random Forest is a particular classifier/regressor formed by a set 

of decision trees represented as independent and identically distributed 

random vectors. This technique is part of ensemble learning that has 
made significant improvements in learning accuracy for classification 
and regression tasks (Breiman, 2001). A random subset of the features is 
chosen at each candidate split during the learning process when using 
random forests, which employ a modified tree learning algorithm (Ho, 
1998). Each decision tree within the RF is constructed and trained from 
a random subset of the data in the training set. Therefore, the trees do 
not use the complete set, and at each node the best attribute is chosen 
from a randomly selected set of attributes (thus, not necessarily the 
absolute best attribute). For example, given the training dataset (X,Y), 
with each element xi ∈ X ∈ R,yi ∈ Y ∈ R, one can train M different trees 
on different subsets, chosen randomly with replacement, and then 
compute the ensemble average: 

f

(

x

)

=
∑M

m=1

1
M

fm

(

x

)

(9)  

where fm is the m’th tree. This technique is named bagging, which stands 
for bootstrap aggregating (Breiman, 1996). The basic idea behind 
bagging is to average models containing errors but approximately un-
biased, so as to reduce the variance of an estimated forecast function. 
Decision trees are ideal candidates for bagging because they can capture 
complex interaction structures present in the data and, if grown with 
sufficient depth, have relatively low bias. 

Since decision trees are known to be error-prone, they can benefit in 
important ways from their averaging. In other words, decision trees 
lower the model variance without raising bias and, thus, this boot-
strapping method improves the model’s performance. Indeed, while 
single tree predictions are very sensitive to noise in the training set, an 
average of several trees reduces this sensitiveness, provided that the 
trees are uncorrelated. Highly connected trees result from merely 
training several trees on a single training set. Through the use of various 
training sets, bootstrap sampling can de-correlate trees. Thus, random-
ness is a factor that becomes part of the construction of the RFs, and is 
intended to increase their diversity and thus decrease their correlation. 
In the case of a regression, the final result returned by the RF is the 
average of the numerical result by the different decision trees. 

3.3.3. Standardization and performance metrics 
In this work, the dataset was standardized to reduce the influence of 

outliers. All features were normalized and scaled so that they have a 
similar range. In particular, a standard score based on the following 
equation was used: 

z =
x − μ

σ (10)  

where x is the real value of the sample, μ is the mean of the population, 
and σ is the standard deviation. Using the standard score all features 
have a zero mean and a unit variance. 

The model performance was evaluated based on three statistical in-
dicators: coefficient of determination (R2), root mean square error 
(RMSE), and mean bias error (MBE), calculated according to the 
following equations: 

R2 = 1 −

∑n

i=1
(yi − ŷi)

2

∑n

i=1
(yi − yi)

2
(11)  

RMSE =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
∑n

i=1
(yi − ŷi)

2

n

√
√
√
√
√

(12)  

MBE =

∑n

i=1

(

yi − ŷi

)

n
(13) 
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where yi represents the measured evapotranspiration ETa value of the i- 
th sample, ŷi is the corresponding predicted value, and yi is the mean 
measured data for a total n observations. 

3.3.4. Model hyperparameters selection 
For both MLP and RF predictors, the grid search technique was 

applied to compute the optimum values of hyperparameters. Regarding 
the MLP, the network was implemented with an input layer, 3 hidden 
layers, and an output layer. In the model selection phase, the perfor-
mance obtained using different hyperparameters was compared. Spe-
cifically, the following hyperparameters were tested:  

1. Solvers: Limited-Broyden–Fletcher–Goldfarb–Shanno (L-BFGS), 
Adam, Stochastic Gradient Descent (SGD) with constant learning 
rate, SGD with adaptive learning rate;  

2. Number of neurons in the hidden layers: from 1 to 100;  
3. Regularization factor “alpha” (L2 penalty): 10− 1,10− 2,10− 3,10− 4;  
4. Activation function: identity, logistic, tanh, ReLU;  
5. Learning Rate: constant, invscaling, adaptive. 

The following configuration optimized the performance of the model 
and was accordingly adopted for analysis: Adam solver (Kingma and Ba, 
2014), 10 neurons per hidden layer, alpha = 10− 4, constant learning 
rate, and rectifier activation function, also called Rectified Linear Unit 
(ReLU) activation function, defined as: 

ReLU
(

k
)

=

{
k, if k > 0;
0, if k⩽0. (14) 

In the case of the RF, the hyperparameters include the number of 
decision trees in the forest, the maximum depth of the decision tree, the 
number of features considered by each tree when splitting a node, etc. 
This set of hyperparameters was tested using the grid configuration 
shown below:  

1. Number of decision trees: from 100 to 1000 (in steps of 100);  
2. Number of features to consider at every split (max features): auto,

sqrt, log2,None;  
3. Maximum number of levels in decision tree: None, or from 10 to 100 

(in steps of 10);  
4. Minimum number of samples required to split a node (samples split): 

2, 5, 10; 
5. Minimum number of samples required at each leaf node (sam-

ples leaf): 1, 2, 4;  
6. Method of selecting samples for training each tree (bootstrap): True 

or False;  
7. Parameter for minimal cost-complexity pruning (cpp alpha): from 

0 to 0.06 (in steps of 4⋅10− 4). 

The following setup was chosen for investigation since it achieved the 
best prediction accuracy: 1000 trees, max features = auto, 50 levels, 
samples split = 2, samples leaf = 2, bootstrap = True, cpp alpha = 0. 

Finally, feature analysis was performed to test different combina-
tions of the input features among a set of 12 different possibilities. 
Moreover, ML algorithms were also exploited to compensate for missing 
values in the dataset, as detailed in the following Section 3.3.5. 

3.3.5. Prediction algorithms and gap filling 
This work exploits ML models also to perform gap-filling procedures 

of missing data. Gaps are present in the VIs because samples are not 
available with the same time resolution of the other variables. Few data 
samples were absent in other input features as well (SWC, ETo, and 
climate data), as detailed in Section 3.2. Thus, for the missing input data 
described earlier, the KNN-Imputer was utilized to fill in missing values 
using the k-Nearest Neighbor approach (Troyanskaya et al., 2001; 
Thirukumaran and Sumathi, 2012). However, when the number of 

missing values is greater than the number of observed ones (the case of 
VIs), iterative imputation was used (Richman et al., 2009). Note also 
that the dataset misses several ETa measurements, with 542 complete 
records out of a total number of 1430 records. Being ETa the output of 
the proposed data-driven models, the previous approaches for filling in 
the missing data were not used. Nevertheless, MLP and RF models were 
trained only on the sub-set of complete data and the best models can be 
selected as detailed in the next section. Cross-validation was also used to 
assess models reliability and avoid over-fitting. Obviously, the trained 
models can be used for future predictions, as well as for predicting the 
missing ETa values of the dataset. 

4. Feature analysis and results 

For the four years of observation, Fig. 3 (a-d) presents the temporal 
dynamics of the daily weather variables acquired by the weather station. 
The annual pattern of daily solar radiation, Rs, is similar across the four 
years, with maximums values generally slightly lower than 30 
MJm− 2d− 1 in summer and minimums lower than 10 MJm− 2d− 1 in 
winter. The annual dynamic of air temperature, T, follows that of Rs, 
with the maximum ranging between approximately 13 and 40 ◦C and 
minimums ranging between 1 and 25 ◦C, respectively in winter and 
summer. The average relative air humidity ranged between 48.0 and 
92.4%, whereas wind speed typically remained lower than 2 ms− 1, even 
though some daily peaks of about 4 ms− 1or higher were also recorded. 

The temporal dynamic of daily air temperature, net radiation and 
wind speed, as well as the frequency of wind direction recorded by the 
EC tower in 2019 and 2021 are shown in Fig. 4 (a–d). Compared to the 
values registered by the weather station, the EC tower slightly under-
estimated the minimum sonic air temperature and slightly over-
estimated the maximum sonic air temperature, mainly in summer when 
the values consistently exceeded 30 ◦C. The sonic wind speed was 
generally higher than the corresponding measurements taken by the cup 
anemometer installed in the weather station, due to the different 
installation heights and to the greater sensitivity of the CSAT3-D sonic 
anemometer. The dominant wind speed resulted in 1.7ms− 1 along the 
direction of 45◦ (NE). Fig. 5 (a–c) shows the relationships between the 
turbulent heat fluxes, H + LE, and the available energy, Rn − G, 
measured by the EC tower in 2019, 2020 and 2021. The slope of the 
regression line, which represents the closure ratio (CR), resulted equal to 
0.98 for 2019, 0.88 for 2020 and 1.03 for 2021, indicating the suitability 
of the estimated energy balance components (Kustas et al., 1999; Er- 
Raki et al., 2009). 

The temporal dynamics of daily crop reference evapotranspiration, 
ETo, actual evapotranspiration, ETa, and precipitation, P, are depicted in 
Fig. 6. The annual dynamic of ETo follows that of air temperature and 
global solar radiation, with annual values ranging between about 1 
mmd− 1 in winter and 6 mmd− 1 in summer; the peak of 8.8 mmd− 1 

registered on May 14, 2020, was due to the simultaneous occurrence of 
high air temperature, relatively low minimum relative air humidity and 
high wind speed. The values of ETa in the considered period were 
generally lower than daily ETo, although they resulted occasionally 
higher during or immediately after rainy days, as a consequence of the 
relatively greater contribution of evaporation from soil and/or leaf 
surface. For this reason, the values of ETa recorded on days character-
ized by rainfall heights higher than 2.5 mm were not included for further 
analysis. 

Fig. 7 illustrates the temporal dynamics of daily soil water contents 
(SWC) obtained by averaging the values acquired by the four probes 
from the soil surface up to 0.6 m depth. The bottom of Fig. 7 also shows 
the daily SWC profile. As can be observed, for the four years considered, 
the average SWC ranged from 0.18 cm3cm− 3 to 0.34 cm3cm− 3. The 
temporal dynamic of SWC is affected by the occurrence of rain events 
which determines the rapid increase of soil water contents. However, 
the rise of SWC observed in February, May and June 2020 was 
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Fig. 3. Temporal dynamic of daily climatic variables registered between 2018 and 2021: a) maximum and minimum air temperatures, b) maximum and minimum 
relative air humidity, c) global solar radiation and d) wind speed. 

Fig. 4. Temporal dynamic of a) maximum and minimum air temperatures, b) net radiation, c) wind speed and d) frequency of wind direction as registered by the EC 
tower in 2019, 2020, and 2021. 
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associated with wetting events of the upper soil surface operated by the 
micro-sprinklers irrigation system after long drought periods. The 
standard deviation associated with daily SWC in February, May and 
June 2020 as well as in April, May and June 2021 ranged between 0.01 
cm3cm− 3 and 0.08 cm3cm− 3, with the relatively higher values obtained 
during the irrigation seasons (from mid of May to the end of September), 
when the values of SWC at 30–50 cm depths resulted considerably 
higher than those of the upper soil layers, not wetted by the subsurface 
drip irrigation system. 

The temporal dynamic of the average NDVI and NDWI for the four 
years, illustrated in Fig. 8, shows quite similar patterns. The values of 
NDVI ranged from 0.40 to 0.90, while the values of NDWI resulted 
variable between 0.01 and 0.60. Both VIs resulted maximum in winter 
(NDVImean = 0.90,NDWImean = 0.36) and minimum during summer 
(NDVImean = 0.59, NDWImean = 0.10), with quite low standard de-
viations as a consequence of the limited variability in the spectral 
response of the field surface. 

Fig. 5. Relationships between turbulent heat fluxes, H + LE, and available energy, Rn-G, measured by the EC tower for 2019 (a), 2020 (b), and 2021 (c).  

Fig. 6. Temporal dynamic of crop reference evapotranspiration, ETo, actual crop evapotranspiration, ETa, and precipitation, P.  

Fig. 7. Temporal dynamics of daily average soil water content, SWC, valid for the entire field and precipitation, P. The pattern of the average SWC profile from 0 to 
0.60 m depth is also shown at the bottom of the figure. The box indicates the irrigation season. 
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4.1. Feature analysis 

Since ML models usually portray the relationship between input and 
output features, a preliminary feature analysis was performed. Indeed, 
this analysis plays a key role in reducing the dimensionality of the 
problem by favoring the application of ML models with a limited 
number of features, reducing the complexity, implementation and 
deployment costs in the field. 

For example, the matrix in Fig. 9 shows at a glance the relationship 
between each two features: the scatter plot at row n and column m shows 
the n-th feature as a function of the m-th feature. This is helpful to spot 
correlations in the dataset, since the more sparse are points in a plot, the 
more uncorrelated are the two corresponding features. In particular, it is 
clear that ETo and RS have a higher correlation with ETa than other 
features. Finally, the plots in the diagonal represent the kernel density 
estimation of each feature, which is an estimate of their probability 
density function. 

Fig. 10 shows the Pearson correlation coefficient, which measures 
the linear correlation of each couple of features. It ranges between 1 
(dark red) and − 1 (dark blue), were darker colors indicate higher ab-
solute values, i.e. the two features are strongly correlated (the sign of the 
coefficient reflects the slope of the linear relation). In this case, the 
actual evapotranspiration ETa has a positive Pearson correlation coef-
ficient with the following features: ETo,Rs,Tmax,Tmin, with a value of 0.8, 
0.78, 0.59, 0.38, respectively. On the other hand, the features NDVI,
NDWI, show a strong negative Pearson correlation coefficient with ETa. 

Fig. 11(a) shows the feature importance scores (FIS) of each variable 
in the dataset for the prediction of ETa. The higher the FIS, the more 
important the feature. The importance of a feature is computed as the 
(normalized) total reduction of the criterion brought by that feature and 
is also known as the Gini importance (Ravindran et al., 2021). In this 
work, FIS is computed using the Gradient Boosting Regressor (Kadiyala 
and Kumar, 2018). Among all features in the dataset, the three most 
important ones are ETo, SWC, and Rs, with a FIS of 0.577, 0.197, and 
0.078, respectively. Note that this result includes the reference evapo-
transpiration ETo in the input feature analysis. However, since ETo is a 
climate dependent parameter calculated from other measured climate 
variables, it is interesting to investigate how FIS changes when ETo is 
excluded from the dataset. Indeed, from Fig. 11(b), it is clear that 
excluding ETo from the dataset sharply increases the FIS of Rs from 
0.078 to 0.556 compared to the previous feature analysis. In this case, 
the most important features become Rs,SWC, and DOY. 

4.2. Performance evaluation and results 

Based on the feature analysis, it was possible to choose the features 
contained in the entire dataset or eliminate some less relevant features 
that could compromise the generalization of the model, focusing the 
attention to the most relevant ones. More into details, Table 4 shows the 
input feature combinations used to implement the developed models. In 
particular, for both MLP and RF, combination 1 contains all available 
features except ETo. From combination 2 to 7 other features with less 
importance are gradually removed, while combination 8 uses only the 
variables measured by the weather station. Finally, combinations 9 and 
10 do not use the weather variables, but consider the ETo feature 
instead, and combinations 11 and 12 are the same of models 9 and 10, 
except that ETo is substituted by Rs, which is the most important feature 
among weather variables, both in terms of Pearson correlation coeffi-
cient and feature importance score. 

The results obtained by the different models in terms of RMSE, R2, 
and MBE are detailed in Table 5. Specifically, the table shows that both 
the MLP and RF models perform well, although generally, RF performed 
better than MLP independently of the input features considered in the 
model. In particular, the Multi-Layer Perceptron method showed that 
models MLP1 and MLP5 were the best choices for ETa estimation, with 

the lowest RMSE (0.44 mmd− 1) and highest R2 (0.82) score compared to 
the other input feature combinations. On the other hand, the best scores 
for the Random Forest predictor are obtained with models RF2, RF3 and 
RF4, showing an RMSE of 0.39 mmd− 1 and an R2 of 0.84. Moreover, low 
MBE values indicate that ETa predictions do not deviate much from the 
corresponding measured values (for all scenarios examined, MBE was 
between − 0.025 and 0.041 mmd− 1). Note that, in some cases, a reduc-
tion in the number of feature produces equal or even better perfor-
mances than models including all available features. For example, in the 
case of the MLP predictor, MLP1 and MLP5 show the same performance, 
but MLP1 used all the ten features available while MLP5 used only six 
features (the four less important features were removed, i.e. RHmin,

RHmax, Tmin, NDVI). Similarly, for the RF predictor, performance 
improved after removing features RHmin, Tmin, and NDVI (i.e. moving 
from RF1 to RF4). Finally, the RF predictor is also consistent with the 
reduction of input features: for example, in RF6 and RF11, i.e. using only 
five features, the RF predictor shows very good scores (R2 = 0.82 and 
RMSE = 0.42mmd− 1, close to the best ones), where RF6 used the first 
five features with the highest feature importance score (Rs,U2,Tmax,SWC,
DOY), while RF11 used only weather variable Rs and features SWC,
NDVI,NDWI,DOY. Indeed, from Table 5 it is clear that the joint use of 
SWC, NDVI, NDWI, and DOY features with ETo (MLP9 or RF9) improves 
the performance of ETa predictions compared to models using only 
weather variables (MLP8 or RF8). 

The accuracy of the different models was explored by analyzing the 
violin plots shown in Fig. 12. These plots show the relative error dis-
tributions of all MLP and RF models during irrigation seasons. In the 
middle of each violin plot, there is a small box plot, with the rectangle 
representing the ends of the first and third quartiles, and a central white 
dot for the median. The concentration of the relative error is close to 
zero, highlighting the good performance of the analyzed models. In 
particular, Fig. 12(a) shows that the errors of most MLP models (MLP1 to 
MLP11) have a median greater than zero (in the range [0.002,0.076]%), 
which means that these models slightly overestimated the ETa values. 
Only the MLP12 model had a median error below zero (-0.031%). 
Fig. 12(b), instead, shows that most of the RF models (9 out of 12) 
slightly underestimated the ETa values, with a negative median error 
(the worst case was RF12, with − 0.019%). On the other hand, RF7, 
RF10, and RF11 had a median above zero (0.004%, 0.044%, and 
0.030%, respectively), therefore overestimating ETa. Finally, the violin 
plots show that using features set 9 and 10 both MLP and RF had a longer 
upper tails, indicating that in some occasions these models provided 
larger overestimates. In addition, the relative error distribution was 
asymmetrical (positive skew) for most of the considered models. As 
expected, the RF models had a median error closer to zero, compared to 
MLP models. 

Figs. 13 and 14 show a comparison between observed and predicted 
ETa values for the MLP and RF models, respectively, considering all 12 
input feature combinations. The figures also show the linear robust 
regression interpolation forced through the origin (blue line) and the 
identity line (red dashed), from which it is clear that most of the models 
have a tendency to slightly underestimate the measured actual evapo-
transpiration values when ETa > 4.5mmd− 1. On the other hand, a slight 
overestimation is present for ETa < 1mmd− 1. This behavior based on the 
ETa values to be predicted was also noted by Granata et al. (2020). 
Overall, the slope of the regression line for MLP models ranges between 
0.951 and 1.031, while, for RF models, the slope varies between 0.941 
and 1.005, which means that the latter have slightly less variance than 
the former. The slope closest to 1.0 for MLP were observed for the 
models MLP2 (Fig. 13(b)), MLP7 (Fig. 13(g)), and MLP9 (Fig. 13(i)) 
characterized by regression slope of 0.992, 1.009, and 1.003 respec-
tively. On the other hand, the best slopes of RF models had values of 
1.006, 0.992, and 1.005, for RF1 (Fig. 14(a)), RF4 (Fig. 14(d)), and RF9 
(Fig. 14(i)), respectively. 
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5. Discussion 

The results presented in this work suggest that in general both the 
MLP and RF models were able to accurately describe the nonlinear re-
lationships between weather and crop parameters, providing accurate 
predictions of ETa under regulated deficit irrigation. These ML models 
could be used to optimize irrigation strategies according to the avail-
ability of water resources as well as to adopt RDI strategies, saving up to 
38.5%, compared to full irrigation management. Therefore, this work 
offers a contribution to the creation of a sustainable agricultural envi-
ronment, according to recent work in Gangopadhyay et al. (2023). 
Moreover, since direct measurements of the actual values of ETa (e.g. by 
means of EC towers) can be expensive and complex, in this work we use 
these values only for training a field-specific data model. Then, the 
models are used to provide a prediction of ETa for the examined 
ecosystem based on low-cost sensor data only, with little impact on 
estimation accuracy. The results obtained by the models used in this 

work are summarized in the last row of Table 2. Indeed, the results were 
generally consistent with the performance of previous studies in the 
literature when taking into account the average ranges of RMSE and R2 

([0.37, 0.97] mmd− 1 and [0.55, 0.86], respectively), while the perfor-
mance of the proposed models varied between 0.39 mmd− 1 and 0.57 
mmd− 1 for RMSE and between 0.69 and 0.84 for R2. 

Furthermore, many of the papers listed in Table 2 estimate ETa in 
forest, cropland and grassland ecosystems, characterized by a homoge-
neous soil cover condition. However, in these scenarios, ETa is rarely 
affected by the evaporative processes from the soil (Yao et al., 2010; Hao 
et al., 2022). Recently the possibility to estimate ETa in tree crops, 
through ML models, was assessed by Reyes Rojas et al. (2021), using LST 

Fig. 8. Temporal dynamics of average NDVI and NDWI with the corresponding 
standard deviation. 

Fig. 9. Scatter matrix used for overview and features analysis in ML models implementation.  

Fig. 10. Pearson correlation coefficient between each pair of features.  
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as input with a spatial resolution of 10 m, obtained from the down-
scaling of Landsat-8 LST data, by means of two different models (cubist 
and RF). In particular, the authors estimated ETa through the Opera-
tional Simplified Surface Energy Balance Model (SSEBop) of olives and 
pomegranates tree crops, obtaining results slightly worse than the ones 
presented in this paper. However, it is important to highlight that the 
ETa predictions presented in Reyes Rojas et al. (2021) are derived from 
the application of the SSEBop model and not from an ML model trained 
using ETa in situ measurements. Furthermore, the olives and pome-
granates crops are characterized by a high capacity to resist arid envi-
ronments (Pierantozzi et al., 2013; Volschenk, 2020), while citrus 
orchards are characterized by higher water requirements (Rallo et al., 
2017). In this sense, it is possible to affirm that this work represents the 
first attempt to exploit ML models to predict ETa in a tree crop under 
RDI, where nonlinear processes, such as transpiration from the canopy 
and evaporation from the soil, must be taken into account. 

It is important to note that the results obtained in this work are best 
when the SWC feature is included in the input variables. Indeed, from 
the results shown in Table 5 and the feature importance analysis (Fig. 11 
(a) and (b)), it is clear that SWC has a significant impact on the ETa 
prediction. This evidence is supported by other studies in the literature 
showing that soil moisture becomes a significant factor for modeling ETa 
when soil water supply is insufficient (Wang and Liang, 2008; Mosre 
et al., 2021; Wang et al., 2022; Granata, 2019). Moreover, other works in 
ecological fields (Girardello et al., 2010; Srinet et al., 2019; Piccioni 
et al., 2022) confirmed that RF models are able to capture nonlinear 
dependencies among different variables, supporting the results pre-
sented in Table 5 and Fig. 12, in which the RF models appear to best 
predict the nonlinear phenomena of ETa. 

Finally, other hydrological features such as precipitation (P) and 
irrigation (I) were also considered as inputs to our ML models. However, 
these variables were eventually excluded for the following reasons. First, 
precipitation values are localized measurements and could limit the 
possibility of generalizing the obtained ML models, as discussed in 
Mosre et al. (2021), Han et al. (2021). Second, in presence of subsurface 

drip irrigation systems, irrigation times are weakly correlated with the 
ETa measurements (the obtained Pearson correlation and feature 
importance score were 0.150 and 0.003, respectively). This can be due 
to both negligible soil surface moisture during the irrigation season and 
failure to capture flows through the root zone, as explained for example 
in Talib et al. (2021). Note that, the two variables P and I are indirectly 
contained in the SWC feature used in our models. In particular, the SWC 
values were averaged considering four different positions in the field 
and six different measurement depths, from the surface down to 0.6 m 
depth. These measurements are thus more accurate for modeling ETa 
under deficit irrigation. 

6. Conclusions 

This work explored the possibility of using ML models for accurately 
predicting actual evapotranspiration values in Mediterranean citrus 
orchards, where an RDI strategy is applied. Evapotranspiration data is 
very relevant to increase the ecosystems resilience, including the sus-
tainability of the irrigation process. Different choices are possible for 
retrieving this data: deploying the instrumentation devised to perform 
direct measurements of ETa (e.g. EC towers) or using this instrumenta-
tion only temporarily for training a field-specific data model, which will 
be able to provide an indirect estimation of ETa for the examined 
ecosystem, based on sensors data only. 

Since measuring the actual values by means of EC towers can be 
expensive and complex, the objective of this research was to assess the 
second choice and study the impact of different features and ML ap-
proaches (namely, MLP and RF) on estimation accuracy. To identify the 
most relevant input data, an in-depth analysis of feature importance and 
correlation was performed on a dataset based on extensive in-field 
measurements collected in a suburb of Palermo, in Italy. The dataset 
includes meteorological data, vegetation indices, soil water contents, as 
well as direct measurements of ETa (to be used as a ground-truth), ac-
quired respectively by means of a weather station, satellite images, drill 
and drop sensors, and an EC tower. The results obtained are promising: 
data-driven models can achieve an accuracy higher than 82% for pre-
dicting ETa values, especially in the case of RF models. 

Moreover, reducing the number of input features from 10 to 5 does 
not harm the prediction accuracy significantly, thus enabling the pos-
sibility of opportunistically selecting in-field sensors. In general, the 
experiments demonstrated that ETa is better predicted with agro- 
meteorological data of high importance (Rs,Tmax,SWC) combined with 
vegetation indices, compared to models using weather variables only (i. 
e. Rs,U2,RHmin,RHmax, Tmin, Tmax). Indeed, both soil water content and 
solar radiation were significant factors to predict ETa accurately. 

Results show that the prediction of ETa in a tree crop under RDI 
strategy, allows an average water saving up to 38.5%, compared to full 
irrigation, reducing the impact of climate change and water scarcity in 
the global environmental equilibrium. Furthermore, the approaches 
proposed in this study, extended to different crops and climate condi-

Fig. 11. Feature importance score (FIS) of each feature of the dataset in the ETa prediction (a), FIS when ETo is excluded from the dataset (b).  

Table 4 
Input features combination used in input for the MLP and RF models.  

Nr. Input features selected 

1 Rs,U2,RHmin,RHmax ,Tmin ,Tmax,SWC,NDVI,NDWI,DOY 
2 Rs,U2,RHmax,Tmin ,Tmax ,SWC,NDVI,NDWI,DOY 
3 Rs,U2,RHmax,Tmax ,SWC,NDVI,NDWI,DOY 
4 Rs,U2,RHmax,Tmax ,SWC,NDWI,DOY 
5 Rs,U2,Tmax,SWC,NDWI,DOY 
6 Rs,U2,Tmax,SWC,DOY 
7 Rs,Tmax,SWC,DOY 
8 Rs,U2,RHmin,RHmax ,Tmin ,Tmax 

9 ETo,SWC,NDVI,NDWI,DOY 
10 ETo,NDVI,NDWI,DOY 
11 Rs,SWC,NDVI,NDWI,DOY 
12 Rs,NDVI,NDWI,DOY  
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tions, can be a useful solution to improve the estimation of effective crop 
water requirements, with the aim to choose the best irrigation strategies 
for sustainable water management of productive ecosystems. In this 
context, the availability of continuous daily actual evapotranspiration 
time series is essential to implement, at local and regional scale, agro- 
hydrological models to support policy decisions and to better optimize 
agricultural practices. 
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Table 5 
Results and model comparison.  

Predictor Model name Nr. of input features Input features R2 RMSE[mmd− 1] MBE[mmd− 1] 

Multi Layer Perceptron (MLP) MLP1 10 Rs,U2,RHmin ,RHmax,Tmin,Tmax ,SWC,NDVI,NDWI,DOY 0.82 0.44 0.017  
MLP2 9 Rs,U2,RHmax ,Tmin,Tmax,SWC,NDVI,NDWI,DOY 0.80 0.45 − 0.025  
MLP3 8 Rs,U2,RHmax ,Tmax,SWC,NDVI,NDWI,DOY 0.80 0.46 − 0.024  
MLP4 7 Rs,U2,RHmax ,Tmax,SWC,NDWI,DOY 0.81 0.44 0.008  
MLP5 6 Rs,U2,Tmax ,SWC,NDWI,DOY 0.82 0.44 0.005  
MLP6 5 Rs,U2,Tmax ,SWC,DOY 0.78 0.47 0.015  
MLP7 4 Rs,Tmax ,SWC,DOY 0.78 0.48 − 0.016  
MLP8 6 Rs,U2,RHmin ,RHmax,Tmin,Tmax 0.69 0.57 0.001  
MLP9 5 ETo,SWC,NDVI,NDWI,DOY 0.75 0.50 − 0.002  
MLP10 4 ETo,NDVI,NDWI,DOY 0.70 0.56 − 0.009  
MLP11 5 Rs,SWC,NDVI,NDWI,DOY 0.74 0.53 0.041  
MLP12 4 Rs,NDVI,NDWI,DOY 0.72 0.54 0.001  

Random Forest (RF) RF1 10 Rs,U2,RHmin ,RHmax,Tmin,Tmax ,SWC,NDVI,NDWI,DOY 0.83 0.40 0.013  
RF2 9 Rs,U2,RHmax ,Tmin,Tmax,SWC,NDVI,NDWI,DOY 0.84 0.39 0.011  
RF3 8 Rs,U2,RHmax ,Tmax,SWC,NDVI,NDWI,DOY 0.84 0.39 0.009  
RF4 7 Rs,U2,RHmax ,Tmax,SWC,NDWI,DOY 0.84 0.39 0.007  
RF5 6 Rs,U2,Tmax ,SWC,NDWI,DOY 0.83 0.40 0.008  
RF6 5 Rs,U2,Tmax ,SWC,DOY 0.82 0.41 0.008  
RF7 4 Rs,Tmax ,SWC,DOY 0.81 0.42 − 0.005  
RF8 6 Rs,U2,RHmin ,RHmax,Tmin,Tmax 0.72 0.52 0.004  
RF9 5 ETo,SWC,NDVI,NDWI,DOY 0.80 0.42 − 0.003  
RF10 4 ETo,NDVI,NDWI,DOY 0.72 0.52 − 0.012  
RF11 5 Rs,SWC,NDVI,NDWI,DOY 0.82 0.42 − 0.004  
RF12 4 Rs,NDVI,NDWI,DOY 0.76 0.48 0.005  

Fig. 12. Violin plots of the ETa relative errors in predictions obtained using (a) MLP models and (b) RF models.  
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Fig. 13. Comparison of predicted daily ETa values by MLP methods with observed values for the testing subsets.  
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Fig. 14. Comparison of predicted daily ETa values by RF methods with observed values for the testing subsets.  
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