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1. Introduction

Cybersecurity models include provisions for legitimate user and agent authentication,
as well as algorithms for detecting external threats, such as intruders and malicious software.
In particular, we can define a continuum of cybersecurity measures ranging from user
identification to risk-based and multilevel authentication, complex application and network
monitoring, and anomaly detection. We refer to this as the “anomaly detection continuum”.

Machine learning and other artificial intelligence technologies can provide powerful
tools for addressing such issues, but the robustness of the obtained models is often ignored
or underestimated. On the one hand, AI-based algorithms can be replicated by malicious
opponents, and attacks can be devised so that they will not be detected (evasion attacks).
On the other hand, data and system contexts can be modified by attackers to influence
the countermeasures obtained from machine learning and render them ineffective (active
data poisoning).

This Special Issue presents ten papers [1–10] that can be grouped under five main topics.

2. Cyber Physical Systems (CPSs) [1–3]

AI techniques are particularly needed for the security of CPSs. This is due to the high
number and large variety of devices that cannot be manually controlled and monitored.
Security automation is also needed in this context because of the deployment of the target
infrastructure, which is often remote and difficult to access physically. The first paper [1]
reviews existing studies and datasets for anomaly detection in CPSs. In [2], the authors
propose a new approach for multi-vector attack detection in the IoT domain, using machine
learning algorithms and providing an experimental evaluation. In article [3], classifiers
obtained via machine learning were applied to the security monitoring of smart grids, and
an adaptive deep learning algorithm is proposed and evaluated with the NSL-KDD dataset.

3. Intrusion Detection [4,5]

Intrusion detection is traditionally a common target of AI applications in the context
of cybersecurity because machine learning can provide a means to train models that distin-
guish normal traffic from malicious attacks. The fourth paper [4] studies such issues in the
particular context of cooperative intelligent transportation systems, proposing algorithms
and an intrusion detection architecture evaluated on the NGSIM dataset. The fifth paper [5]
is devoted to network intrusion detection and addresses the problems of high false negative
rates and low predictability for minority classes.

4. Malware Analysis [6]

Malware detection, analysis, and response can be partly automated with artificial
intelligence. The number and variety of malware attacks make this a necessity, as manual
inspection, as well as ad hoc countermeasures, would be impossible. In [6], the authors
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compare different ensemble learning methods that have been proposed in this context:
Random Forests, XGBoost, CatBoost, GBM, and LightGBM. Experiments were performed
on different datasets, finding that tree-based ensemble learning algorithms can achieve
good performance with limited variability.

5. Access Control [7,8]

As stated above, access control can be viewed as another point in the anomaly detection
continuum. Again, distinguishing a legitimate user from impostors can be automated
through machine learning. The seventh paper [7] addresses this in the context of face
recognition systems (FRSs) and proposes a practical white box adversarial attack algorithm.
The method is evaluated with the CASIA WebFace and the LFW datasets. In [8], the authors
used the legitimate user’s iris image, combined with a secret key, to generate a public key
and subsequently use such data to limit access to protected resources.

6. Threat Intelligence [9,10]

Not only do we want to recognize and block attacks as they occur—we also need to
observe external data and the overall network context to predict relevant events and new
attack patterns, addressing the so-called threat intelligence landscape. In [9], the authors
used two well-known threat databases (CVE and MITRE) and proposed a technique to link
and correlate these two sources. The tenth paper [10] used formal ontologies to monitor
new threats and identify the corresponding risks in an automated way.

7. Conclusions

In conclusion, we observed that AI is increasingly being used in cybersecurity, with
three main directions of current research: (1) new areas of cybersecurity are addressed,
such as CPS security and threat intelligence; (2) more stable and consistent results are
being presented, sometimes with surprising accuracy and effectiveness; and (3) the pres-
ence of an AI-aware adversary is recognized and analyzed, producing more robust and
reliable solutions.
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