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ABSTRACT The growth of cities and the resulting increase in vehicular traffic poses significant challenges
to the environment and citizens’ Quality of Life. To address these challenges, a new algorithm has been
proposed that leverages the Quantum Annealing paradigm and D-Wave’s machines to optimize the control
of traffic lights in cities. The algorithm considers traffic information collected from a wide urban road
network to define activation patterns that holistically reduce congestion. An in-depth analysis of the model’s
behaviour has been conducted by varying its main parameters. Robustness tests have been performed on
different traffic scenarios, and a thorough discussion on how to configure D-Wave’s quantum annealers for
optimal performance is presented. Comparative tests show that the proposed model outperforms traditional
control techniques in several traffic conditions, effectively containing critical congestion situations, reducing
their presence, and preventing their formation. The results obtained put in evidence the state-of-the-art of
these quantum machines, their actual capabilities in addressing the problem, and opportunities for future
applications.

INDEX TERMS Quadratic Unconstrained Binary Optimisation, Quantum Annealing, Quantum Comput-
ing, Urban Traffic Optimisation.

I. INTRODUCTION
The significant growth of the global population in the last
century has led society to organise large urban centres where
to welcome a high density of people and provide them
with many public and commercial services. However, the
amount of resources needed to sustain these realities has
progressively increased costs, both from an economic and
an environmental perspective. Recently, Information Tech-
nologies have become widespread in the urban fabric, trying
to improve the quality and efficiency of the services present
locally, and the concept of Smart City raised [1]. From the
alienating modern cities, the attention of legislators begins to
refocus on the life and needs of their citizens, and thanks to
the information derived from the mutual cooperation between
sensors networks [2] and distributed elaboration systems [3],
[4] many ideas are born to improve the Quality of Life and
the Quality of Service. Reference principles in these advance-
ments are enhanced safety and security, low environmental
impact, both in terms of emissions and needed resources,

and improved educational facilities and public health. On the
other hand, the impacts of adopting such technologies also
involve the companies and institutions themselves, allowing
them to introduce even better and more sustainable services
while containing the expenditure.

Research in this area is broad and interdisciplinary, and
many sub-fields have been derived over the years, including
Smart Mobility, to which the present paper refers. The
aims are to address the reduction of urban traffic, which
significantly affects citizens’ lives and has consequences on
the environment [5], to guarantee more safe, efficient and
sustainable movements.
In order to optimise the vehicle’s travel across the road net-
works, control strategies through traffic signals are adopted.
Looking at the future [6], Smart Cities are expected to
be provided with automatic urban traffic management and
control systems, which will be capable of working without
the assistance of humans. In a more holistic view, more
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services will be considered and optimised at once, like
managing together the vehicles and pedestrians flows [7],
or the routing of vehicles [8] to reach specific destinations.
There are also proposals of cooperative techniques between
connected vehicles [9] and even self-driving ones [10].

This paper introduces a novel model to optimise traffic
conditions in Smart Cities, taking the benefit of Quantum
Computing. In particular, the problem of optimising the
control patterns of urban traffic lights has been considered,
leveraging the information that may be made available by dis-
tributed sensor networks. Differently from traditional control
techniques [6], the model is based on a comprehensive view
of the road network state, which allows to provide better
combinations of control signals and, therefore, to reduce
critical congestion events. The algorithm is intended to be
implemented on D-Wave Systems Inc. quantum annealers
and, in particular, the tests to prove its effectiveness have
been conducted on Advantage machines.

Few other works proposing Quantum Annealing algo-
rithms with the same aim are present in the literature. In
[11] the Authors attempted to mitigate traffic congestion by
minimising the number of vehicles passing through the roads
connecting adjacent intersections. They assigned a binary
variable to each intersection, enabling traffic to flow in the
longitudinal direction or towards the transversal direction.
However, this approach has limitations in representing more
complex scenarios, as intersections may have more than two
roads crossing at a given point with several independent traf-
fic lights. Furthermore, the Authors do not provide guidance
on how to define prioritised travel directions, which is crucial
when controlling primary arterials of the network.
Another research presented in [12] proposes a formulation
that assigns a set of variables to each intersection, repre-
senting various traffic light configurations. The cost function
aims to maximise the number of vehicles passing through
each intersection. The model also includes a synchronisation
strategy between neighbouring traffic lights. However, the
Authors focused solely on the number of vehicles flowing
per activation, and the control patterns do not consider actual
traffic conditions on the road network. Moreover, this choice
may disadvantage smaller roads, potentially resulting in
directions never being served.

Despite showing intriguing results and insights, the above
investigations are limited in scope, hindering their ability
to handle more realistic application scenarios. Therefore, a
more flexible representation of the control problem is nec-
essary to address the abovementioned criticalities. The algo-
rithm discussed in this paper offers such a solution, which
is structurally different and represents a novel approach to
tackling the problem with an eye to practical applications.
Any direct comparison with previous models would be unfair.
Hence, the discussion will mainly focus on the model’s
description, characteristics, and application perspectives.

II. BACKGROUND
Nowadays, many challenges are still open in solving complex
optimisation problems, of primary importance also for Smart
City applications, and the limited computational capabilities
of the available processing systems represent a significant
hurdle. Overcoming the performance of classical machines
is a more general problem that is attracting scientists from
another emerging research domain, Quantum Computing,
which has received new vital lymph in the last decade due
to the technological progress that has led to the birth of the
first quantum machines. The fledgling Quantum Computers
try to address different kinds of problems, and D-Wave’s
quantum annealers [13] specifically work on optimisation
tasks. These machines consider Quantum Annealing [14],
[15] to solve combinatorial problems, exploiting quantum
mechanics phenomena and trying to obtain the best solution
in a limited amount of time, with a higher likelihood than
traditional processing systems. Several applications of Quan-
tum Annealing formulations have been recently proposed,
some more theoretical like for solving the Factorisation
[16] and the Graph Partitioning [17] problems, some more
application-specific as optimising the routing of vehicles in
urban centres to reduce traffic [18], the assignment of nurses
to shifts [19] (namely the Nurse Scheduling Problem) and
introducing new ways to speed up the machine learning
techniques to distinguish Higgs-boson decay in experimental
Physics [20].

As the present research proposes an optimisation al-
gorithm to be solved by D-Wave’s Advantage systems,
the formalism underlying Quantum Annealing is discussed,
dwelling on the main characteristic aspects. Historically,
Quantum Annealing is the evolution of Simulated Annealing
[21], a widespread heuristic algorithm that, since its formula-
tion in the 1980s, has proved successful in many application
scenarios. The latter was born thanks to the intuition of
implementing an optimisation strategy that mimics thermal
annealing processes, where metal is cooled in a heat bath
to allow crystals to form large structures with low defects
associated with small energies. Therefore, by expressing an
optimisation problem in terms of an energy function, the
solver is able to find solutions that approximate the global
optimum. About twenty years later, the formulation of Quan-
tum Annealing was proposed to obtain even better solutions
to problems mapped on energy landscapes by replacing the
effects of temperature with quantum fluctuations and, in par-
ticular, exploiting the tunnel effect to escape local minima.
The problem to be optimised is embedded in a quantum
mechanical system which evolves over time following a trend
described by Schrödinger’s equation:

i
d

dt
|ψ(t)⟩ = H(t) |ψ(t)⟩ (1)

where, ψ(t) is the state vector associated with the quantum
system, and H(t) is the Hamiltonian that describes its
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evolution over time.

At the basis of the Quantum Annealing algorithm, there is
the Adiabatic theorem which states that the ground state of
the problem under analysis (i.e., its solution), with which the
Hamiltonian Hp is associated, can be reached by a quantum
system that is set initially to a known ground state, described
by a reference HamiltonianH(0), if and only if the termH(t)
changes with a slow transient τ from H(0) to Hp.

In particular, the transformation referring to this behaviour
can be expressed as follows, considering the Lenz-Ising
model to make the energy functions explicit:

H(t) =
t

τ
Hp +

(
1− t

τ

)
H(0)

= −
∑
⟨ij⟩

Jijσ
z
i σ

z
j − Γ(t)

∑
i

σx
i

(2)

where ⟨ij⟩ are neighbouring lattice points, σx
i and σz

i are
discrete variables associated with the Ising spin, Jij are the
values of the coupling between interacting spins and Γ(t) is
the time-dependent amplitude of the external transversal field
that makes the H(0) term even less relevant on the overall
energy contribution.

While the Ising model is very effective in representing
Physics problems as Hp, in the Computer Science domain,
an equivalent expression is considered, named Quadratic Un-
constrained Binary Optimisation (QUBO), which is obtained
simply by applying a variable substitution. Specifically, the
spin variables σi ∈ {−1; 1} are reported in binary form,
considering σi 7→ 2xi−1, where xi ∈ {0, 1}. The expression
so revised is reported in Equation 3, while an exhaustive
demonstration of its equivalence with that of Ising can be
found in the literature [22]:

f(x) = c0 +
∑
⟨ij⟩

cijxixj

= c0 +
∑
i

ci,ixi +
∑
i<j

ci,jxixj with xixi = xi
(3)

This QUBO formulation can be further simplified by consid-
ering the vector x as the expression of all the binary terms xi,
and gathering all the coefficients cij into an upper-triangular
matrix Q:

f(x) = x†Qx (4)

The objective of the optimisation process over this model
is conceived as to find the combination of parameters xi
associated with the minimum energy of f(x), formally:

xmin = argmin f(x) (5)

In conclusion, it is worth noting that a problem expressed
in the form of a QUBO model can be solved with both Quan-
tum Annealing and Simulated Annealing, opening the possi-
bility of directly comparing the two techniques. This aspect

is also relevant for other reasons, more practical in terms of
near-term application scenarios. In fact, Simulated Annealing
is typically considered as a way to address the computational
limitations of current quantum machines by allowing for
sub-optimal but reasonable solutions to problems that would
otherwise not be solvable via today’s available hardware.
Furthermore, the same algorithm can be applied to speed up
the study and validation procedures of a reference QUBO
model, leaving to real quantum computers only the task of
solving its refined version.

III. METHODS
In this section, the formulation of the QUBO model is dis-
cussed in detail, together with the main elements that shape
the optimisation task. The proposed algorithm is “traffic
signal concentric”; therefore, it is not bound to specific
conformations of the road network. To properly characterise
the problem, two kinds of information are necessary, static
and dynamic. The former coincides with the geometrical
and structural properties of the reference road network, the
location of the available traffic lights and the directions
controlled by each of them. The latter, instead, is related
to the distribution of vehicles and their movements, both
quantities described through a fluid dynamics approach. In
particular, the amount of vehicles arriving at an intersection
is expressed in the form of a density value (i.e., the average
number of vehicles moving per unit of time) and its behaviour
is statistically characterised by how the traffic flows, where
vehicles go straight ahead or make turns. Figure 1 presents
a graphical representation of the reference situation that can
be optimised by the model on a sample four-way intersection.

First, the road network map is reported on a graph where
nodes represent the characteristic intersections and the ori-
ented edges model the relative road connections. To give a
spatial reference to the structure obtained, nodes are assigned
values of latitude ϕ and longitude λ, while each connection
is assigned a unique label i. The traffic lights inside are
identified as X

(ϕ,λ)
n , with n ∈ N. Then, the variables of the

optimisation problem xi,j are instantiated to represent the
various traffic routes at intersections, where i are the source
roads and j are the destination ones. As a single signal can
allow the vehicles to proceed in multiple directions (e.g., for
right-hand drive, go straight and turn right), each traffic light
controls a set of variables xi,j . Therefore, when a traffic light
is turned on, all the related variables are activated, allowing
vehicles to move in the permitted directions.
Proceeding with the optimisation process, the model evalu-
ates the consequences of the traffic light activation in relation
to the state of the vehicular density in the surrounding area.
Specifically, the decision to enable a signal is influenced
by the traffic waiting behind it together with that present
on the downstream road segments. In this way, the QUBO
is able to analyse the impacts of vehicles moving from
departure to exit roads in order to decrease incoming traffic
and to avoid increasing congestion at nearby intersections.
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(a) (b)

FIGURE 1: Visual representation of the key quantities involved in the optimization problem formulation on a reference four-
way intersection. In (a), an example of how variables X(ϕ,λ)

n are assigned at a typical intersection is shown. A variable gathers
a couple of traffic lights and the related controlled directions. In (b), the information required to assess congestion in one street
where vehicles are allowed to move is displayed. Blue vehicles will move in direction xA,B and join the existing ones. The
model considers two scenarios to evaluate congestion on the road: with or without any active traffic lights downstream.

To accomplish the task, variables are always considered in
pairs of successive routes, xi,j and xj,k, so as to understand
whether the vehicles coming from road i and heading to
road j will accumulate there or can possibly proceed toward
road k. Combining all the couples of variables available,
the optimisation model can comprehensively evaluate the
consequences of activating a specific traffic light with respect
to the state of all the others, predicting the best strategies
to mitigate the critical traffic conditions on the overall road
network.

A. THE DETAILS OF THE QUBO MODEL
The formulation proposed for the optimisation task is re-
ported in Equation 6.

f(x) =
∑
i,j

∑
j,k

{
xi,j (1− xj,k)W

′
i,j + xi,jxj,kW

′′
i,j,k

}
+

+ P
∑
i,j

xi,j

[
αi,j +

∑
s,t

xs,tβi,j,s,t

]
+B

(6)

The expression is composed of a first term which describes
the impact of the activation of the available traffic lights on
local congestion and other additional terms which refer to
constraints and penalties to limit the solution space to those
permitted.

As for the first part, the two terms W ′
i,j and W ′′

i,j,k

are weight coefficients, W ′
i,j associated with the condition

in which the traffic light regulating the direction xi,j is
switched-on and the subsequent one, acting on xj,k is not;
W ′′

i,j,k associated to a green-wave condition, i.e., when both
traffic lights on xi,j and xj,k are active. The latter represents
the most convenient situation, as it avoids the stagnation of
vehicles in between. They are defined through hyperbolic

functions to progressively increase the relative weights to the
formation of localised traffic congestion:

W ′
i,j =

Cj

Cj − [DiSi,jTi,j +Dj ]
(7)

W ′′
i,j,k =

Cj

Cj − [DiSi,jTi,j +Dj (1− Sj,kTj,k)]
(8)

where:

Cj = Maximum capacity of the road j, expressed in
terms of traffic density

Di = Traffic density of the road i
Si,j = Turn statistics of the traffic density coming from

road i and confluent into road j
Ti,j = Transfer factor associated to Si,j

In particular, for Ti,j , it represents the portion of vehicles
which will be able to move from road i to road j with a single
activation of the control traffic light. No assumptions are
made in the definition of the road network. Therefore, when
considering specific application cases, only the intersections
and road segments available in the network are characterised
by the whole set of parameters.

As for the constraints and penalties, the second term
modifies the weights associated with each variable to prevent
or disadvantage unwanted solutions, promoting those close to
practical application scenarios. However, they are obtained as
the expression of two different requirements: the uniqueness
constraint and the sequence penalty. The former avoids the
activation of multiple concurrent traffic signals at a single
intersection at the same time. The latter promotes reaching
solutions which define activation sequences at each intersec-
tion, reducing the risk of occurring in conditions of not served
traffic directions. The decision to distinguish the constraint

4 VOLUME 4, 2016



A. Marchesin et al.: Improving Urban Traffic Mobility via a Versatile Quantum Annealing Model

from the penalty lies in the need to explore with flexibility
the solution space and to allow the definition of variable
switching timing depending on specific traffic patterns. The
weights associated with these terms (i.e., P , α, β and B)
must be evaluated at execution time, considering the informa-
tion from the road network under analysis and their definition
is to be treated carefully: as QUBO formulations represent
energy landscapes where to find the optimal points of the
problems considered, any additional term modifies its shape
inevitably influencing the quality of the obtainable outcomes.
Therefore, the methodology to derive them is discussed in
detail in the following section.

The objective of the optimisation process is to find the
best patterns to apply to the traffic signals present inside
a reference road network in order to minimise congestion
situations. As discussed, a single traffic light can control
multiple travel directions xi,j ; therefore, when the QUBO is
defined, this set of variables is grouped into one variable,
whose associated weight is the sum of the partial terms.
This approach can also be applied when considering pairs
of traffic lights that share the same lighting sequence (e.g.,
traffic lights acting in opposite directions on two-way roads).
The technique reveals helpful to reduce to a minimum the
number of variables to be optimised.

B. ANALYSIS OF THE CONSTRAINTS

There are no strict strategies for defining constraints, and
only methodological considerations are made, demanding
their characterisation to the numerical analysis of the experi-
mental tests applied to each problem tackled.
A general distinction is made when considering the require-
ments of a specific application. In particular, constraints can
be categorised as hard or soft, depending on the conse-
quences of their eventual violation. Hard constraints cannot
be broken, otherwise, not acceptable solutions are obtained.
Soft ones are more properly penalties, as their violation
leads to little advantageous solutions. Considering the two
constraints applied to the QUBO model, the uniqueness one
is hard, while the sequence is soft.

Different strategies have been adopted to define weights
associated with them, which will be detailed, but first, it is
important to notice that they both share a weight term P
whose value has to be evaluated for every single state of
the road network. From the literature [23], it is suggested to
scale it in a range between [0.75, 1.5] of the average energy
associated with the variables describing the QUBO problem.
As this value cannot be known precisely except through a
broad numerical analysis, unfeasible given the complexity of
the problem, it is necessary to estimate its value. Therefore,
few simplifications have been adopted to derive P .

Considering again the proposed QUBO formulation in

Equation 6, and introducing the following equivalent:

f(x) = g(x) + Pu(x) (9)

the term P can be expressed as:

P ≈ νϵx∈g(x), with ν ∈ [0.75, 1.5] (10)

where the energy quantity ϵx∈g(x), intended as the average
weight associated with the variables belonging to function
g(x), is unknown. For what concerns the tests conducted,
an approximation of the average energy of g(x), namely
ϵg(x), has been obtained classically solving the function by
imposing a set of ten uniformly distributed random patterns
to the available variables xi,j and evaluating the energy result
through an arithmetic mean.

Finally:

ϵx∈g(x) =
ϵg(x)

N
=⇒ P =

ϵg(x)

N
ν (11)

with N that represents the number of traffic lights in the
considered road network.

a: Uniqueness constraint
Recalling the QUBO formulation from Equation 6, its contri-
bution is defined as:

Uniqueness := P
∑
i,j

xi,j
∑
s,t

xs,tβi,j,s,t +B (12)

The requirement of having only an allowed active direction
can be expressed as:

∀ Intersection I, Penalty =

 ∑
⟨ij⟩∈ I

xi,j − 1

2

(13)

For its definition, reference has been made to the techniques
adopted in previous works [23]. The variables βi,j and B can
be obtained by collecting the coefficients from the resulting
expression. As can be observed, the penalty term introduced
is null if one and only one traffic light is active for each
intersection; otherwise, the relative penalty increases the
energy profile of the QUBO function so that the solver will
discard these solutions as not advantageous.

b: Sequence penalty
Recalling the QUBO formulation again, its contribution is
defined as:

Sequence := P
∑
i,j

αi,jxi,j (14)

The idea is to add to the individual variables a penalty pro-
portional to the priority assigned to the control traffic light,
related to the activation history of all the local traffic lights at
each intersection. The parameter αi,j ∈ N is associated with
a counter specific for each signal which is incremented every
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time it is activated. The higher the value of αi,j , the lower the
priority. Initially, all counters are set to zero, and no penalties
related to the sequence constraint are introduced.
As the optimisation process proceeds, their value should
be monitored to avoid diverging conditions and, therefore,
when:

∀ Intersection I, A = min
⋃

⟨ij⟩∈ I

αi,j > 0 (15)

all the terms αi,j , with ⟨ij⟩ ∈ I , are updated by removing
the bias A.

C. REFERENCE CLASSICAL MODEL
A reference algorithm has been formulated to define com-
parative analyses between the proposed QUBO model and a
classical solution. The algorithm is inspired by the paradigm
of “vehicle actuate isolated junctions” [6], where the current
number of vehicles circulating in a local intersection is
considered to determine the best activation sequence of the
traffic lights present. Therefore, each network intersection is
analysed separately, and a higher priority is given only to
signals which control roads with a traffic density above a
threshold, σ. During the next activation cycle, the priority
value establishes which signal should be enabled. In the
event that several traffic lights reveal suitable, the choice
falls randomly on a single element as a consequence of
applying a uniform probability distribution on the available
set. Furthermore, in a series of subsequent optimisations,
once a signal is activated, it cannot be turned back on until
all the others have been.

By inspecting intersection per intersection, the algorithm
can provide a complete control pattern, specific for a particu-
lar traffic condition, for the road network to be optimised.

IV. RESULTS
First, the proposed QUBO model has been fully analysed to
study its behaviour in different application scenarios. These
preliminary tests aimed to determine the model’s capability
to represent large problems and find the best values to apply
to the available parameters. To verify its effectiveness in
optimising the congestion of reference urban road networks,
several traffic conditions have also been taken into account.
These experiments involved, as solver, the Simulated Anneal-
ing algorithm run on a classical machine. As stated in the
Introduction, a heuristic algorithm is useful to “prototype”
a model before implementing it in real quantum devices.
The approach can fasten the characterisation of a QUBO
formulation, reducing, at minimum, the experiments on
quantum computers directly impacting the implementation
costs. In fact, access to these machines and their resources is
limited and intended for consideration.

Once the most suitable parameters have been identified,
tests on real quantum computers have been executed, specif-
ically on D-Wave’s Advantage systems. Here, additional
analyses have been addressed to define the best strategies
to configure the specific target machines, observing how they
influence achievable results. These will be discussed in detail
to present a methodology for characterising and implement-
ing a general QUBO problem for optimal execution on a
quantum annealer.

In the end, test cases on a quantum annealer have been
addressed on a road network characterised by an initial
distribution of traffic. The QUBO model has been applied it-
eratively, simulating, at each optimisation step, the evolution
of vehicles determined by the traffic light patterns obtained.
The process has also been replicated by considering the
Simulated Annealing and the reference optimisation model.
The derived comparisons highlighted the effectiveness of the
proposed model over a classical solution but also the limits
of the current quantum hardware that, despite representing
showpieces of today’s technology, they are affected by lim-
ited computational capabilities and non-idealities that reduce
the benefits with respect to the solver running on classical
machines.

In order to evaluate the efficacy of the QUBO formulation,
a specific metric has been employed to compare its solutions
with those of the reference classical model. The chosen
metric is based on the average difference between the traffic
densities across the network’s roads that experience heavy
traffic accumulation. For the preliminary analysis presented
in this paper, the information on traffic density has been
deemed sufficient, given the strong correlation between a
reduction in traffic density and an increase in the average
velocity of vehicles [24]. The adoption of more detailed
Measures of Efficiency is demanded for future works and
applications to real-world test cases.

A. STATIC ANALYSES OVER THE PROBLEM
FORMULATION
One of the most important characteristics of an optimisation
problem is related to its scalability by increasing the number
of variables. For the proposed QUBO model, the variables
needed are proportional to the number of traffic lights regu-
lating vehicular traffic. Recalling the formulation, the QUBO
model collects in a single variable the traffic lights regulated
by the same timing signal at each intersection; therefore,
the dependency between the number of traffic lights and the
number of QUBO variables is at most linear, thus expressing
a sublinear tendency, as shown in Figure 2a.

Other important static properties are directly related to the
QUBO model characteristics that impact the implementation
into the target machine. In particular, the physical architec-
tures at the basis of quantum annealers can be interpreted as
sparse graphs, where each node represents a qubit and the
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(a) (b)

FIGURE 2: Mathematical analyses on the proposed QUBO model, by varying the road network dimensions: in (a) the number
of logic variables needed to represent the optimisation problem is reported, while in (b) the behaviour of the density of the
associated QUBO matrix.

(a) (b)

FIGURE 3: Analysis of the effects of the minor embedding process on the proposed QUBO model with an increasing number
of variables: in (a) the number of physical qubits needed to represent the problem on a D-wave’s Advantage 4.1 system was
addressed, while in (b) the maximum chain length of the variables.

associated edges express the relationships between one and
another. Different topologies have been proposed over the
years, and the one considered during all the tests conducted
is called Pegasus [25], implemented specifically on D-Wave
Advantage systems. These machines are equipped with more
than 5000 qubits, each with 15 connections. This information
is of primary interest, as it directly affects the possibility of
running experiments by limiting their intrinsic complexity.
In fact, the graph representing the QUBO problem must be
mapped on the equivalent graph of the quantum annealer. The
translation called minor embedding, is needed to conjugate
an abstract representation of a reference problem with its
physical implementation, constrained to the hardware spec-
ifications. Therefore, variables are associated with qubits
and the characteristic relationships are expressed through the
available interconnects. This process modifies the original
shape of the problem graph with larger requirements of

resources. By way of example, to guarantee the physical
connection of variables distant from one another, a series
of subsequent physical qubits between them is used to
define a sort of bridge to connect the two distant points.
The allocation of multiple qubits for representing one logic
variable is also adopted when its relationships are higher than
the available physical interconnects. Hence, the embedding
process reduces the effective number of qubits.
A metric to evaluate the effects of the minor embedding
at an early stage is the degree of sparsity of the QUBO
matrix: the more sparse the matrix, the lower the overhead
of physical qubits on the target machine. Considering the
application of the original formulation to optimise road
networks with increasing dimensions, the sparsity of the
resulting QUBO matrices revealed high, increasing the num-
ber of intersections. This is consistent with the optimisation
problem definition: the range of one traffic light is limited
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to its neighbouring intersections. Therefore, the “locality” of
these relationships explains well the tendency of the graph
shown in Figure 2b.

The minor embedding was implemented through the
minorminer tool provided by the D-Wave Ocean SDK, a
heuristic algorithm. The used quantum annealer was an
Advantage 4.1 system with 5627 qubits.
The overhead of physical variables necessary to represent
the QUBO problem has been quantified through the “chain
length” parameter, expressing the set of subsequent physical
qubits representing the same logical variable (i.e., the bridges
introduced before). Considering D-Wave’s Documentation,
this value should be kept in a low range, typically around 6-
7, and the distribution of the different chain lengths should
not be widespread. In fact, the chains are basically physical
qubits representing the same logic variable and associated
with physical connections which have to guarantee the co-
herence of the values represented. Therefore, in the same
physical circuit, the original problem should be mapped
together with support qubits and connections which act as
physical constraints, with the result that the longer the chains
make it more difficult to find the optimal solution for the
annealer machines.

The evolution of the chain length has been analysed by
varying the dimensions of the problem and by applying the
minorminer tool. The results, shown in Figure 3b, highlight
that the quantum machine’s physical topology further reduces
the dimensions of the proposed QUBO problem that can be
directly implemented. In particular, considering chains with
a maximum length of eight qubits, the maximum number
of QUBO variables that can be considered is approximately
250. Therefore, applying the same proportions considered
before, the number of controlled intersections lowers to about
80. This number can still allow the representation of a prob-
lem of reasonable size, compatible with the needs of entire
small cities or a significant portion of bigger ones.

B. DYNAMIC ANALYSES OVER THE PROBLEM
FORMULATION
The model has also been characterised by considering the
consequences of its application in optimisation cycles, where
there is an alternation between identifying the best traffic
lights pattern for a peculiar traffic condition of the road net-
work and the consequent evolution of vehicles. In particular,
the impact of two main quantities has been analysed: one
more related to the definition of the model, to determine the
best strategy to configure it for specific needs, and one that
concerns the moving statistics of vehicles, to try the resilience
of the proposed optimisation technique by varying the traffic
conditions. The former is the sequence penalty, and the latter
is the turning statistics of vehicles near intersections.

As these tests aim to characterise the model and explore
its potentialities, the limits imposed by the currently avail-

able quantum annealers are not adopted, and the Simulated
Annealing has been considered as a solver. Therefore, a
reference road network of 225 intersections has been con-
sidered, regulated by 784 independent traffic lights. This
network has been randomly synthesised, starting from a
squared lattice of 15 by 15 intersections. Each intersection
has been characterised by a set of variables consistent with
the representation in Figure 1 and every road segment have
been assigned a maximum capacity Cj of 50 vehicles. For
the initial traffic conditions, the vehicles inside the network
have been organised by allocating congestion following the
combination of two normal distributions: one with mean =
20% and var = 20% and one with mean = 90% and
var = 10%, with a mutual weight in a ratio of 0.8−0.2. The
two distributions are needed to define a base traffic condition
that is not critical, where some situations of local congestion
must be managed properly.
The uniqueness constraint has not been taken into account in
these analyses as it represents a hard constraint. During all
the conducted tests, the associated P term has been set to a
minimum so that the obtained solutions would have met the
requirements; in particular, after some preliminary tests, the
P variable has been imposed to 50.
The optimisation process has been repeated one hundred
times for every variation of the parameters studied. There-
fore, vehicular traffic has evolved for one hundred subsequent
control patterns of the available traffic lights.

As for the sequence penalty term, it guarantees that all the
traffic lights acting on a single intersection are switched on
every activation cycle. As previously pointed out, this is a soft
constraint as non-served conditions should be avoided, but,
at the same time, we do not want to impose rigid activation
sequences. The highest its value is, the less likely a single
traffic light can remain active for more than a time slot within
the same activation cycle. Here, the weight associated with
the penalty term α has been varied between [0÷ 1.8] and the
main results have been represented in Figure 4.

In Figure 4a, the activation sequences of the available
traffic lights have been compared with the ones obtained
through a pure sequential scheme, i.e., where the traffic lights
on each intersection are switched on in a constant sequence.
In particular, the average standard deviation between the two
sets of solutions has been evaluated. It has been observed
that the lower the weight term, the more the solution diverges
from a sequential scheme. It should be noted that no specific
constraint limits the duration a single traffic light must be
kept active. Therefore, the lower the α value, the more the
QUBO model can optimise these time intervals by allocating
more time to those traffic lights that regulate roads affected
by intense traffic conditions.

In Figure 4b, the impacts of different values for the
Sequence Penalty factor on the QUBO model performance
have been analysed. The resulting evolution of traffic con-
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(a) (b)

FIGURE 4: Analysis of the effects of an incremental variation of the weight term α associated with the Sequence Penalty,
characteristic of the model. In (a), the average Standard Deviation between the obtained activation sequences and a constant
regular scheme has been represented. In (b), the comparison between the results of the resolution of the QUBO model and the
ones derived by applying the classical reference model has been addressed. The crucial points are intended as the roads where
traffic intensity is particularly high (i.e., with congestion greater than 80% of the related maximum capacity).

ditions within the road network has been compared to the
one obtained by applying the reference classical model. The
graph represents the average traffic difference in roads where
heavy traffic accumulates and generates congested situations
above 80%. As can be seen, the benefits in the optimisation
process are always present, but they are even more significant
when considering low values of α.

Finally, in accordance with the application context, the
scale factor should be chosen as a trade-off between the
performance of the optimisation process and the constraints
related to the laws in force. During all the subsequent studies,
the value of α has been imposed to 0.2.

The other investigation focused on moving statistics,
which statistically determine how the vehicles cross inter-
sections. Recalling the formulation of the proposed QUBO
model detailed in section III. Methods, vehicles’ movements
are characterised by the parameter Si,j . It represents the
percentage of traffic coming at an intersection, controlled
by a specific traffic light, which statistically proceeds from
road i toward road j. Therefore, considering a generic traffic
light, the controlled access road and its associated output
directions, the following relationship holds:

∑
j Si,j = 1.

A new quantity has been introduced to simplify the analysis
of its influences, the Moving-ahead Factor (MF), which
expresses how many vehicles statistically proceed straight
at every intersection. This quantity is assigned to the corre-
sponding Si,j , while the other turning statistics are directly
derived by equally distributing the remaining moving vehi-
cles to the available output directions. This value has been
applied to each traffic flow inside the network. Therefore,
considering the regular squared lattice on which the reference
roads are articulated, the Moving-ahead Factor represents

the statistics which regulate vehicles’ movements along the
vertical and horizontal directions. Its value has been varied in
a range between 0.1 (i.e., most of the vehicles turn) and 0.9
(i.e., most of the vehicles go ahead), with a step of 0.1. The
results of this examination are reported in Figure 5.

The optimisation process of one-hundred steps has been
repeated for every value of the Moving-ahead Factor and
applying both the QUBO model and the classical reference
method, discussed in section III-C. Then, the average energy
associated with the obtained solutions during each test case
has been evaluated, and the collection of this data has been
represented in Figure 5a. It has to be noticed that the energy
values associated with the solutions provided by the classical
optimisation algorithm have been estimated by applying the
resulting activation patterns for the available traffic lights to
an equivalent QUBO model configured to express the current
traffic conditions.
A first observation that can be made regards the energy gap
that separates the two sets of solutions: the ones derived
through the classic reference model are always higher than
those obtained through the direct resolution of the QUBO
model using the Simulated Annealing algorithm. Therefore,
the proposed optimisation strategy proves to be more ef-
fective in resolving the problem of traffic congestion, as
it has been conceived in the present work. Secondly, only
for the QUBO model does the Moving-ahead Factor value
significantly impact optimisation performance by decreasing
the energy associated with the obtained solutions of about
11% from one end to another of the Moving-ahead Factor
variation range.

In Figure 5b, the results of applying the QUBO model to
the different Moving-ahead Factors have been compared to
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(a) (b)

FIGURE 5: Analysis of the impacts of different values of Moving-ahead Factor (MF) for each road segment controlled by a
traffic light. In (a), the comparison between the solutions obtained by applying the QUBO model through Simulated Annealing
(SA) and the reference classical algorithm (CL) is detailed. In particular, the behaviour of the average Hamiltonian of the
solutions got on optimisation cycles of one-hundred subsequent steps is represented. In (b), the comparison has been reported
directly in the domain of effects on vehicular traffic. The crucial points are intended as the roads where traffic intensity is
particularly high (i.e., with congestion greater than 80% of the related maximum capacity).

those obtained using the reference classical model. Again,
the average traffic difference graph in roads where heavy
traffic accumulates and generates congested situations above
80% has been considered. Also, here, the benefits in the
optimisation process are always present, but they increase
with higher values of the Moving-ahead Factor.

As it stands to reason, these results are achieved when ve-
hicles move inside the road network favouring specific traffic
directions, reducing their random spreading. This condition
can be considered reasonably realistic since vehicles in urban
environments tend to accumulate in particular traffic routes.

C. ANALYSES OF D-WAVE SYSTEMS’ MACHINES
PARAMETERS
When considering physical machines, several parameters
are made available to the users to modify their behaviour
to improve the solutions obtainable from the optimisation
process. D-Wave’s quantum annealers allow influencing the
annealing process by acting on a set of variables, among
which: number of reads, annealing time and chain strength.

The measurement process at the end of a quantum anneal-
ing optimisation is statistics; therefore, the problem should
be solved in a sequence of optimisation tasks to get reliable
results. Then, the solution associated with the lowest energy
is selected as the optimal one. The number of reads is a
parameter directly influencing the success probability of
the experiments conducted. In particular, it should be large
enough to obtain statistically relevant data.

The annealing time refers to the duration of the annealing
process, which was explained in the Background section.

It is an essential parameter that should be defined with
caution because it significantly impacts the ability of the
quantum machine to arrive at an optimal solution. If the
time is too short, the annealing process becomes ineffective,
while if it is too long, the results become more affected by
the quantum machine’s non-idealities. In either scenario, the
output obtained will be far from the optimal point.

Finally, the chain strength parameter shows how strongly
physical qubits are connected to map the same logical vari-
able. As already pointed out, since the physical hardware has
limited connectivity, the minor embedding process enables
solving problems with higher connectivity than the quantum
annealer’s physical topology. However, this requires more
resources to represent the same variable. To ensure that
the qubits representing the same variable assume a unique
logical value when measured, the value of the parameter
should be sufficiently large. This parameter functions as a
coupling coefficient and has the same meaning as the weights
associated with the relationships between variables described
by the optimisation problem. If the value is too low, the
solution’s consistency cannot be guaranteed, while if it is
too high, the chains become rigid and penalise the annealing
process, reducing optimisation possibilities.

Regarding the number of reads, two different values have
been used for reference: 100 and 1000. However, after
conducting several tests, no differences have been found in
the quality of the solutions. Therefore, to conserve resources,
the number of reads has been set to 100 for all tests. The
solver’s behaviour has been analysed by varying the other
two parameters together. The values considered have been
chain strength [20;30;40;50;60;70] units and annealing time

10 VOLUME 4, 2016



A. Marchesin et al.: Improving Urban Traffic Mobility via a Versatile Quantum Annealing Model

(a) a.t. 20µs (b) a.t. 30µs (c) a.t. 40µs

(d) a.t. 50µs (e) a.t. 60µs (f) a.t. 70µs

FIGURE 6: Analysis of the joint impacts on the QUBO model of the two reference parameters of D-Wave’s machines, chain
strength and annealing time (a.t.), by imposing a constant value of number of reads to 100. The distributions reported are the
collections of samples from quantum annealers during each optimisation procedure. Green data represent valid solutions, while
red ones indicate a violation of constraints. The lower values of the Hamiltonian correspond to optimal results.

(a.t.) [20;30;40;50;60;70] µs.
For each annealing time value, experiments have been con-
ducted with varying chain strength within the reference set.
The results have been collected in Figure 6, showing the
distribution of output energy values for each annealing cycle
iteration. The green distributions represent valid solutions to
the input QUBO problem.

After analysing the results, the best solutions have been ob-
tained using an annealing time of 30µs and a chain strength
of 40 units. These values have been used for the final
tests on the QUBO model implemented on D-Wave quantum
annealers, described in the following section.

D. TRAFFIC OPTIMISATION OVER A WIDE TIME
INTERVAL WITH A QUANTUM ANNEALER

After having characterised the QUBO model and the be-
haviour of the Quantum Annealing machines during its
resolution, a comprehensive optimisation process has been
conducted for a road network comprising 64 intersections
and 196 traffic lights, which was specifically designed to
meet the requirements of Quantum Annealing machines. It is
noteworthy that the same elementary structure, as previously
considered in section IV-B, has been applied to this network.
To accomplish this task, the initial traffic has been arranged
using two different congestion distributions, with a combined
weight ratio of 0.8-0.2. One of the distributions had a mean

of 20% and a variance of 20%, while the other had a mean of
90% and a variance of 10%.

To optimise the QUBO model, the parameter P has been
initialised at 50. If the solution failed to adhere to the con-
straints, its value would have been increased by 5, submitting
again the problem to the solver. Moreover, the value of α
has been set to 0.2. The Moving-ahead factor for vehicles
at intersections has been specified at 0.7. With regards to the
Quantum Annealing machine, the following values have been
established: 100 number of reads, 30µs of annealing time,
and 40 units of chain strength.

The optimisation procedure has been repeated one hundred
times, simulating the evolution of vehicular traffic for each
iteration. Therefore, traffic has evolved for one hundred
subsequent control patterns of the available traffic lights. The
process has been executed three times, once for each opti-
misation method: the classical reference, the QUBO solved
through Simulated Annealing on a classical computer, and
the QUBO solved through Quantum Annealing on D-Wave’s
machines. The data obtained from the heuristic technique was
used as a reference to evaluate the consistency of the quantum
solver’s solutions in addressing the optimisation model. The
results from the conducted tests have been collected in
Figure 7.
Based on the analysis of the application of the different opti-
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(a) (b)

FIGURE 7: Analysis of the effects of implementing the proposed QUBO model on a D-Wave’s quantum annealer to optimise
the activation patterns of 196 independent traffic lights. The results are compared to those provided by the classical reference
model. In (a), the comparison focuses on high-traffic intensity areas where congestion is greater than 80% of the maximum
capacity of roads. Graph (b) displays the evolution of the Hamiltonian during the three different optimisation procedures: the
QUBO model solved by a quantum annealer (QA) and through Simulated Annealing on a classical machine (SA), and the
classical reference model (CL).

(a) (b) (c)

FIGURE 8: Comparison of the traffic density distribution at the beginning and the end of each optimisation cycle, consisting of
100 subsequent optimisation processes. The distribution is intended as the percentage of streets experiencing congestion about
their maximum capacity, grouped in specific intervals. In (a) the reference classical model (CL); in (b) the proposed QUBO
model through Simulated Annealing on a classical machine (SA); in (c) the proposed QUBO model on a D-Wave’s quantum
annealer (QA).

misation strategies in critical traffic conditions, whose effects
are shown in Figure 7a, it has been observed that the adoption
of quantum annealers produces a more significant reduction
in traffic as compared to the classical reference algorithm.
This observation is supported by the Hamiltonian’s evolution
depicted in Figure 7b, where the energy associated with
the solutions generated through the proposed optimisation
model is consistently lower than that achieved by the classical
model. The proposed technique yields clear benefits, as
the average energy of the solutions is approximately 40%
higher when the classical reference method is employed.
Similar results have also been obtained by applying the
Simulated Annealing algorithm; therefore, they represent an
opportunity to effectively validate the methodology proposed
to configure the reference quantum machine.

An additional observation can be made by directly com-
paring the outcomes obtained in Figure 7a and those derived
from optimising a larger network, depicted in Figure 4b and
Figure 5b. Regardless of the solver employed to resolve the
QUBO model, it is evident that the benefits associated with
the proposed optimisation technique are contingent on the
network size. Specifically, the advantages over the classical
reference control strategy have been attenuated when dealing
with a reduced-size road network. Hence, implementing the
proposed model yields increasingly significant benefits as
control and optimisation opportunities are extended to more
extensive road networks.

In order to better understand how traffic changes with
different optimisation strategies, the initial and final traffic
distribution in the road network using various solvers have
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been compared. The resulting graphs are shown in Figure 8.
It has been discovered that the classical solver tended to
disperse traffic throughout the road network, resulting in
heavily congested roads and sparsely travelled ones. This
approach has been demonstrated to be suboptimal as it
failed to manage and restrict traffic concentration along
crucial roads efficiently. Instead, implementing the QUBO
model substantially reduced congestion on critical roads
and distributed vehicles on lower-density streets, effectively
preventing the accumulation of vehicles in specific sections
of the network. These findings indicate that the deriving
dynamic containment strategy proved successful during the
traffic progression within the network and that applying the
proposed optimisation model can effectively optimise traffic
conditions.

When comparing the results of Quantum and Simulated
Annealing, it is important to consider the time required to
solve the QUBO problem. While the traffic conditions ob-
tained from both methods are comparable, the data collected
reveals that quantum annealing offers a significant speed
advantage over simulated annealing. On average, simulated
annealing took 153.31 ms, while quantum annealing took
only 36.53 ms. It should be noted that the results of simulated
annealing are heavily reliant on the machine being utilized,
whereas quantum annealing is not. The latter primarily de-
pends on the experiments’ duration (30µs of annealing time
multiplied by a factor of 100 read cycles) and the time needed
to physically implement the QUBO problem into the machine
(e.g., programming time, readout time, and post-processing
operations). However, it is also important to consider the
impact of the time required to access D-Wave machines
remotely. This time is not fixed and varies based on the speed
of the remote connection and the machine’s busy state, as it
is shared among several users through queues. As a result,
while the speed advantage of the Annealer is significant, its
current benefits are attenuated.

V. CONCLUSIONS
In conclusion, the proposed QUBO formulation presents an
innovative solution for controlling traffic signals in urban
environments using Quantum Computing techniques. The
formulation enables comprehensive control of traffic flows
within large portions of an urban road network, reducing
intense local traffic conditions and avoiding critical situa-
tions. The benchmark analyses and comparative results with
a reference classical algorithm demonstrate the advantages of
the proposed model.

The tests conducted involved synthetic data of a dimen-
sionality compatible with the presently available D-Wave
quantum annealers. Applying heuristic techniques to solve
the same problem has demonstrated similar effectiveness,
prompting minimal observations. It is worth noting that the
dimension of the QUBO problem significantly impacts the
time Simulated Annealing requires to provide a solution.

However, the same cannot be said of quantum annealers,
whose limitations are related to the number of available
qubits. Additionally, non-idealities also affect the perfor-
mance of quantum machines, further limiting their results.
The expected advancement of quantum machines and an
increase in the dimension of the problem’s complexity is
expected to confer a net advantage to Quantum Annealing
over Simulated Annealing.

Further tests on real-world cities will investigate the ben-
efits of the proposed model, providing a direct comparison
with the implemented controlled strategies for the traffic
lights present. The discussions will also be enriched with
additional figures of merit, descriptive of the specific appli-
cation context.
Overall, this research paper contributes to the growing
knowledge of implementing Quantum Computing techniques
for complex optimization problems and presents a promising
approach to managing traffic flow in modern cities.
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