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The Effects of Rater Training on Inter-Rater Agreement 
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 Ball State University 

 

 Laura Clarke 

 Eastern Kentucky University 

 

 Ruth E. Jones 

 Ball State University 
 

 This paper addresses the effects of rater training on the rubric-based scoring of three 

 preservice teacher candidate performance assessments. This project sought to evaluate 

 the consistency of ratings assigned to student learning outcome measures being used for 

 program accreditation and to explore the need for rater training in order to increase 

 rater agreement. There were three phases during this project: (1) authentic student work 

 was rated by department faculty members in the absence of rubric training; (2) faculty 

 were then trained to administer rubric scoring guides; and (3) additional student work 

 was rated by faculty after training. Inter-rater agreement was calculated pre- and post-

 rater training, using side-by-side comparisons. Little to no improvement in rater 

 agreement was seen post-training. Implications and future research needs for rater 

 training in the application of rubrics are discussed. 

 

Accountability in teacher education has driven the need for performance-based assessments 

evaluated using rubrics that are aligned to professional performance standards (e.g., Interstate 

Teacher Assessment and Support Consortium [InTASC] standards [Council of Chief State 

School Officers, 2013]). Rubric-based outcomes are being used to grade students and determine 

teacher candidate status, as well as evaluate faculty teaching, individual courses, and programs. 

Candidate outcomes on performance-based measures are the foundation for achieving 

accreditation from the Council for the Accreditation of Educator Preparation (CAEP, 2013). 

 

Rubrics are used widely in higher education (Reddy & Andrade, 2010) to support teaching and 

learning through formative assessment (Andrade & Du, 2005), to improve student performance 

(Petkov & Petkova, 2006; Reitmeier, Svendsen & Vrchota, 2004), and to contribute to program 

improvement (Dunbar, Brooks, & Kubicka-Miller, 2006; Knight, 2006). Yet few studies that 

report positive results stemming from the implementation of rubrics address the issue of the 

reliability of scoring derived from rubrics. 

 

There is some opinion that rubrics are inherently reliable. “Rubrics make assessments more 

reliable because they standardize the grading process. Every assignment is assessed using the 

same criteria and the impact on bias is minimized if the rubric guidelines are earnestly followed” 

(Hitt & Helms, 2009, p. Learning From the Dog Show Analogy section, para. 1). It has been 

reported that faculty believe rubrics reduce bias in grading (e.g., Powell, 2001), improve 

consistency and reliability of scoring (Campbell, 2005), and improve focus on specific 

performance criteria (Reitmeier et al., 2004).  
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Rater reliability refers to the consistency of scores assigned by two or more independent raters of 

the same product or performance (i.e., inter-rater reliability). Inter-rater reliability can be 

approached in several ways. Rating accuracy is generally computed by comparing individual 

raters’ scores to some measure of true score such as an expert rater’s score (Woehr & Huffcutt, 

1994). Stemler (2004) suggested “consensus estimates” measure the degree to which a group of 

raters give the same score to the same performance. Consensus estimates can be calculated as 

percentage of total agreement and/or percentage of adjacent agreement (within one score level) 

(Jonsson & Svingby, 2007). Consistency estimates examine the correlation between scores of 

multiple raters (Fleenor, Fleenor, & Grossnickle, 1996). 

 

While there are reports of strong inter-rater reliability of rubric-based scoring in higher education 

settings (e.g., Dunbar et al., 2006; Hafner & Hafner, 2003), there is also evidence of poor  

inter-rater reliability (Boulet, Rebbecchi, Denton, Mckinley, & Whelan, 2004; Oakleaf, 2006). 

Few studies that have reported improved reliability of scoring through rubrics provided evidence 

of reliability or how it was obtained. For example, Dunbar et al. (2006) described the reliability 

training of the coders in their study in generic terms that could not be replicated by others, stating 

that coders rated each student performance and then discussed their ratings until they reached 

agreement. Rater training may be one of the most important factors for strong inter-rater 

reliability (Boulet et al., 2004). More research is needed that addresses rubric reliability, 

“including rater training and its contribution towards achieving inter-rater reliability” (Reddy & 

Andrade, 2010, p. 446). Researchers need to report details of procedures and analyses used to 

achieve strong inter-rater reliability. 

 

Given that rubrics hold such power within academia, it seems logical that faculty should be 

concerned with ensuring the reliability of rater scores and the effectiveness of rater trainings. 

Without reliability, evaluation of student outcomes becomes more a matter of who is scoring, 

rather than the quality of the candidate’s work (Stuhlmann, Daniel, Dellinger, Denny, & Powers, 

1999). As Lovorn and Rezaei (2011) recently discovered, simply using rubrics does not 

automatically increase inter-rater reliability or the accuracy of assigned scores. In an effort to 

increase inter-rater reliability, it has been suggested that raters be trained on specific procedures 

needed to score responses (McClellan, 2010; Stuhlmann et al., 1999).  

 

Given the wide use and importance of rubric-based performance assessment, it appears that 

rubric reliability (or lack thereof) has far-reaching implications, most importantly the impact on 

candidate progress within a program of study. This paper presents the results of one department’s 

efforts to improve the reliability of rubric outcomes by increasing rater agreement. The focus of 

the project was rubrics used to evaluate major requirements of undergraduate preservice 

teachers. The purpose of the project was to evaluate the consistency of ratings assigned to 

student learning outcomes that were being used for accreditation purposes, by determining 

existing levels of rater agreement on performance-based assessments and then exploring the 

effectiveness of rater training to improve rater agreement.  

 

Pre-Training Methods 
 

This project was completed in three phases. During pre-training, three assessments were selected 

from across major requirements in an undergraduate special education teacher preparation 
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program. One key assessment was selected from each of the first three (of four) phases in the 

program. Each phase of the program had at least one mandatory performance assessment that 

was evaluated by a rubric aligned to professional standards. The assessments chosen for this 

study were those felt by the authors to have the most objective performance descriptors on the 

rubrics used to evaluate the candidate products. As used for program evaluation and accreditation 

purposes, these assessments are evaluated by course instructors within the courses where the 

assessments occurred. Courses in which these assessments were administered generally had  

20-30 students enrolled per section. While passing these assessments is required for candidates to 

move on to the next phase of their program, assessments are not considered part of the course 

grade. 

 

Materials 

 

Digital portfolio. In this program, candidates complete the first phase of the portfolio during an 

introductory course in their freshman year. The requirements of the portfolio include a personal 

reflection on each of the 10 InTASC standards as well as inclusion of an artifact that represents 

the candidate’s developing competency with a single standard. The artifact must be accompanied 

by a written rationale as to how the artifact demonstrates the candidate’s competency with the 

standard (Mullen, Bauer, & Newbold, 2001). The rubric contained six rows which addressed (1) 

quality of written reflections and (2) quality of written rationale, as well as overall (3) design, (4) 

digital environment, (5) mechanics, and (6) professionalism. A composite score was then 

selected based upon the outcome of these six categories. 

 

Research paper. The research paper was from a course on special education law typically 

completed in the sophomore year. Three rubric rows evaluated the candidate’s competence with 

the major course topics. The rubric performance levels built upon themselves (i.e., in order to 

obtain a higher score in any row, the student must meet the performance requirements for the 

lower performance levels also). A composite score was calculated based on the outcome of the 

three rubric rows. 

 

Case study. The case study was from a course on assessment in special education typically 

completed in the junior year. Candidates administer, score, and interpret at least two 

comprehensive standardized assessment measures in addition to observational and informal 

curriculum-based measures. Candidates’ case study reports were evaluated on six performance 

areas: demographic and background information, test descriptions, results, interpretations, 

summary, and recommendations. A composite rating was selected for the project based upon the 

outcome of these categories. 

 

Participants 

 

Full time faculty members were selected as raters for this project. Faculty members taught the 

majority of the undergraduate courses in this department and nearly all full time faculty members 

were required to use rubrics to assess course-based candidate performance. Therefore, faculty 

members were the authentic group of raters for training in this project, rather than adjunct faculty 

or graduate students. Ten volunteer raters were solicited from departmental faculty including 

tenured, tenure-line, and full-time contract positions. Two raters were tenured, five were tenure 
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line, and three were full-time contract faculty. Years of experience in their current position 

ranged from 0-28 years with an average of 8.2 years. Raters were asked to self-report on their 

level of experience with rubrics from among the following options: novice (I have had little 

experience using this type of rubric to evaluate this type of assignment), experienced (I have 

ample experience using this type of rubric to evaluate candidate assignments), and expert (I have 

ample experience creating and using rubrics to evaluate candidate assignments for the purposes 

of data collection on candidate performance). Three participants rated themselves as experts, six 

as experienced, and one as novice. 

 

Procedures 

 

Two exemplars were selected from each of the three assessments described above. Exemplars 

were chosen at random from the previous academic year. For the purposes of this project, the 

original course instructor ratings were considered the true scores because course instructors were 

the raters for these assessments. All rubrics used in this program evaluated candidate 

performance on a four-point scale of unsatisfactory, basic, proficient, and distinguished. Each 

rubric row provided a narrative description of desired candidate performance at each 

performance level for each dimension of performance being rated. The rubrics used in this study 

are proprietary and therefore cannot be shared in their entirety. A single rubric row from the 

Case Study is provided later in the paper as a sample.    

 

Raters were given six assignments (two exemplars per three assessments) with candidate 

identifier information removed, a blank rater form for each assignment, and the rubric to 

accompany each assignment. The first phase of this study functioned as a pre-test to determine 

the baseline rater agreement prior to rater training. Raters were not provided any training specific 

to the assessments. Each rater was provided with a sealed envelope of six assignments that had 

been blinded. The envelope contained a letter that detailed the rater’s tasks. The letter asked each 

rater to review and score the enclosed assignments and return them to the primary researcher’s 

mailbox within ten business days. Each assignment in the rater’s envelope included the blinded 

assignment, the assignment rubric, and a rater evaluation form where raters included their level 

of experience with using rubrics and any questions they had when applying the rubric. All raters 

completed their scoring individually and returned them to the first author’s mailbox as requested. 

 

Data were analyzed in terms of rater agreement (Woehr & Huffcutt, 1994) and percent 

agreement (Stemler, 2004). Rater agreement was determined by comparing the participants’ 

scores to the true (or original) rating provided by the course instructor. Percent agreement was 

calculated by determining the percentage of participants who agreed with the true score. Rater 

agreement was further examined in terms of scores that were +/- one acceptable performance 

level of the true score (Jonsson & Svingby, 2007). A difference of one acceptable performance 

level was determined based upon the potential effect on the candidate’s overall outcome. 

Candidates must achieve a composite score of basic (or higher) on all performance-based 

assessments. So, for example, if the true score was basic, a participant score of proficient would 

be acceptable (because it would not change the overall outcome for the candidate) whereas a 

participant score of unsatisfactory would not be acceptable (because it would change the 

candidate’s status in the program). Percent agreement was then also calculated for a combination 
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of participants who agreed with the true score and those who assigned a score that was +/- one 

acceptable performance level of the true score.  

 

Pre-Training Results 

 

The digital portfolio and research paper assignments were evaluated by ten raters. The case study 

assignment was evaluated by nine raters because one of the raters was the course instructor for 

the case study and therefore had already evaluated the case studies used in this study. Across the 

six assignments, there were a total of 32 rubric rows evaluated by 9–10 untrained raters, resulting 

in 310 individual scores. Among those 310 individual scores, 43% matched the true score and 

35% were within one acceptable level of the true score. Among the 32 rubric rows, no rows 

revealed unanimous agreement. Only two rubric rows had all scores within one acceptable level 

of each other. Tables 1-3 provide rater agreement by rubric row for each of the six assessments. 

 

Results by Assessment 

 

Digital portfolio. The digital portfolio rubric was composed of seven rows. Ten raters evaluated 

two different portfolios. Digital Portfolio #1 revealed 38 of 70 (54%) scores that matched the 

true score. Another 19 (27%) scores were within one acceptable level of the true score, resulting 

in 81% of scores that matched or were within one acceptable level of the true score. The percent 

of perfect agreement by rubric row ranged from 40–70% (see Table 1). The percent of perfect 

agreement in addition to +/- one acceptable level ranged from 60–100%. The true composite 

score was basic. Six raters agreed with basic and the other four raters assigned proficient. 

Therefore, the candidate’s overall performance would not have been impacted by the lack of 

agreement among raters. 

 

On Digital Portfolio #2, 26 of 70 (37%) scores matched the true score with another 27 (39%) 

within one acceptable level. This resulted in 76% of scores matching or within one acceptable 

level of the true score. The percent of perfect agreement by rubric row ranged from 0–60% (see 

Table 1). The percent of perfect agreement in addition to +/- one acceptable level ranged from 

60–100%. The true composite score was proficient. Four raters agreed with proficient, five raters 

assigned basic, and one rater assigned distinguished. Therefore, the candidate’s progress in the 

program would not have been affected by the lack of rater agreement. 
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Table 1 

Pre-Training Rater Agreement Results for Digital Portfolio #1 and #2 
Portfolio #1 Frequency Count 

of Raters 
Number of 

Ratings That 
Match True 

Scores 

% 
Perfect 
Agree-
ment 

Number of 
True Scores 
That Were 
+/- 1 Score 

% Perfect 
Plus +/- 
Scores 

U B P D 

Reflection 

1 5 4 0 5 50 9 90 
Rationale 

4 6 0 0 6 60 6 60 
Design 

0 7 2 1 7 70 9 90 
Environment 

1 6 2 1 6 60 8 80 
Mechanics 

0 4 3 3 4 40 7 70 
Professionalism 

1 4 4 1 4 40 8 80 
Overall 

0 6 4 0 6 60 10 100 

 
Portfolio #2 Frequency Count of 

Raters 
Number of 

Ratings That 
Match True 

Scores 

% 
Perfect 
Agree-
ment 

Number of 
True Scores 
That Were 
+/- 1 Score 

% Perfect 
Plus +/- 
Scores 

U B P D 

Reflection 

0 6 1 3 6 60 7 70 
Rationale 

2 4 3 1 3 30 8 80 
Design 

2 1 5 2 1 10 6 60 
Environment 

0 6 1 3 6 60 7 70 
Mechanics 

2 0 6 2 0 0 6 60 
Professionalism 

0 6 3 1 6 60 9 90 
Overall 

0 5 4 1 4 40 10 100 

Note. Diagonal Lines = True Score; Shading = +/- 1 Score; U = Unsatisfactory; B = Basic; P = Proficient; D = Distinguished. 

 

Research paper. The rubric for the research paper on special education law was composed of 

four rows. Ten raters evaluated two different papers. Research Paper #1 revealed 1 of 40 (3%) 

scores matched the true score and 12 of 40 (30%) were within one acceptable level. Overall, 33% 

of raters matched or were within one acceptable level of the true score. The percent of perfect 

agreement by rubric row ranged from 0–10% (see Table 2). The percent of perfect agreement in 

addition to +/- one acceptable level ranged from 30–40%. The true composite score was 

distinguished. No raters agreed with the distinguished rating. Three raters assigned proficient, 

five raters assigned basic, and two raters assigned unsatisfactory. Therefore, the candidate’s 

progress in the program could have been in jeopardy due to the lack of rater agreement. 
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Research Paper #2 had more consistent scores with 6 of 40 (15%) matching the true score and  

14 of 40 (35%) within one acceptable level of the true score. Overall, 50% of raters matched or 

were within one acceptable level of the true score. The percent of perfect agreement by rubric 

row ranged from 0–30% (see Table 2). The percent of perfect agreement in addition to +/- one 

acceptable level ranged from 20–70%. The true composite score was proficient. Only one rater 

agreed with proficient, while six raters assigned basic, and three raters assigned unsatisfactory. 

The raters found this assignment of much lower quality than the true score. Therefore, the 

candidate’s progress in the program would have been affected by the lack of rater agreement. 

 

Table 2 

Pre-Training Rater Agreement Results for Research Paper #1 and #2 

Note. Diagonal Lines = True Score; Shading = +/- 1 Score; U = Unsatisfactory; B = Basic; P = Proficient; D = Distinguished. 

 

Case study. The case study rubric was composed of five rows. Nine raters evaluated two 

different case studies. Case Study #1 revealed 14 of 45 (31%) scores matched the true score with 

another 25 (56%) within one acceptable level of the true score. This resulted in 87% of the scores 

matching or within one acceptable level of the true score. The percent of perfect agreement by 

rubric row ranged from 0–77.8% (see Table 3). The percent of perfect agreement in addition to 

+/- one acceptable level ranged from 77.8–100%. The true composite score was distinguished. 

Only one rater agreed with distinguished, while six raters assigned proficient and two raters 

assigned basic. Therefore, the candidate’s progress in the program would not have been affected 

by the lack of rater agreement. 

 

Research Paper #1 Frequency Count 
of Raters 

Number of 
Ratings That 
Match True 

Scores 

% 
Perfect 
Agree-
ment 

Number of 
True Scores 
That Were 
+/- 1 Score 

% Perfect 
Plus +/- 
Scores 

U B P D 

Row A 

 3 4 2 1 1 10 3 30 

Row B 

 2 4 4 0 0 0 4 40 

Row C 

 2 5 3 0 0 0 3 30 

Overall 

 2 5 3 0 0 0 3 30 

 
 
 
 
 
 
 
 
Research Paper #2 
 
 
 
 
 

 
 
 
 
 
 
 
 

Frequency Count of 
Raters 

 
 
 
 
 
 
 
 

Number of 
Ratings That 
Match True 

Scores 

 
 
 
 
 
 
 
 

% 
Perfect 
Agree-
ment 

 
 
 
 
 
 
 
 

Number of 
True Scores 
That Were 
+/- 1 Score 

 
 
 
 
 
 
 
 

% Perfect 
Plus +/- 
Scores 

U B P D 

Row A 
 4 4 2 0 0 0 2 20 
Row B 
 3 4 2 1 2 20 7 70 
Row C 
 6 3 1 0 3 30 4 40 
Overall 
 3 6 1 0 1 10 7 70 



FEATURE ARTICLE                                                        EFFECTS OF RATER TRAINING  

 

Mid-Western Educational Researcher •Volume 27, Issue 2                                                        124 

Case Study #2 was less consistent with 17 (38%) scores matching the true score and 11 (24%) 

within one acceptable level for a total of 62% matching or within one acceptable level of the true 

score. The percent of perfect agreement by rubric row ranged from 0–77.8% (see Table 3). The 

percent of perfect agreement in addition to +/- one acceptable level ranged from 22.2–77.8%. 

The true composite score was proficient. No raters agreed with proficient, while one rater gave a 

distinguished, six raters assigned basic, and two raters assigned unsatisfactory. The ratings on 

this assignment were highly variable and could have affected the candidate’s progress in the 

program. 

 

Table 3 

Pre-Training Rater Agreement Results for Case Study #1 and #2 
 
 

 
Case Study #2 

 
Frequency Count 

of Raters 

 
Number of 

Ratings That 
Match True 

Scores 

 
% 

Perfect 
Agree-
ment 

 
Number of 
True Scores 
That Were 
+/- 1 Score 

 
% Perfect 

Plus +/- 
Scores 

U B P D 

Row 1 
 3 4 2 0 0 0.00 2 22.20 
Row 2 
 1 5 2 1 5 55.60 7 77.80 
Row 3 
 1 7 0 1 7 77.80 7 77.80 
Row 4 
 3 5 0 1 5 55.60 5 55.60 
Overall 
 2 6 0 1 0 0.00 7 70.00 

Note. Diagonal Lines = True Score; Shading = +/- 1 Score; U = Unsatisfactory; B = Basic; P = Proficient; D = Distinguished. 

 

Training Methods  

 

Given the lack of rater agreement during the pre-training phase, the project was continued by 

developing rater training materials. When planning rater training for this project, training 

materials were developed with careful consideration to faculty time constraints. The goal here 

was to identify the most efficient form of effective training. Most faculty raters had experience 

teaching online courses and were accustomed to using online resources. Therefore, this initial 

Case Study #1 Frequency Count 
of Raters 

Number of 
Ratings That 
Match True 

Scores 

% 
Perfect 
Agree-
ment 

Number of 
True Scores 
That Were 
+/- 1 Score 

% Perfect 
Plus +/- 
Scores 

U B P D 

Row 1 
 

0 1 8 0 0 0.00 8 88.90 
Row 2 
 1 2 3 3 3 33.30 8 88.90 
Row 3 
 0 5 3 1 3 33.30 9 100.00 
Row 4 
 

1 1 0 7 7 77.80 7 77.80 
Overall 
 0 2 6 1 1 11.10 7 77.80 
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project sought to determine if rater agreement could be improved through the implementation of 

online training materials that faculty completed independently. The same faculty participants 

were used for this phase of the project.  

 

Materials 

 

Expanded rubric. The expanded rubric had additional details added to each row of the original 

rubric including requirements of the assignment; knowledge, skills, dispositions, and/or 

performances from professional standards; written directions provided to candidates; as well as 

definitions of terms within the rubric.  The expanded rubrics included descriptors and precise 

vocabulary in an effort to provide raters with a more standardized view of expected candidate 

performance. Terms were defined and concepts were explained in detail so that faculty raters 

who did not teach a particular course had a greater chance of applying the rubric requirements to 

candidate work accurately and consistently. A sample of an original rubric row and that same 

row in an expanded version is provided below.  

 

Original rubric row from the Case Study rubric 
Performance 
Dimension 

Unsatisfactory Basic Proficient Distinguished 

Recommendations 
for instruction 

Recommendations are 
missing or poorly 
developed, do not 
reflect the evaluation 
data, or are not 
appropriate to the 
strengths and needs of 
the student. 

Recommendations 
reflect data but are 
general or not 
appropriate to the 
strengths and needs 
of the student. 

Recommendations 
reflect data and are 
appropriate to the 
strengths and needs 
of the student. 

Recommendations 
reflect data, are 
appropriate to the 
strengths and needs 
of the student, and 
are prescriptive. 

 

Expanded version of the same rubric row 
Recommendations 
for instruction  
 

 

Recommendations 
are missing or poorly 
developed, do not 
reflect the evaluation 
data, or are not 
appropriate to the 
strengths and needs 
of the student. 

Recommendations 
reflect data but are 
general or not 
appropriate to the 
strengths and needs 
of the student 

Recommendations 
reflect data and are 
appropriate to the 
strengths and needs 
of the student 

Recommendations 
reflect data, are 
appropriate to the 
strengths and needs 
of the student, and 
are prescriptive. 

Recommendations should be practical and directed to 
both teacher and parent. Recommendations should be 
based on strengths (need for enrichment) AND on 
growth areas (need for intervention and/or 
remediation). Candidates are instructed to give specific 
activities, websites, etc. to demonstrate possible 
instructional strategies. 
Recommendations must be numbered, organized 
(school/home; skill area, etc.), linked to test results, 
and prioritized. 
Vocabulary:  
Prescriptive: The recommendations should be targeted 
directly to the need or strength and at the appropriate 
level. For example, if the child exhibits reading 
comprehension deficits, the cause should be identified 
and addressed (fluency, literal comprehension, 
inferential comprehension, etc.). 

Rater Comments: 
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Narrated presentations. Narrated PowerPoint presentations accompanied the expanded rubrics. 

Each presentation included an introduction to the particular assignment, background information 

about the purpose of the assignment, and a detailed explanation for each rubric row, elaborating 

on specific expectations and definitions for desired candidate performance. Presentations varied 

in length. The portfolio presentation included 17 slides and lasted 11 minutes and 30 seconds. 

The research paper presentation had 10 slides and was 6 minutes in length. The case study 

presentation had 10 slides and lasted 5 minutes and 30 seconds. The portfolio presentation was 

lengthier than the others due to the larger number of rubric rows. An example of the script used 

in the narration for the sample rubric row above was: 

 

The final rubric row is dedicated to recommendations. Recommendations are to be 

clearly tied to data from previous sections. They should reflect strengths and weaknesses 

as identified in specific assessments. Prescriptive recommendations are the end of the 

breadcrumb trail so to speak that has been laid in succeeding information. They are 

targeted with regards to identified specific skill weaknesses and offer appropriate 

suggestions for remediation and practice. 

 

Follow-up survey. A survey was created by the authors to obtain feedback from participants 

following the training. The survey asked participants to provide specific information about the 

length of time spent interacting with the training materials and length of time spent scoring the 

assignments. The majority of the survey focused on the participants’ views of the social validity 

of the training materials. The complete survey is provided in Appendix A.   

 

Procedures 

 

The training phase of the study required participants to view the training materials on an 

individual basis and then repeat evaluation of the assessments with six different exemplars. Each 

rater was provided with a sealed envelope of assignments that had been blinded. The envelope 

contained a letter that detailed the tasks to be completed. The letter asked each rater to go to a 

specially designed Blackboard™ site that included the training materials, to read the expanded 

rubrics, to watch the accompanying narrated PowerPoint presentations, and then to score the six 

enclosed assignments.  

 

Each assignment in the rater’s envelope included the expanded rubric and a rater evaluation 

form. Raters were asked to return the scored assignments within ten business days to the primary 

researcher’s mailbox and to complete the follow-up survey.  

 

Training Results 

 

Across the six assignments, there were a total of 32 rubric rows evaluated by 9–10 trained raters 

resulting in 310 individual scores. Among those 310 individual scores, 43% matched the true 

score and 32% were within one acceptable level of the true score. Among the 32 rubric rows, no 

rows revealed unanimous agreement. Only two rubric rows had all scores within one acceptable 

level of each other. 
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Results by Assessment 

 

Digital portfolio. Ten raters evaluated two different digital portfolios. Digital Portfolio #3 

revealed 28 of 70 (40%) scores that matched the true score. Another 15 (21%) scores were 

within one acceptable level of the true score, resulting in 61% of scores that matched or were 

within one acceptable level of the true score. The percent of perfect agreement by rubric row 

ranged from 20–70% (see Table 4). The percent of perfect agreement in addition to +/- one 

acceptable level ranged from 50–80%. The true composite score was unsatisfactory. Three raters 

agreed with unsatisfactory, while three raters gave a basic, two raters assigned proficient, and 

two raters assigned distinguished. In spite of training, the composite ratings on this assignment 

were highly variable and could have affected the candidate’s progress in the program.  

 

On Digital Portfolio #4, 24 of 70 (34%) scores matched the true score with another 29 (41%) 

within one acceptable level. This resulted in 76% of scores matching or within one acceptable 

level of the true score. The perfect agreement by rubric row ranged from 10–60% (see Table 4). 

The perfect agreement in addition to +/- one acceptable level ranged from 40–100%. The true 

composite score was proficient. Five raters agreed with proficient, while two raters gave a basic, 

and three raters assigned distinguished. These ratings demonstrated more uniformity than for 

Digital Portfolio #3 and would not have affected the candidate’s progress in the program. 

 



FEATURE ARTICLE                                                        EFFECTS OF RATER TRAINING  

 

Mid-Western Educational Researcher •Volume 27, Issue 2                                                        128 

Table 4 

Post-Training Rater Agreement Results for Digital Portfolio #3 and #4 

 
Portfolio #4 Frequency Count of 

Raters 
Number of 

Ratings That 
Match True 

Scores 

% 
Perfect 
Agree-
ment 

Number of 
True Scores 
That Were 
+/- 1 Score 

% Perfect 
Plus +/- 
Scores 

U B P D 

Reflection 

0 2 5 3 5 50 10 100 
Rationale 

0 6 2 2 6 60 8 80 
Design 

0 3 4 3 3 30 7 70 
Environment 

0 1 5 4 1 10 6 60 
Mechanics 

1 2 2 5 2 20 4 40 
Professionalism 

0 2 6 2 2 20 8 80 
Overall 

0 2 5 3 5 50 10 100 

Note. Diagonal Lines = True Score; Shading = +/- 1 Score; U = Unsatisfactory; B = Basic; P = Proficient; D = Distinguished. 

 

Research paper. Ten raters evaluated two different research papers. Research Paper #3 revealed 

8 of 40 (20%) scores matched the true scores and 5 of 40 (13%) were within one acceptable 

level. Overall, 33% of raters matched or were within one acceptable level of the true score. The 

perfect agreement by rubric row revealed all four rubric rows at 20% (see Table 5). The perfect 

agreement in addition to +/- one acceptable level ranged from 20–40%. The true composite score 

was distinguished. Only two raters agreed with distinguished, while one rater assigned proficient, 

four raters gave basic, and three raters assigned unsatisfactory. Even after training, these ratings 

were highly variable and could have affected the candidate’s progress in the program. 

 

Research Paper #4 had more consistent scores with 15 of 40 (38%) matching the true score and 

17 of 40 (43%) within one acceptable level of the true score for a total of 80% agreement in 

Portfolio #3 Frequency Count of 
Raters 

Number of 
Ratings That 
Match True 

Scores 

% 
Perfect 
Agree-
ment 

Number of 
True Scores 
That Were 
+/- 1 Score 

% Perfect 
Plus +/- 
Scores 

U B P D 

Reflection 

3 2 3 2 2 20 5 50 
Rationale 

7 1 1 1 7 70 8 80 
Design 

2 2 4 2 2 20 6 60 
Environment 

0 5 3 2 5 50 8 80 
Mechanics 

1 4 3 2 4 40 7 70 
Professionalism 

1 5 2 2 5 50 7 70 
Overall 

3 3 2 2 3 30 6 60 
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matching or within one acceptable level of the true score. The perfect agreement by rubric row 

ranged from 30–50% (see Table 5). The perfect agreement in addition to +/- one acceptable level 

ranged from 70–100%. The true composite score was proficient. Three raters agreed with 

proficient, while one rater assigned distinguished. Yet three raters gave basic and three raters 

assigned unsatisfactory. Even after training, these ratings were highly variable and could have 

affected the candidate’s progress in the program. 

 

Table 5 

Post-Training Rater Agreement Results for Research Paper #3 and #4 

 
Research Paper #4 Frequency Count of 

Raters 
Number of 

Ratings That 
Match True 

Scores 

% 
Perfect 
Agree-
ment 

Number of 
True Scores 
That Were 
+/- 1 Score 

% Perfect 
Plus +/- 
Scores 

U B P D 

Row A 
 0 5 3 2 3 30 10 100 
Row B 
 2 2 4 2 4 40 8 80 
Row C 
 2 5 2 1 5 50 7 70 
Overall 
 3 3 3 1 3 30 7 70 

Note. Diagonal Lines = True Score; Shading = +/- 1 Score; U = Unsatisfactory; B = Basic; P = Proficient; D = Distinguished. 

 

Case study. Nine raters evaluated two different case studies. Case Study #3 revealed 30 of 45 

(67%) scores matched the true scores with another 11 (24%) within one acceptable level of the 

true score. This resulted in 91% of the scores matching or within one acceptable level of the true 

score. The perfect agreement by rubric row ranged from 44.4–88.9% (see Table 6). The perfect 

agreement in addition to +/- one acceptable level ranged from 77.8–100%. The true composite 

score was distinguished. Six raters agreed with distinguished, while the other three raters 

assigned proficient. For accountability purposes, there is no real difference between a composite 

rating of distinguished versus proficient, revealing very high agreement among raters on this 

assignment. 

 

Case Study #4 was less consistent with 12 (27%) scores matching the true score and 21 (47%) 

within one acceptable level for a total of 73% matching or within one level of the original score. 

The perfect agreement by rubric row ranged from 0–55.6% (see Table 6). The perfect agreement 

Research Paper #3 Frequency Count of 
Raters 

Number of 
Ratings That 
Match True 

Scores 

% 
Perfect 
Agree-
ment 

Number of 
True Scores 
That Were 
+/- 1 Score 

% Perfect 
Plus +/- 
Scores 

U B P D 

Row A 
 2 4 2 2 2 20 4 40 
Row B 
 5 1 2 2 2 20 4 40 
Row C 
 3 5 0 2 2 20 2 20 
Overall 
 3 4 1 2 2 20 3 30 
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in addition to +/- one acceptable level ranged from 66.7–88.9%. The true composite score was 

proficient. Five raters agreed with proficient, while three raters assigned basic, and one assigned 

unsatisfactory. The unsatisfactory rating could have impacted the candidate’s progress in the 

program. 

 

Table 6 

Post-Training Rater Agreement Results for Case Study #3 and #4 

 
Case Study #4 Frequency Count of 

Raters 
Number of 

Ratings That 
Match True 

Scores 

% 
Perfect 
Agree-
ment 

Number of 
True Scores 
That Were 
+/- 1 Score 

% Perfect 
Plus +/- 
Scores 

U B P D 

Row 1 
 2 3 4 0 0 0.00 4 44.40 
Row 2 
 1 0 8 0 0 0.00 8 88.90 
Row 3 
 2 3 3 1 3 33.30 7 77.80 
Row 4 
 1 4 2 2 4 44.40 6 66.70 
Overall 
 1 3 5 0 5 55.60 8 88.90 

Note. Diagonal Lines = True Score; Shading = +/- 1 Score; U = Unsatisfactory; B = Basic; P = Proficient; D = Distinguished. 

 

Overall Results 

 

A side-by-side comparison of matching scores pre- and post-training revealed little improvement 

in inter-rater agreement after training (see Table 7). Average perfect agreement and +/- one 

acceptable level across rubric rows improved post-training for the research paper and the case 

study, but decreased for the digital portfolio.  

 

In terms of actual effect on candidate outcome, there were no differences post-training. The 

baseline ratings revealed that three candidates who passed their assessment with a rating of basic 

or higher by the course instructor might have failed the assessment had another faculty member 

evaluated the product. Post-training there were still three candidates who would have been in the 

Case Study #3 Frequency Count of 
Raters 

Number of 
Ratings That 
Match True 

Scores 

% 
Perfect 
Agree-
ment 

Number of 
True Scores 
That Were 
+/- 1 Score 

% Perfect 
Plus +/- 
Scores 

U B P D 

Row 1 
 1 0 4 4 4 44.40 8 88.90 
Row 2 
 0 2 1 6 6 66.70 7 77.80 
Row 3 
 0 1 2 6 6 66.70 8 88.90 
Row 4 
 0 0 1 8 8 88.90 9 100.00 
Overall 
 0 0 3 6 6 66.70 9 100.00 
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same position. Additionally, one candidate who failed the assessment based upon the course 

instructor’s rating might have passed had another faculty member evaluated the product. 

 

Table 7 

Pre- and Post-Training Rater Percentage Agreement 

 Pre-Training  Post-Training 

 

Digital 

Portfolio 

#1 

Digital 

Portfolio 

#2 Average  

Digital 

Portfolio 

#3 

Digital 

Portfolio 

#4 Average 

Match true score 54.00% 37.00% 45.50%  40.00% 34.00% 37.00% 

+/- One level of 

true score 27.00% 39.00% 33.00%  21.00% 41.00% 31.00% 

Total (match or +/- 

one level) 81.00% 76.00% 78.50%  61.00% 76.00% 68.50% 

 

Research 

Paper #1 

Research 

Paper #2 Average  

Research 

Paper #3 

Research 

Paper #4 Average 

Match true score 3.00% 15.00% 9.00%  20.00% 38.00% 29.00% 

+/- One level of 

true score 30.00% 35.00% 32.50%  13.00% 43.00% 28.00% 

Total (match or +/- 

one level) 33.00% 50.00% 41.50%  33.00% 80.00% 56.50% 

 

Case 

Study #1 

Case 

Study #2 Average  

Case 

Study #3 

Case 

Study #4 Average 

Match true score 31.00% 38.00% 34.50%  67.00% 27.00% 47.00% 

+/- One level of 

true score 56.00% 24.00% 40.00%  24.00% 47.00% 35.50% 

Total (match or +/- 

one level) 87.00% 62.00% 74.50%  91.00% 73.00% 82.00% 

 

Survey Feedback 
 

Participants reported spending an average of 14 minutes (range = 10-20 minutes) with the 

portfolio training materials, 11.2 minutes (range = 5-15 minutes) with the research paper training 

materials, and 9.2 minutes (range = 5-20 minutes) with the case study training materials. They 

reported spending an average of 16.4 minutes (range = 9-20 minutes) scoring each portfolio, 

which was generally more time than they spent scoring the portfolios before training. 

Participants indicated they spent an average of 19 minutes (range = 10-35 minutes) scoring each 
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research paper, which was more time than they spent scoring before the training. Finally, 

participants reported spending an average of 17 minutes (range = 10-40 minutes) scoring each 

case study, which was more time than they spent on each before the training. 

 

Participants reported that they were more comfortable scoring all three types of assignments 

following the training than they were before the training, and they all rated the clarity of the 

training materials as excellent (40%) or good (60%) with one comment that summarized their 

feedback, “Many of my questions were answered and I was clearer on the specific expectations 

associated with the rows.” 

 

All participants rated the usefulness of the training materials for understanding the assignments 

as excellent (60%) or good (40%) and the length of the training materials in relationship to their 

usefulness as excellent (20%) or good (80%). A couple of comments related to the length of the 

training materials served to support the authors’ attempts to minimize the time commitment: 

“long enough to explain, short enough not to bore or be too detailed” and “portfolio was a little 

lengthy—I wanted to speed it up just a bit.” 

  

Participants generally felt that the training materials were useful in terms of addressing their 

questions or concerns related to scoring the assignments prior to training with 60% indicating 

usefulness as excellent, 20% as good, and 20% as undecided. Comments such as “Training 

materials explained much more detail about expectations and gave a common understanding not 

held before” supported the indication of usefulness. 

 

When asked to rate their self-perceived level of reliability in interpreting the rubrics following 

training as compared to before training, participants indicated improvement with 20% reporting 

highly reliable, 60% reporting more reliable, and only 20% reporting undecided. One participant 

added, “I know the training helped, but I also think that having the first rating experience also 

helped.” 

 

Finally, participants were asked for their feedback on the type of training they felt would be most 

beneficial for instructors new to the process of using an existing rubric to evaluate an 

assignment. They were given a closed set of options: 

 

 expanded rubric with additional details about the assignment 

 PowerPoint presentation with narrator explanation 

 expanded rubric and narrated PowerPoint presentation 

 handout with additional details about the assignment 

 face-to-face training with an experienced rater 

 

and directed to choose all training options that they felt would be beneficial. The majority of 

participants (60%) selected narrated PowerPoint presentation with supporting comments such as 

“concise and at my own pace” and “no one likes handouts; no one really likes to read.” But the 

other options for training were also selected as being potentially beneficial, with 40% of 

participants selecting the expanded rubric, the expanded rubric plus narrated PowerPoint 

presentation, and the face-to-face training. Most comments addressed the need for face-to-face 

training in conjunction with the other types of training, for example, “face-to-face after having 
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expanded rubric and PowerPoint training gives assessor opportunity to ask questions that still 

may not be clear.” 

 

Discussion 

 

Results of this study found that a time efficient, digital method of rater training had little impact 

on inter-rater agreement among full time faculty. Inter-rater agreement was calculated using 

consensus estimates (Stemler, 2004) whereby faculty ratings were compared to a true score (i.e., 

original rating assigned by the course instructor) on two exemplars each of three different 

assessments used as decision point requirements to determine candidates’ progress in their 

teacher education program. Consensus estimates of 70% or higher are generally accepted as an 

indication of inter-rater reliability (Stemler, 2004). Although results were calculated by rubric 

row for each assessment, the composite rating for each assessment determines the candidate’s 

progress in their program. Results revealed that prior to training the faculty raters had a range of 

0-60% perfect agreement with the true score on the composite outcome of each assessment, 

whereas post-training the range only increased to 20-66.70%. None of the composite ratings of 

the six assessments reached the desired 70% agreement post-training. 

 

Consensus estimates were also calculated for a combination of perfect agreement with true 

scores as well as ratings that were within +/- one acceptable level of the true scores. Prior to 

training, the faculty raters had a range of 30-100% of composite scores in perfect agreement or 

+/- one acceptable level. Five of the six assessments reached the desired 70% level. The level of 

agreement actually decreased post-training with a range of 30-100% of composite scores in 

perfect agreement or +/- one acceptable level, yet only four of the six assessments reached the 

desired 70% level. All data were examined for patterns related to high versus low original (true) 

scores. No trends were evident in terms of rater consistency for assignments originally scored as 

strong or weak. 

 

Several reasons may account for the lack of improvement in inter-rater agreement following 

training. The training materials and/or methods used in this project may have been insufficient to 

improve the raters’ interpretation of the performance levels on the rubrics in relation to the 

candidate performance on the assignments. Given the time constraints of busy faculty members, 

training materials were delivered online and faculty were directed to view them on their own 

time. Raters were asked to carefully review the expanded rubrics and listen to the audio 

explanations embedded within the PowerPoint presentations. Raters completed training on their 

own, without supervision from researchers. Although training materials were developed around a 

combination of performance dimensions as well as performance standard training as 

recommended by previous research (Smith, 1986; Woehr & Huffcutt, 1994), researchers had no 

control over whether the raters viewed the material, how long raters spent with the training 

materials, or whether raters understood the material.  The self-reported feedback from 

participants on the follow-up survey indicated wide variability in how much time each 

participant spent with the training materials. If this study were to be repeated in the future, the 

use of tracking functions should be utilized to determine how long each participant had the 

training materials files open. Although such data does not guarantee that an individual is 

studying the material while the files are open, it would provide an objective indicator of time 

spent with the training materials.  
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Another challenge with this project may have been in the use of three different candidate 

assessments. Each assessment had a particular content focus. The expectation that faculty raters 

thoroughly learn about all three assessments through a brief, independent training may have been 

exaggerated. Research has suggested that it is preferable that raters have expertise in the content 

of the assessment (McClellan, 2010; Meier, Rich & Cady, 2006). Since the three assessments 

used in this project were from the early stages of the candidates’ teacher preparation program, it 

was felt the content of all assessments was familiar to all raters. Yet the specificity of candidate 

performance being evaluated by the rubrics may have been more tied to the instructional content 

of the respective courses than originally anticipated.  

 

Another cause for the lack of effect of rater training may lie in the rubrics themselves. This 

project began with an assumption that the rubrics for each assessment were valid assessments of 

the candidate performance expected in each course. Rubrics were believed to be objective 

assessments of desired candidate performance. For purposes of this study, no efforts were made 

to revise the rubrics used. Although the expanded rubrics were provided to raters for purposes of 

this study, the expansions did not alter the candidate performance that was being evaluated by 

the rubrics. Future research will examine the quality of rubrics in relationship to inter-rater 

reliability.  

 

The outcomes of this project support the research evidence in relationship to rater training. Even 

though the analytic scoring rubrics used in this project were assumed to clearly define desired 

candidate performance at each scoring level, their application, even following training, was not 

necessarily reliable. Research has demonstrated that raters must be trained to criterion in the 

application of rubrics (Reddy & Andrade, 2010). Extensive training has been suggested (Meier et 

al., 2006; Stuhlmann et al., 1999) and should include: 

 

(1) sample responses at each performance level with discussion by experts as to the 

rationale behind the rating (Meier, et al. 2006; Stuhlmann et al., 1999); samples 

should begin with those that are clear and unambiguous as to their performance level 

and then other types of responses should be added (McClellan, 2010),  

(2) opportunities for practice ratings with comparison to expert ratings (McClellan, 

2010; Meier et al., 2006; Stuhlmann et al., 1999), and  

(3) “calibration” training whereby raters continue practicing with feedback until they are 

consistently agreeing with expert raters at a pre-determined level (McClellan, 2010).  

 

The question then becomes, how realistic is the implementation of evidence-based practices in 

rubric rater training in the day-to-day world of teacher preparation programs? Although evidence 

of reliability in candidate performance outcomes is crucial, teacher preparation programs may 

find it more efficient to carefully analyze their specific needs. For example, the department used 

for this project has several courses for entry level candidates that are taught by a variety of 

faculty (and sometimes by adjuncts), whereas the majority of courses for upper level candidates 

are specific to a given major and taught by the same faculty member each semester. Rubric rater 

reliability is obviously a more important issue for those courses taught by multiple faculty 

members than for those courses taught by the same faculty member each semester; although the 

issue of intra-rater reliability should also be explored. 
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It has been suggested that the more complex the rubric, the more likely raters are to neglect the 

rubric during the scoring process “particularly when multiple components of the rubric must be 

considered simultaneously” (Joe, Harmes, & Hickerson, 2011, p. 254). In this case, the rubrics 

were only four, six, and seven rows, but each rubric was different in the number of performance 

dimensions being measured by each row. For example, the seven rubric rows for the digital 

portfolio tended to measure only one performance dimension per row whereas the three rubric 

rows for the research paper each measured multiple dimensions of candidate performance that 

would be evidenced across the entire research paper, making it a more complex rubric to apply. 

This may partly explain why the level of agreement was generally higher for the digital 

portfolios than for the research papers. 

 

Based upon the findings from this project, expedited rater training may not be effective at 

improving inter-rater agreement. A mistaken belief in the inherent reliability of rubrics seems to 

pervade higher education. The authors of this project were guilty of this belief at the beginning 

of this project. Ample evidence has demonstrated that even though rubrics force more objective 

evaluation of candidate performance via explicitly stated standards or guidelines, they are not 

necessarily applied reliably from rater to rater. Given the limited evidence addressing validity, 

reliability, and fairness of rubrics (e.g., Stemler, 2004), and the fact that rubrics are being used as 

gatekeepers in multiple layers of accountability (e.g., Sandholtz & Shea, 2012), educators must 

think critically about the function of rubrics and their scoring. This study demonstrates that there 

is little consistency even among faculty with extensive experience in using rubrics to score 

candidate performance, and suggests a need for additional research to find efficient methods that 

lead to increased consistency in rubric ratings among scorers.  

 

Future Research 
 

The results of this study revealed that further examination of the reliability of ratings applied to 

candidate performance is critical. Future research should compare the impact on inter-rater 

reliability of different types of rater training. Although existing research evidence exists to guide 

rater training (e.g., McClellan, 2010; Meier et al., 2006; Stuhlmann et al., 1999), the realities of 

time constraints of busy faculty members must be balanced with the effectiveness of rater 

training. Efficiency of rater training needs to be examined in addition to effectiveness.  

 

This project also revealed to the authors that all performance-based rubrics must be examined for 

quality. It is too easy to assume that because a given rubric has been used with a given 

assignment for several years, it is a good rubric. Multiple follow-up studies are under way during 

which inter-rater reliability is being examined in relationship to rubric revisions. One group of 

faculty is documenting the process of using inter-rater reliability to guide rubric revisions. At 

each stage of revision, inter-rater reliability is being assessed. Another group of faculty is 

documenting the process of using calibration training (McClellan, 2010) to increase inter-rater 

reliability. Projects such as these are critical in this age of accountability in teacher preparation 

programs. Not only must we provide evidence of our candidates’ learning of professional 

standards, but we must provide evidence of the reliability of our evidence. 
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Appendix A  

Rater Survey 

Training materials = expanded rubric in conjunction with narrated PowerPoint presentation 

1. How much time did you spend with the training materials for the Digital Portfolio? 

 

2. How much time did you spend with the training materials for the Research Paper? 

 

3. How much time did you spend with the training materials for the Case Study?  

 

4. How much time did you spend scoring each Digital Portfolio? 

 

5. How much time did you spend scoring each Research Paper? 

 

6. How much time did you spend scoring each Case Study? 

 

7. Was this more or less time than you spent rating the Digital Portfolios the first time (without 

the training materials)? 

 

8. Was this more or less time than you spent rating the Research Papers the first time (without 

the training materials)? 

 

9. Was this more or less time than you spent rating the Case Studies the first time (without the 

training materials)? 

 

10. Were you more or less comfortable rating the Digital Portfolios after the training than before 

the training? 

 

11. Were you more or less comfortable rating the Research Papers after the training than before 

the training? 

 

12. Were you more or less comfortable rating the Case Studies after the training than before the 

training? 

 

13. Rate the clarity of the training materials. (Forced choice among Excellent, Good, Undecided, 

Inadequate, Poor, and Not Applicable). 

 

14. Comments about the clarity? 

 

15. Rate the usefulness of the training materials for understanding the assignments. (Forced 

choice among Excellent, Good, Undecided, Inadequate, Poor, and Not Applicable). 

 

16. Comment about the usefulness of the training materials for understanding the assignment. 
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17. Rate the length of the training materials in relationship to their benefit in understanding how 

to evaluate the assignments. (Forced choice among Excellent, Good, Undecided, Inadequate, 

Poor, and Not Applicable). 

 

18. Comment on the length of the training materials in relationship to their benefit in 

understanding how to evaluate the assignments. 

 

19. Rate the usefulness of the training materials in relation to your questions/concerns the first 

time when you’d had no training. (Forced choice among Excellent, Good, Undecided, 

Inadequate, Poor, and Not Applicable). 

 

20. Comment on the usefulness of the training materials in relation to your questions/concerns 

the first time when you’d had no training. 

 

21. How reliable do you think your evaluations were in terms of interpreting the rubrics 

following this training as compared to pre-training? (Force choice among Highly Reliable, 

More Reliable, Undecided, Less Reliable, Unreliable, Not Applicable). 

 

22. Please comment: how reliable do you think your evaluations were in terms of interpreting the 

rubrics following this training as compared to pre-training? 

 

23. What type of training do you feel would be best suited for faculty and other instructors new 

to evaluating assignments with existing rubrics? Pick all that apply. Choices: 

A. Expanded rubric with additional details about the assignment. 

B. PowerPoint with narrator explanation. 

C. Expanded rubric with narrated PowerPoint. 

D. Handout with additional details about the assignment. 

E. Face-to-face training with experienced rater. 

 

24. What type of training do you feel would be best suited for faculty and other instructors new 

to evaluating assignments with existing rubrics? Please rank the following in order of 

importance to you (1 being most important): 

A. Expanded rubric with additional details about the assignment. 

B. PowerPoint with narrator explanation. 

C. Expanded rubric with narrated PowerPoint. 

D. Handout with additional details about the assignment. 

E. Face-to-face training with experienced rater. 

 

25. Please explain why you chose the type of training(s) above. 

 

26. What would make this type of training(s) more beneficial? 

 

27. Additional Comments: 
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