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Introduction 

Sentiment analysis is part of Natural Language Processing (NLP) which aims to extract sentiments and opinions 

from text [1], [2]. Sentiment analysis can be considered as text classification [3]–[5] because the process includes 

classifying either a text has positive or negative sentiments [6]. Sentiment analysis may appear to be an easy process, 

but it actually covers many problems in the NLP sub-task [6], one of which is negation. Negation is a linguistic 

phenomenon in natural language that reverses the meaning of a sentence. Usually negation will reverse the affirmative 

sentence to become negative, which affects the polarity of the word, so that the sentiment expressed in the text also 

changes [7]. Handling negation is an important sub-task in sentiment analysis in NLP and is considered as one of the 

most difficult problems in NLP [7], [8]. 

Handling negations on sentiment analysis tasks based on a machine learning approach has been carried out by 

previous researchers [9]–[11] by using negation tags or negation flags. The use of negation tags is included in one of 

the feature space augmentation approaches for negation handling [8]. Negation handling is done by adding a "NOT_" 

tag to every word identified as negation words (not, isn't, didn't, etc.) and the first punctuation mark after the negation 

word. Handling negations with negation tags was first introduced by [12]. The use of negation tags in research [10] 

gave quite good results, an increase in accuracy of 5.8%, a classifier accuracy value of 82.9%. Research conducted by 

[11] used negation tags for Chinese sentiment analysis, the results of the accuracy increased by 2.7%, the accuracy 

value was 85.95%. 

From several studies related to negation handling using negation tags [9]–[11], the scope of the negation includes 

all words starting from negation cues (words of negation) until punctuation marks are found. This approach has several 

weaknesses, for example in the following sentence: 

"This movie is not very entertaining and I hate it." 

If using negation tags from research [12], the results will be like the following text, assuming that the words "and" 

and "is" are included in the stoplist: 

"this movie NOT_very NOT_entertaining NOT_I NOT_hate NOT_it." 
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Abstract 

One crucial issue affecting the performance of sentiment analysis tasks is negation. Handling negation involves determining the 

negation scope and negation cue. Feature space augmentation is one approach used to address negation. Feature space 

augmentation has been carried out by some previous researchers using a negation flag with the rule that the negation scope includes 

all words from the explicit negation cue to the punctuation mark. This study aimed to analyze the classifier's performance when 

negation handling was applied by adding a new rule for the negation scope. The new rule for determining the negation scope no 

longer took all words from the negation cue to the punctuation mark, but only considered or ignored words with certain POS tags. 

The results of this study showed that using the new rule for negation scope contributed to improving the performance of the 

classifier in sentiment analysis tasks. The proposed approach for negation handling was superior than the previous approach in 

terms of accuracy, precision, recall, and f1-score. 
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The placement of the “not tag” is correct in the NOT_entertaining feature, but has problems with other features, 

such as NOT_hate. The NOT_hate feature in this approach is interpreted as a positive sentiment, because it reverses 

the polarity of the sentiment of the word hate, whose initial polarity is negative. Of course the polarity of this positive 

sentiment does not match the original text, before giving the NOT_ tag. Based on these problems, the research would 

provide a new rule for the negation scope so that the NOT_ tag is in accordance with its placement, by choosing 

certain words based on the Part-of-Speech (POS) tag. So in this study, negation handling was carried out using the 

new negation scope rules. The negation tag would be applied in the sentiment analysis task where the sentiment 

classification process used a machine learning approach. 

The machine learning method is a popular method used for sentiment analysis. According to previous studies, the 

accuracy of the machine learning approach is better than the lexicon based approach [13], [14]. Research [15] 

conducted sentiment analysis with several approaches with the aim of introducing a combination of machine learning 

and lexicon based approaches under the name psenti. The results of this study showed that the accuracy of the machine 

learning approach still had high accuracy compared to other methods, including psenti. The machine learning approach 

ch had an accuracy of 85.41% and the introduced pSenti method had an accuracy of 82.27%. A comparison of the 

results between the machine learning approach and the Semantic Orientation Approach was also carried out by [16], 

in terms of accuracy, the results of this study were the same as previous research [16], namely the accuracy of the 

machine learning approach was 91% and the accuracy of the lexicon based approach was 86%. 

The purpose of this research was to measure the performance of the machine learning classifier for sentiment 

analysis if the negation tag with the new negation scope rule was employed. 

Method  

A. Preprocessing 

Before the data ready to be used as training data, preprocessing was the first step that must be carried out in the 

sentiment analysis task, while the processes that were carried out in preprocessing sequentially as follow: 

•  Tweet normalization, was the stage of changing all user tags/mentions (example: @username) to 'user' and all 

URLs in tweets were changed to 'url'. At this stage, the case folding process was also carried out as an initial 

step to standardize the characters in the lower case form. 

•  Punctuation removal. 

•  Stopword elimination, deleted words contained in the stopwords list. Stopwords were considered as noise data 

because they had a high frequency but did not significantly affect the sentiment value of a sentence. 

B. Negation Handling 

The proposed negation handler was based on the study [9] with some changes. Changes were made to the negation 

scope. In research [9]–[11], the negation scope included all words starting from the negation cue (negation words) to 

punctuation, thus allowing for features or words that should not be negated, as shown in Table 1. In this study , the 

negation scope was changed with the following rule: 

• If the word after the negation cue contained an adverb, then that word was omitted/ignored, then this process 

was repeated until the next identified word was not an adverb. 

• After all adverb words had been removed, a 'NOT_' tag to the next word was added. 

• Tags were only given to one feature / word. 

Detecting adverbs in sentences was conducted by matching with an existing adverb list, this process did not use 

POS tags because it can increase computational cost in processing. The following is an example of negation handling 

using the proposed approach according to Table 1. 

Tabel 1. Negation Handling Example 

Sentence Negation approach  Result 

This movie is not very 

entertaining and I hate it. 

S. R. Das and M. Y. Chen [9] 

this movie NOT_very 

NOT_entertaining NOT_I NOT_hate 

NOT_it 

Proposed approach  this movie NOT_entertaining I hate it 

C. Feature Model 

Unigram was chosen as the used feature model. Unigram represented each word as a feature. Several studies have 

shown that the use of unigrams was better than other 𝑛 − 𝑔𝑟𝑎𝑚 models [17], [18] in supporting classifier performance. 

D. Sentiment Classifier 

The machine learning approach used for sentiment classification was Multinomial Naïve Bayes (MNB). The 

Naïve Bayes classification method was a classification method that had good performance, even in some cases 
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compared to the deep learning approach, classification methods with traditional approaches such as SVM and naïve 

bayes was still able to compete well. In research [19], the naïve bayes classification method was able to outperform 

the deep learning approach, Multilayer Perceptron (MLP). 

The determination of sentiment polarity refered to Equation 1, then a maximum value search was performed based 

on the final probability value of each class 𝑃(𝑥𝑖|𝑐𝑗). 

𝑐𝑚𝑎𝑝 = 𝑎𝑟𝑔max
𝑐𝑗∈𝐶

𝑃(𝑐𝑗)∏𝑃(𝑥𝑖|𝑐𝑗)

𝑚

𝑖=1

 (1) 

In Equation 2, many conditional probabilities were multiplied, this could produce fractional values that can exceed 
the limit of the existing floating point value [20]. 

𝑐𝑚𝑎𝑝 = 𝑎𝑟𝑔max
𝑐𝑗∈𝐶

log𝑃(𝑐𝑗) +∑𝑃(𝑥𝑖|𝑐𝑗)

𝑚

𝑖=1

 (2) 

Therefore, it was better to perform calculations by adding the logarithm of the probabilities instead of multiplying 
the probabilities. The class with the highest probability log score still showed the most probable outcome. 

Results and Discussion  

A. Data 

All datasets used to evaluate classifier performance came from research [21]. The dataset for the training process 

was 1,600,000 tweets and the dataset for testing was 359 tweets which were manually labeled.  

B. Measuring classifier performance 

The test scenario was carried out by comparing the approach for proposed negation handling adopted from research 

[12] and the results of research conducted by [21] which overcame negations by using the bigram feature model. Overall 

the results of classifier performance measurements can be seen in Table 2. 

Tabel 2. Comparison of Classifier Accuracy  

Negation Approach  Feature Model 
Accuracy Result of Naïve Bayes 

Classifier 

Proposed approach Unigram 83% 

S. R. Das and M. Y. Chen [9] Unigram 79% 

A. Go, R. Bhayani, and L. Huang [21] Unigram + Bigram 82.7% 

 The results of performance measurements: precision, recall, and f1-score can be seen in Table 3. The table did not 

include results from research [21] because in that research, classifier performance was only tested using accuracy 

testing. 

Tabel 3. Evaluation result of precision, recall, dan f1-score 

Negation Approach  Class Precision Recall F1-Score 

Proposed approach  Negative 83% 83% 83% 

Positive 83% 84% 83% 

S. R. Das and M. Y. 

Chen [9] 

Negative 80% 77% 79% 

Positive 78% 82% 80% 

The classifier performance test results showed that the proposed negation tag approach was superior than the 

original negation tag approach by [12]. Likewise, when compared with research [21] which, in addition to using 

unigrams for its feature models, this study also used bigrams, but the performance of the proposed approach was still 

better. 

Future research can use word representation to produce more complex features such as TF-IDF and word 

embedding, because in this study the word representation only used a simple approach, namely Bag-of-Words. Further 

development is also expected for the application of the feature selection algorithm at one of the stages in the feature 
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extraction process such as information gain, chi-squared, or mutual information, because the use of feature selection 

in several previous studies can improve classifier performance [22]–[25]. 

Conclusion  

The application of negation tags for negation handling by ignoring adverbs can improve classifier performance on 

sentiment analysis tasks. Based on the test results, there was an increase in classifier performance in terms of accuracy, 

precision, recall, and f1-score when negation handling was carried out using the proposed approach. An accuracy 

result of 83% was achieved using the proposed approach, which was better than previous studies, as well as the test 

results in terms of precision, recall, and F1-score. 
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