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Abstract

Virtual reality can be a highly immersive experience due to its realistic visual presentation.

This immersive state is useful for applications including education, training, and entertain-

ment. To enhance the state of immersion provided by virtual reality further, devices capable

of simulating touch and force have been researched to allow not only a visual and audio ex-

perience but a haptic experience as well. Such research has investigated many approaches to

generating haptics for virtual reality but often does not explore how to create an immersive

haptic experience using them.

In this thesis, we present a discussion on four proposed areas of the virtual reality haptic

experience design process using a demonstration methodology. To investigate the application

of haptic devices, we designed a modular ungrounded haptic system which was used to create

a general-purpose device capable of force-based feedback and used it in the three topics of

exploration.

The first area explored is the application of existing haptic theory for aircraft control

to the field of virtual reality drone control. The second area explored is the presence of

the size-weight sensory illusion within virtual reality when using a simulated haptic force.

The third area explored is how authoring within a virtual reality medium can be used by a

designer to create VR haptic experiences.

From these explorations, we begin a higher-level discussion of the broader process of cre-

ating a virtual reality haptic experience. Using the results of each project as a representation

of our proposed design steps, we discuss not only the broader concepts the steps contribute

to the process and their importance, but also draw connections between them. By doing

this, we present a more holistic approach to the large-scale design of virtual reality haptic

experiences and the benefits we believe it provides.
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The research performed in this thesis resulted from continuous collaboration with my su-

pervisor and co-supervisors. To represent their guidance throughout this work, the pronoun

“we” will be used in this thesis.
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Chapter 1

Introduction

1.1 Context and Motivation

This thesis discusses new tools and design approaches to improve the creation of virtual

reality (VR) haptic experiences. We also investigate the high-level process of designing VR

haptic experiences and propose a holistic approach. Our work is motivated by the following:

Virtual reality is currently a largely visual and auditory experience that allows rich and

immersive scenarios to be created. However, this immersion can be broken when interacting

with objects if there is no sensation of touch. Objects have no weight making a bolder seem

no different from an empty box. Objects have no physical shape to guide grabbing and

manipulating actions. Objects have no collision allowing the user to walk through solids like

walls and tables. VR offers compelling visuals to observe a virtual world, but haptics can

provide compelling interactions to engage with it.

To address this, many researchers have explored haptics as a way of enriching VR expe-

riences [30, 91, 111] and have gone as far as to say it is “essential for designing immersive

virtual worlds” [106]. Within the context of VR, haptics are a broad collection of interac-

tions and interfaces between a human and a machine that use the sense of touch[49], and

which can vary both in goal and means. Examples of VR haptics include simulating object

1



shapes[26, 25], introducing walls and collidables [125, 114, 56], adding textures to surfaces

[14, 117, 64], feeling impacts [34, 70], feeling temperature [48, 24], and producing force to

represent weight and motion [53, 57, 62]. These effects are incorporated into VR scenes for

specific applications with great effect.

Multi-sensory stimuli such as the combination of vision and haptics have been shown to

improve the performance of tasks in virtual reality experiences [83]. The inclusion of haptics

specifically has also been shown to increase presence within VR [42], where presence is not

just the realism of the experience but represents a user’s ability to be mentally transported

to the virtual scene. These benefits have led to VR haptics being included in many activities

and practical applications. Educational VR experiences have used haptics when learning cel-

lular biology, allowing students to manipulate molecules and feel the effects of concentration

gradients while doing so [116]. Use of virtual reality haptics during training on cavity prepa-

ration for dental students found both statistically significant increases in students’ marks and

decreases in time taken in class [37]. Training for a variety of common assembly workplace

actions such as drilling, physically assembling components, and spot welding has also been

found to be effective when using VR haptics and avoids the need for potentially expensive

physical devices while learning [44]. Finally, VR haptics has a large place in entertainment

with entire catalogues of games offering haptic integration [17] including games of martial

arts, flight simulators, first-person shooters, parkour, fishing, and football.

From the literature in human-computer interaction on VR haptics, research seems to

explore four main steps in the creation of a VR haptic experience: hardware, user interaction,

user perception, and authorship. As described above, there is a large amount of research

focused on designing new hardware devices but creating a VR haptic experience requires

more than just hardware. Some research has also investigated the interactions between a

user and the hardware device [79, 8], how sensations are perceived by users, [52, 51, 19], and

how a haptic design can be authored into a virtual scene [29, 66, 88]. While this research

advances the creation of VR haptic experiences, most only discuss their research within the
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narrow scope of the design step it is part of.

Research is needed within each step, but the creation of VR haptic experiences is a process

with many components. To our knowledge, there is currently no research explicitly defining

parts of the design process for VR haptic experiences or research directly investigating the

extent to which relationships between steps exist. Some research does include reference to

other steps in the process as considerations [8] or part of usability studies [53, 62], but this

is both uncommon and often as a side-note rather than a core discussion or exploration.

Without clear knowledge of how different parts of the design process interact, it introduces

the possibility of unknown effects on specialized research. It also brings into question the

generalizability of focused research for how the ideas should be applied.

1.2 Thesis Problem

Much of the current research to improve VR haptics is focused on the design and evaluation

of haptic hardware and other approaches that target only a single step in the design process.

We hypothesize that an approach that considers the interaction between multiple steps of

the VR haptic design process will provide unique benefits and opportunities compared to an

approach that considers the steps in isolation. As a result, the problem statement addressed

in this thesis is:

PROBLEM STATEMENT: How can we approach the creation of virtual reality haptic

experiences in novel ways?

This problem statement led to the following three research questions:

QUESTION1: Can existing design spaces within virtual reality haptics be expanded on

and linked to a holistic process?

QUESTION2: What can new approaches to virtual reality haptic design tell us about the

underlying design process?
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QUESTION3: What steps and considerations should be taken when creating virtual reality

haptic experiences and do they apply to novel haptic design approaches?

In order to answer these questions, we set out the following objectives that guided our

work throughout the thesis:

OBJECTIVE1: Expand our understanding of the design process steps that create a VR

haptic experience. We propose the four primary components: hardware, user interac-

tion, user perception, and authorship can be used to describe the complete process of

creating a VR haptic experience.

OBJECTIVE2: Examine new approaches to creating improved VR haptic experiences in

addition to hardware advancements. Instead of placing the onus of creating a desired

VR haptic experience on the hardware, what are new approaches that can improve an

experience even using limited haptic hardware.

OBJECTIVE3: Explore a holistic approach to the high-level design process for VR haptic

experiences and how different steps of the design process interconnect. Our hypothesis

is that the design of VR haptic experiences is improved by considering the relationship

of the various steps over refining each individually and in isolation.

1.3 Methodology

Ledo et al. [72] presented a set of four modern evaluation strategies including evaluation

through “Demonstration”, “Usage”, “Technical Performance”, and “Heuristics”, to provide

a clear methodology for toolkit research. This new methodology was proposed because

traditional evaluation techniques may not properly reflect the contribution of using concrete

examples of concepts to investigate larger ideas, a concern shared by others [86]. For this

reason, we used a demonstration methodology to investigate what can be achieved through

new approaches to VR haptic design. While our work is not strictly a toolkit, we are exploring
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the design space of VR haptics and our findings do not rely on the success or failure of the

specific projects undertaken and instead focus on whether the project shows new concepts

of importance to the larger design process.

The goal of using a demonstration methodology is to present new ideas and concepts,

and show their transferability to neighbouring problem spaces. This is done as a form of

existence proof by demonstrating specific points in a design space through concrete examples.

Five techniques are suggested for this methodology: novel examples, replicated examples,

case studies, exploration of a design space, and how-to scenarios. Out of these we used

novel examples, exploration of a design space, and how-to scenarios. Each chapter presents

a new idea at different steps of the VR haptic design process, demonstrates the use of that

idea through a concrete implementation, and then reflects where possible on the results of

the implementation and the idea. We also paired the demonstrations with other relevant

methodologies, where applicable, including a technical analysis [72] in Chapter 3 and the use

of open coding from grounded theory [43] in Chapter 6.

One challenge with the use of a demonstration methodology is it leaves many practical

questions unanswered, such as who will use the applications and why. To address this, we

discuss how our demonstration in each chapter can be used and the impact we anticipate it

to have on resulting designs. The other concern raised for this methodology is the lack of

external validation. While this is critical to the long-term evolution of ideas being discussed,

in this work we are primarily looking to present the concepts in a clear form and introduce

the ideas. We recognize the importance of external validation and so describe user studies

that can subsequently be performed in future work on this topic.

1.4 Contributions

This thesis aims to demonstrate the improvement of the design process of VR haptics through

a variety of means and makes the following contributions:
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1. Our first contribution is the design and implementation of the SWICK, a modular hard-

ware fan unit and arrangement centred around a user’s hand that allows force feedback

for VR applications along isolated linear and rotational axes and allows for easy scaling

of the system from one dimension of feedback up to six dimensions.

2. Our second contribution is a new approach of breaking down an existing haptic interaction

from the non-VR research field of aircraft control to inform the design of a VR-like

interaction of head-mounted display drone control and present a prototype of the final

interaction using a force feedback device.

3. Our third contribution is the creation of two environments that allow the study of the

size-weight illusion psychological phenomenon in both a standardized and a practical

form. We also provide a reflection on our concerns about using a one-dimensional

fan-based force feedback device to render the illusion.

4. Our fourth contribution is a testbed design for a new approach to immersive VR haptic

authoring which uses physical manipulation of a miniature representation of the user

and a set of simple analog sliders to quickly prototype a VR haptic experience. This

also includes an open coding analysis of six interviews with experienced haptic and VR

designers after experiencing our testbed system and a discussion of the larger design

goals and considerations immersive VR haptic authoring systems should consider.

5. Our final contribution is a proposed holistic approach to VR haptic design that highlights

interconnected concepts between each of the components presented and the potential

effects and benefits that could result.

1.5 Thesis Overview

This thesis is structured into 8 chapters. Chapter 2 presents relevant related research and

findings for the various topics covered in the other chapters. This includes an overview of
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haptic concepts and their terminology, a discussion of current VR haptic research related

to each step of our proposed design process, a review of work on how VR haptics can be

used and its potential benefits, and finally a short, high-level introduction to aircraft control

concepts used in Chapter 4.

Figure 1.1: Proposed design process steps.

Chapters 3 through 6 discuss research done on each step of our proposed VR haptic

design process (see Figure 1.1).

Chapter 3 relates to hardware and describes the design and fabrication of our custom

force feedback haptic device, the SWICK. In addition to providing an exploration of a pivotal

component of haptic interactions, the haptic device, it also presents the device later used in

Chapter 4 and Chapter 5.

Chapter 4 relates to interaction design and demonstrates the process of using an external

domain’s haptic design to create a new VR haptic interaction. The resulting interaction

provides a closed-loop feedback system that could allow drone pilots to receive critical drone

state information in an intuitive manner. Inspired by the concept of a flight envelope used

with other piloted aircraft, the design provides a force that represents the drone’s current

motion to improve flight accuracy and communicate the aircraft’s state.

In Chapter 5, we discuss perceptual design and present the creation of two VR environ-

ments that can investigate the size-weight illusion when using a one-dimensional fan-based

force feedback device. For some applications, accuracy is paramount to success, so we created

a virtual simulation of a classic size-weight illusion experiment to understand the relation-

ship between haptic forces and a user’s perception of the forces. This is complemented by

our second environment where we created a planetarium with celestial bodies that should

exhibit the size-weight illusion effects in a more practical and realistic application setting.
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This chapter provides both a theoretical and a practical investigation for impactful haptics

in immersive environments.

In Chapter 6 we discuss the final step of the VR haptic design process in which a designer

is authoring a desired experience. We created an immersive haptic authoring system that

allows the process of building a haptic experience from within the same VR space it will

ultimately be used in. We then interview experienced designers and used open coding to

understand the most important considerations when designing an immersive haptic authoring

system.

In Chapter 7 we bring together the ideas presented in Chapters 3 through 6 and discuss

how they interconnect. We then propose an approach where considering the interactions

between design steps during the design process of a VR haptic experience can result in a

more impactful result than could be achieved by designing each step of the experience in

isolation.

Chapter 8 concludes with a review of our thesis objectives, the results achieved, and

directions for future research.
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Chapter 2

Background

Virtual reality and haptic technology have established themselves as both complex, technical

fields, and deep investigations into the nature of perception. In this chapter, we discuss

concepts related to VR and haptics as a foundation for our research. From these concepts,

we highlight distinct steps in the process of designing VR haptics and review current work

trying to understand and improve each. Since our work also includes concepts from aircraft

control, we also review relevant aircraft concepts at a high level.

2.1 VR Haptics Concepts and Terminology

In this section we provide short discussions of various VR and haptic terms used throughout

this thesis for common understanding of our use of them.

Virtual, Mixed, and Augmented Reality There are four main types of contexts for

the technologies of immersive systems [40]: virtual reality (VR), augmented virtuality (AV),

pure mixed reality (PMR), and augmented reality (AR) which are together referred to as

extended reality (XR). While there is currently no consensus on the exact definition for each

term, leading to some nuances in their use [104, 60], the general distinctions between each

can be discussed and are sufficient for our work in later chapters.
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Typically any modern form of XR uses a head-mounted display (HMD) which is a device

attached to the user’s head allowing the display of virtual elements in a user’s direct line

of sight. The primary distinction between these four forms of extended reality is the level

of real and virtual elements in a scene, and the extent to which they interact [40]. Virtual

reality refers to a context in which both the environment and interactions are virtual in

nature. Augmented virtuality is similar but now real objects are superimposed into the

virtual environment creating a blend of interactions with virtual and real elements. Pure

mixed reality is placed in real environments and describes an equal weighting of virtual and

real interactions, including the ability for the two to interact with each other in real time.

Finally, augmented reality is the same as PMR except the virtual and real elements do not

interact with each other. Our thesis only discusses VR as the subject of our research so it

is used throughout the discussion, but this use is not meant to exclude the concepts from

broader XR considerations.

Immersion, Presence and Experience The terms immersion and presence are both

commonly used in VR to discuss perception in virtual environments but refer to different

elements [120]. Presence is a mental state that represents the level of engagement and focus

being directed at a virtual environment. An example of a low presence state would be playing

tennis in VR but clearly knowing the activity is just being displayed on a HMD and not an

actual game of tennis. In contrast, a high presence state would be seeing a virtual object

quickly approaching and reflexively moving out of the way, despite the object being virtual

and incapable of doing harm. In this way, presence only makes sense to discuss in relation

to a user since it represents their mental state and is not an inherent quality to a virtual

environment. Immersion refers to a virtual environment’s immersive factors, the collection

of traits, qualities, and abilities that allow presence to occur. Examples of such immersive

factors could include the resolution of a HMD, the graphical fidelity of digital assets, the

method in which VR interactions take place, or the inclusion of sound in a scene. While such
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immersive factors can be necessary to produce presence in a user, it should be noted they

are not sufficient [120]. While not identified explicitly, our work touches on both immersion

and presence throughout our research.

While VR experience is not clearly defined in VR literature, it is often seen in a similar

context [103, 31, 53, 90, 120]. The term is usually used to refer to the totality of the high-

level subjective results of using VR and the impression it leaves on the user. Our work looks

to provide new approaches for designers to create their desired experiences and to leave the

right impression on their users.

What is Haptics? Haptics is a term used to refer to the broad range of sensations as-

sociated with touch. For VR and robotic contexts, haptics has been described in literature

as “real and simulated touch interactions between robots, humans, and real, remote, or

simulated environments, in various combinations” [50]. Of note in this description is the

highlighting of three components to haptics: a human, a robot, and an environment. The

human (user) is linked to the environment (context) through the use of a robot providing

feedback (haptic hardware). All three of these components are important to produce a hap-

tic experience and while much of research focuses on one specific component at a time (see

section 2.2), it is also important to look at the interaction between each.

To help organize haptics into more defined sub-categories, three branches have been

suggested: human haptics, machine haptics, and computer haptics [105]. Human haptics

is the study of both the physical attributes of a person, such as the way skin deforms

or how muscles react to stimulus, and psychophysical elements, such as how sensations

are perceived and understood by a user. Machine haptics is the research of the robotic

components that directly stimulate a haptic response, usually referred to as haptic hardware

[96], haptic devices [53], or haptic interfaces [105]. Finally, computer haptics refers to the

process of generating and displaying virtual components to the user on a software level

including the algorithms and architecture needed to do so. These three categories reflect the
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three major elements of a haptic experience described above with human haptics being the

study of the human user, machine haptics being the study of robotic haptic hardware, and

computer haptics being the study of the environmental context and its creation. In turn,

these categorizations were used to inform our four design steps of hardware, user interaction,

user perception, and authorship as later detailed in section 2.2.

Active and Passive Haptics Active haptic systems are ones that use computer-driven

controls to generate sensation while passive haptics, sometimes referred to as prop haptics,

provide sensation through their inherent attributes such as their shape or texture [74]. Active

haptic devices typically consume power consistently to operate but are responsive to the

VR environment they are linked to [53, 115, 18]. Passive haptics in contrast use inherent

properties of the haptic object itself such as its shape [128] or elasticity [38] which require no

power but cannot adjust based on changes in a virtual environment. A third classification

of haptics called dynamic passive haptics has also been proposed [126] to describe instances

where a device uses computer controls to transition between states in which passive feedback

is provided. While there are many devices that fall into this definition [126, 108, 95], the use

of the term has not been broadly adopted.

Grounding of Haptics To generate a desired haptic force, an equal and opposite force

must also be created. How this opposing force is directed defines the grounding of the device

and is categorized into three groups [119]: grounded, body grounded, and ungrounded.

Grounded devices are connected to the external world such as a floor or wall and push against

it to generate force. This allows much of the weight of the device to not be carried by the

user and can provide strong forces, but being attached to a point in the real environment can

limit mobility. Body-grounded systems direct the opposing forces against a user’s own body

which can allow the device to move with the user but means the user must experience the

opposing force at some other location. Ungrounded systems do not need an attachment to

anything and rely on linear and angular momentum within the device [119, 113] or pushing
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against the air [53, 63, 57] to generate force. While ungrounded devices are usually quite

small due to their self-contained nature, they can struggle to produce larger forces as a

result of not bracing against solid objects. We additionally see ungrounded devices as easier

to design and use, again from being self-contained, so haptics throughout the thesis were

ungrounded.

Modular Haptics Some VR haptics do not use a single device in a fixed configuration

to generate a desired haptic effect [11, 9, 127, 101]. Instead, the haptics use a collection

of individual units that can be combined in multiple ways and so have been referred to as

modular haptics. The term reconfigurable haptics is also sometimes used to describe such

devices but also used to describe a singular device that changes shape [81]. To avoid confusion

between these our working use of the term modular haptics will only refer to a system that

has two or more sub-devices that can work together in two or more configurations.

While there is variety in the approach to modular haptics, it is often based on providing

passive haptics in a more flexible form to avoid the need for large numbers of specialized

props. Possibly because of this, there is little or no research on active feedback modular

devices as we explore in Chapter 3. Even though active haptic’s flexibility is higher com-

pared to passive, modularity may improve it further by providing increased scalability and

versatility in applications.

Transparency Haptic devices have a physical presence in their size, shape, and weight but

these typically differ from the sensation they are trying to produce in a VR environment.

The term transparency for VR haptic devices refers to a user not experiencing the physical

elements of the device and instead only feeling the haptics intended for the experience [71].

To discuss this in a more concrete form, we will use the example of a handheld force-

generating device when trying to produce the sensation of virtual weight. In this example, a

major component of transparency would be the device’s ability to cancel its own weight so

that when no virtual object is held, the device feels weightless. The benefit to this is more
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precise forces can be felt since otherwise the device’s inherent weight is constantly creating

a downward force which interferes with the intended sensations. Consider a device that

weighed 200 grams (g) and was trying to produce a 200g force to the right as part of a virtual

experience. With transparency, this would be experienced as a 200g force to the right which

is easy to intuit by the user as they feel only the forces expected from the virtual environment.

Without transparency though, the weight of the device would interfere and be experienced

as a 282g force at a 45 degrees angle to the bottom right. While transparency by definition

provides a more accurate sensation to the virtual forces, the downside of transparency is

the counteracting force must be produced by your device. Consequently, a portion of a

haptic device’s maximum force producible is used to counteract its own presence instead of

producing the desired virtual sensation. If the above 200g device is able to produce 300g of

force in any direction and is trying to produce the largest upwards force possible. Without

transparency, the device will go from 200g of weight downward to 100g of force upward,

producing a difference of 300g which is easy to detect. With transparency, 200g of lift is

already being used to counter the weight so when set to produce its highest upward force,

it goes from this neutral position to 100g of lift, a 100g difference. Research is ongoing for

how to best provide transparency to haptics while minimizing the downsides, such as using

a viscus fluid clutch to produce torque transparency [84] and designing new development

procedures for the control of haptic devices [112],

2.2 Designing VR Experiences

We see four steps in the design of VR haptics: the haptic hardware device used to produce

sensation, how a user should interact with the haptic device, how the user will perceive

the haptics, and how the previous three move from a concept to implementation through

authoring. These were informed by the major categories of haptic research (see section 2.1)

with hardware relating to machine haptics, interaction and perception relating to different
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parts of human haptics, and authoring relating to computer haptics.

2.2.1 Hardware

The hardware step in our process refers to the design of the physical haptic device used in an

experience and was informed by the research of machine haptics. In the following, we cover

a portion of the most relevant VR haptic hardware research given the extent of this research

space. Most of this research is characterized by its focus on the building and testing of the

hardware device, with often relatively little comment on how interaction design should use

it, how the device is actually perceived, and how implementation can be authored to include

it.

Force Feedback

Force feedback haptics are a popular and flexible hardware design in which a linear or

rotational force is created. This force can then be used to simulate weight and other forces,

prevent motion, or help direct a user’s actions.

Air-based Air-based force feedback devices often use either a fan [53, 63, 62, 57] or com-

pressed air [75, 115] system to move air and generate a force. As such these are commonly

ungrounded devices and require either power supplies for fan systems or compressed air

tanks for compressed air systems. Fan-based systems are typically larger to accommodate

the additional space needed for the propellers and some form of shroud to prevent the blades

from coming in contact with the user or environment. Compressed air systems can have a

smaller footprint as only a thin nozzle at a desired location is needed to produce the force

but compressed air tanks can be quite heavy compared to the amount of pressure they store.

Because the majority of handheld air-based force feedback devices mount the force gen-

eration at the end of a stick or controller held by the user [53, 62, 115], the resulting device

is only able to produce rotational forces on the user’s hand. This leaves a gap in design
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work as such devices cannot accurately present common linear forces such as lifting objects

held in the hand should only exert a force downwards. Similarly, these devices can only

approximate other purely linear forces such as pushing against or throwing an object. In

Chapter 3.8 we explore how this gap can be filled.

Others Apart from air-based systems, there are many other forms of producing force

feedback for VR haptics. The most prominent is the use of motors to push and pull parts

of the users they are attached to either directly or indirectly. This can occur at both select

points on the user such as fingertips [100, 25, 94, 26] or the palm of the hand [70, 36], or

across larger areas such as a full hand exoskeleton [1]. Several devices also create rotational

forces using spinning flywheel systems [119, 113, 46] in which a heavy spinning wheel resists

changes in orientation with respect to gyroscopic forces.

Vibrotactile

Vibrotactile haptics [27] typically use sets of small vibrating motors to produce a haptic effect

on a user. Their simplicity, low cost, small size, and lightweight compared to many other

haptic options mean they are commonly used and are present in most modern VR controllers

[2, 3, 5]. Typically vibrotactile feedback is not intended to be interpreted as literal vibrations

in the virtual environment and instead is often intended to be an abstracted indication that

some other event has occurred [17]. Some such vibrotactile systems include vest designs

[73, 18] providing feedback across the entire torso, arm-mounded devices [92] to signal an

event has occurred, and placements around the head [67] for provide navigational guidance.

Given this prevalence, it is unsurprising it is used in many VR haptic authoring systems

[58, 66, 33].
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Other

The design of VR haptic hardware extends beyond force feedback and vibrotactile devices

and while they are outside the scope of this thesis, we will briefly mention some other

forms for reference. VR haptic hardware is also capable of producing temperature changes

either through directly producing heat [48] or through chemical haptics [78, 21]. Devices

can also provide haptics by modifying the environment including moving walls and obstacles

[125, 107, 114] and adjusting the floor’s topography [64]. Some work has also explored electro-

muscular stimulation (EMS) for VR haptics [76, 68] which use electric currents delivered

directly into the muscles to provide feedback.

2.2.2 Interaction

Haptic interaction has both a conceptual component and a technical component. The con-

ceptual component describes the inventive process a designer will go through when selecting

what sensations are desired and is the topic of our design step. The technical component is

called haptic rendering and describes the process by which a computational model calculates

and sends commands to a hardware device [79].

The interaction design step in our process refers to the conceptual portion of haptic

interactions and is the planning of haptic sensations that will be presented to the user. This

step was informed by work in human haptics but we have made the distinction in this step

to only consider the physical effects on the user. For example, a pulsed vibration should

be generated at any body location that overlaps with a virtual object or a user should

experience a downward force when picking up an object relative to the object’s weight. This

step does not include how the sensations will be perceived by the user internally, or how it

will be authored into existence, it is only in reference to the haptic sensations presented. The

most applicable research found on this creative side of interaction design provides a general

discussion on how a designer can move through creating a haptic interaction [79].

On the technical side of haptic rendering research, a variety of new algorithms are being
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investigated to increase what is possible in an interaction design. Research has investigated

how to improve the stability of general haptic interactions [8], the stability and transparency

for force feedback systems [87], and methods to support specific applications like ideal force

calculations on volume visualization [13]. While our thesis is only focused on the conceptual

side of the design process, these methods are what make the concepts possible.

2.2.3 Perception

The importance of accounting for a user’s perception has been identified before [51] but not

explicitly called out as a unique entity in the design process. As such, we propose perception

as a design step which describes the subjective internalization of the haptic sensations by a

user. This step was informed by the psycho-physical research in human haptics that focuses

on perception. The discussion focuses on the size-weight illusion in VR haptics as it is

the focus of Chapter 5, but we also briefly mention other perceptual and illusionary haptics.

While the following outlined research covers internal states resulting from haptics, they often

do not include significant discussions on how variations in hardware devices and interactions

may influence the findings, or how these perceptions can be authored, which our thesis works

to investigate.

Size-weight Illusion Phenomenon

The size-weight illusion (SWI), also known as the Charpentier illusion or De Moor’s illusion,

is a general physiological phenomenon. Given two cylinders of the same weight but different

sizes, participants will rate the larger cylinder as lighter than the small cylinder [97]. Al-

though counterintuitive to some intuitions, consider picking up a brick and a small coin that

each weighs one kilogram, regardless of the actual weight it would be likely to describe the

small coin as heavy while the large brick is light.

Original research on the SWI was done with real visuals and weights. Participants would

lift a sequence of cylinders differing slightly in height and weight and report how heavy it
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seemed. Multiple methods were being proposed for how to best prompt a user for their

perception but each showed the same trend in results with small cylinders being reported

as heavier [97]. In the most drastic cases the difference in object size, but with the same

weight, caused more than a doubling in perceived weight.

This research has since been repeated but replaced the visuals of the weight with various

digital forms at different levels of immersion [52]. It was found that the least immersive form

of a plain desktop screen showed nearly no illusion effect while a HMD VR representation

with head tracking had diminished but noticeable illusion effects. The presence of the SWI

in VR was also confirmed in additional research that compared the effects of visual volume

clues against haptic volume clues [23]. Replication has also been performed using a non-

immersive virtual environment for visuals and a haptic device producing the weight [51].

This research not only showed the SWI was present but, with consideration of the other

illusion investigated, they concluded haptic systems were capable and useful in conducting

perceptual illusion research. Regarding the SWI in immersive VR using haptic feedback,

no research has directly investigated the presence or strength. One paper proposing a new

VR haptic hardware device did compare their VR haptic methodology results against SWI

expectations and found no statistically significant SWI effect, but this was not the main

subject of their work and suggested that further research is required [100].

Given this lack in directed research regarding immersive VR haptic SWI, this thesis starts

to investigate the presence and potential strength of the size-weight illusion. We then use

this investigation to provide a discussion on how such perceptual illusions can be designed

to produce better VR haptic experiences.

Other Perceptual Haptics

Size-weight illusion is only one area of perceptual research in VR haptics. We focus on it as

a specific example to lead our discussion, but the concepts we present in this thesis hopefully

apply to other research in this area as well. The effect of skin deformation to produce
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the perception of weight [94, 100], the use of chemical agents to produce the perception of

cold and heat [78, 21], and other perception-altering illusions such as the horizontal-vertical

illusion [51] have also been investigated.

2.2.4 Authoring

Authoring is the process of creating a concrete implementation of ideas and in our context, we

are using it to refer to a step in which a designer links a virtual environment to haptic events

and was informed by the research of computer haptics. In this subsection, we review the

literature on both desktop and in-situ VR haptic authoring systems. In research discussing

immersive haptic authoring solutions, it seems common to focus on the specific implantation

of the authoring concept and measure the ease of use of the resulting design. This typically

means a minimal discussion on what hardware could be compatible with the approach, how

interactions would be practically designed within it, and the expectations of the sensations

it can produce.

Desktop

HFXStudio [29] looked at how to allow authoring of haptic experiences beyond using physics-

driven models and allow custom interactions to be created. This approach used a level of

abstraction where the tool allowed the authoring of a desired result, which was then fulfilled

as best as possible by the available hardware present. The pilot study of this system found

that both the egocentric and allocentric authored effects were considered intuitive, but the

interface control had two large issues: Firstly, inconsistency in how to navigate the scene

between different parts of the systems caused confusion in users, and secondly, the body

selection tool only allowed selecting vertex-by-vertex making it cumbersome.

Other important desktop-based haptic authoring research that was important to our work

include: Feel effects[61], which investigated the parameterization of values for haptics edit-

ing, although not in a VR context. Tactile Animation [99] and TactJam [121, 122] presented
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desktop approaches to haptic authoring using direct manipulation and incorporating embed-

ded interfaces respectively. Finally, the use of a demonstration-based system [55] which had

a designer tap their finger to represent the desired haptics.

In-situ

While our discussion will focus on in-situ VR haptic authoring systems, it should be noted

other areas of VR have researched in-situ authoring including programming functionality

and logic to the world [35] and the single and multi-user editing of visual elements in a scene

[123].

Immersive VR haptic authoring has been investigated in various projects exploring spe-

cific implementations. Weirding Haptics [33] explores immersive haptic authoring using one’s

voice. By humming while interacting with an object in VR, a designer is able to impart vi-

brotactile feedback related to attributes of the hum, which can then be refined with a set

of sliders. Results focused on analyzing the types of auditory themes designers used when

creating these haptics including instantaneous, repetitive, continuous, and action-related vo-

calizations. Vibroplay [58] is another implementation of immersive haptic authoring that

focuses on the temporal component of the process as well as the use of arbitrary objects

in the authoring process. While short, the paper describes their system where designers

are able to manipulate a video of an experience along a timeline within VR, and are pre-

sented with a set of nodes on a manikin head in front of them corresponding to the set of

vibrotactile motors used in their hardware device. While proceeding through the video, the

designer is able to reach out and touch the dots with their hands, or any object they are

holding, to indicate the system should trigger the vibrotactile feedback of those motors at

that point in the video. As it is an early work no results are provided, but it demonstrates

another implementation of immersive haptic authoring being explored. VRTactileDraw [66]

allows designers to apply haptics to larger sets of vibrotactile sensors. In their most recent

iteration of the tool, the designer starts in VR and is presented with a manikin they are able
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to draw on using their controllers, indicating where the haptics should be experienced. The

resulting areas are interpolated between the nearby haptic actuators to produce the closest

approximation to the designer’s intended haptic experience. The designer is then able to

define intensity-over-time curves to allow more control over the experience. Their results

looked at the usability of their implementation using system usability scale questions [20],

finding the system received high usability scores and identifying improvements for their next

iteration. All of these systems demonstrate interesting and specific approaches to interacting

with an authoring system and lay the groundwork for their benefits. Our work in Chapter

6 complements this by investigating how an authoring system can make the best use of the

in-situ environment by prioritizing the context the design process takes place in. We also

explore designer expectations and visions for such systems. Finally, in addressing our thesis

questions we consider such systems in relationship to the other steps of the design process

discussed above.

2.3 VR Haptic Applications

Multi-modal feedback has broadly been shown to have benefits to task completion and

understanding. A meta-analysis of visual against visual-tactile feedback [93] found the latter

provided a significant advantage and increased user efficiency across all types of tasks tested.

These broad benefits of haptics improving task performance have also been found in the

context of VR [83], as well as proving increased presence [42] which is often a goal when

creating virtual environments.

This has led to research on the impact of VR haptics in specific applications for a variety

of fields. Providing students with the ability to learn cellular biology by feeling and manip-

ulating molecules [116] demonstrates the potential for educational use. Training systems for

dentists performing cavity preparation found statistically significant increases in students’

marks and decreases in time taken in class when using VR haptics [37]. Training in other
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areas including aerospace maintenance [6], medicine [7], skill transfer [47], and assembly line

work [44] have also been explored. Work has also explored the potential for VR haptics to

benefit those with traumatic, degenerative, or neurological injuries through rehabilitation

[110]. Finally, there are entertainment uses in which more than 200 VR games have adopted

haptic support just for vest-based vibrotactile feedback alone [17]. With the potential bene-

fits and number of applications where VR haptics can be applied, it is important to consider

how the design of these systems can best be approached.

2.4 Related Concepts

Fly-By-Wire Systems To control an aircraft, small sections on the wings and tail, called

flight control surfaces, are able to move to direct airflow. Early aircraft used mechanical links

between the pilot’s control stick or peddles and the control surfaces causing them to react

to each other [10]. In addition to allowing control of the aircraft, this connection could also

allow the pilot to feel forces acting on these control surfaces when maneuvering. Over time,

planes have replaced this control system with Fly-By-Wire systems where there is no longer

a direct mechanical connection and instead inputs to the stick and peddles are converted to

electrical signals [124] which are processed by computers to make the necessary adjustments

to the flight control surfaces using actuators. One effect of using a Fly-By-Wire system is

the loss of the inherent haptic feedback from the flight control surfaces. Due to the benefits

haptic feedback provides, this has resulted in the need for haptics to be designed back into

the interaction [10, 98].

2.5 Chapter Summary

In this chapter we covered key haptic terminology and concepts and presented components of

VR haptics and how they are used to produce a haptic experience. From this literature, we

found that while the current approaches to improving VR haptic design investigate different
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components of the design process, each tends to examine a singular component in isolation.

Our work investigates the process of not only the various elements of VR haptic design, but

then continues to discuss the interactions between them and their effects holistically.
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Chapter 3

Creating The SWICK

Figure 3.1: This chapter addresses the hardware considerations of the VR haptic design
process.

As we discussed in Chapter 1, virtual reality is a powerful visual medium, but it lacks

tangible elements to enhance immersion and provide deeper interactions. In Chapter 2 we

discussed the benefits of haptics to virtual reality and existing haptic concepts, interactions,

and experiences that have been explored.

To investigate and expand user interactions for haptic experiences, we required a haptic

device. While there are commercially available haptic devices available, creating our own

provided insight into haptic hardware considerations, strengths, and limitations, and offers

more flexibility to modify and refine the device as needed for specific research uses (see

Figure 3.1).

In this chapter we:

1. Describe the process of creating a modular fan-based force feedback unit.

2. Discuss the assembly of the SWICK and SWICK-2D devices.

25



3.1 Building a Modular Haptic Fan Unit

3.1.1 Initial Considerations

With the wide range of potential haptics a device could produce, we first discuss how we

narrowed down our design goals. This includes which haptic sensation to elicit, the extent

to which the system should be grounded, and our selection of what mechanism to produce

the haptics.

Force Feedback

Force feedback haptic sensation was selected because of its ubiquity and its flexibility for

research objectives. As discussed in the background chapter 2.2.1, force feedback is prevalent

in VR interactions as a fundamental sensation when touching or grabbing objects. The

system is also easier to conceptualize since it actually applies the desired sensation of force

rather than haptics with a layer of abstraction such as vibrotactile haptics which often are

not used to represent a VR vibration. This, in turn, also provides a higher level of precision

with interaction design as the force presented can be measured and compared objectively at

the same time as the user provides subjective feedback on the interaction.

Ungrounded

An ungrounded device was chosen because of the increased freedom of movement it provides

to the user, while also allowing for a modular approach that can be scaled to its needs. While

a user’s movement within VR can be done through a controller input, movement is often

encouraged in physical space through rotating one’s body, ducking, and walking around.

Ungrounded designs typically do not interfere with this freedom as the force feedback device

is usually mobile with the user, can avoid wires that run along the ground which might

tangle or trip the user, and the area of use is equivalent to the extent of the VR device itself.

This design also lends itself to a modular approach as each device, or set of devices, can
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be designed to support its own requirements and operate independently without interfering

with other components. This would allow the system to scale up or down depending on

the needs of the research it was being used in. The downside of this approach is that by

making the device ungrounded, the user must carry the entire weight of all components, so

minimizing the weight of the device was considered a priority.

Fan-based

To produce the ungrounded force feedback, we selected a fan-based design for its convenience

and simplicity. The popularity of hobby drones has led to widely available high-power, low-

cost fan components with a variety of options to match the application required. There

is also significant documentation on the process of assembling and controlling drone motor

systems to help ensure the device works consistently and reduces prototyping time. When

combined with high-capacity lithium polymer (LiPo) batteries, portable fan devices can

have reasonably long operation times and be monitored for voltage and power draw. This

combination of availability, documentation, and potential operation times made a fan-based

device a pragmatic choice.

3.1.2 Components and Assembly

Based on these rationales, we began construction of an ungrounded, fan-based, force-feedback

device. The components and assembly process are discussed here. Creating a complete fan

unit requires a motor, electronic speed controller (ESC), propeller, battery, and optional

housing (see Figure 3.2). The propeller is mounted to the motor which is placed within a

housing for protection. The motor wires are soldered to the ESC which is connected to the

battery pack.
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Figure 3.2: Components used to create the modular haptic fan unit.

Motors

We used a 3BT 2306 2500Kv high-speed, 3-phase, brushless DC motor as the driver for the

fan units. These motors are lightweight at only 32g, run off a 4S battery cell (see subsection

3.1.2), but have a data sheet max thrust output of 1474g (using a GF50453B propeller, see

Figure 3.3). This high thrust output provides both flexibility in applications with the wide

range of force that it can produce, and in applications where full thrust is not required the

motor will use less power and allow the battery to last longer for prolonged interactions.

While the final thrust output of our assembly (see Figure 3.5) does not reach the listed

datasheet value, likely because of the chosen propeller and airflow restrictions caused by the

housing, it still output 1166g of force which is high compared to other similar force feedback

devices (see related work 2.2.1) such as the Thor’s Hammer which produces about 408g of

force.
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Figure 3.3: Listed data sheet values for a 3BT 2306 2500kv motor. ([41])

ESC

3-phase motors like the one used cannot be run off a simple analog signal. This is because

the rotation of the motor is caused by alternating sets of electromagnets which need to be

turned on and off with precise timing based on the current state of the motor. An ESC

fills this role by monitoring the current rotation state of the motor, calculating the next

motor state based on a desired motor speed, and then sending the signal for each of the

electromagnets as necessary.

To calculate the outputs for the motor, the ESC reads an input signal to know what motor

speed is desired. Again an analog signal is insufficient for the ESC’s input, instead requiring

a timed sequence of signals such as that provided by pulsed width modulation (PWM).

An ESC receiving PWM signals typically accepts input pulses of 0 to 2000 microseconds

(µs). Input pulses less than 1000 µs indicate for the ESC to stop the motor, and input

pulses between 1000 and 2000 µs indicate a requested speed of %0 to %100 of the motor’s

maximum, mapping linearly. For example, an input PWM of 1400 µs causes the ESC to

drive the motor at a target 40% speed.

The selection of an ESC does not have requirements beyond essential technical considera-

tions of their maximum amps (A), supported battery array, and general construction quality.

We used a NewBeeDrone Smoov Stick 32-Bit 45A 2-6S ESC for this purpose as we are using
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a 4S motor that is rated for up to 60A, but the datasheet for the motor indicates 42.89A is

sufficient for the motor to run at full speed.

Propellers

To convert the rotation of the motor to airflow, and therefore force, the device requires a

propeller. We used an HQProp 5x4.5x3 Tri-Blade Propeller. The dimensions are 5x4.5x3:

the diameter of the propeller span is 5 inches, the pitch of the blade is 4.5 inches, and the

propeller has 3 blades. The span and pitch affect the amount of air moved and force produced

for a set rotation rate, with a larger propeller span and higher blade pitches increasing the

force. The downside of larger and higher-pitched blades is a higher power draw to rotate

the propeller at this load, resulting in shorter operation and more strain on the electronics

from the increased current draw. A larger propeller also has more momentum, making it

less responsive. The 5-inch blade diameter and 4.5-inch pitch were chosen as they are a

standard size that balances force production with power draw, and a tri-blade was selected

over a dual-blade as it reduces the average force on each blade, in turn lowering strain on

the system and decreasing noise.

As it is possible to reverse our chosen motor’s spin direction by reversing the connection

to the ESC, it allows the mounting of the propeller in either orientation to push air towards

or away from the motor. The modular fan unit was expected to be attached to a user or

mounted to an object on one side, so we opted to attach the propellers upside-down from

convention such that it would pull air in past the motor and mounting area, and push it

away from the object out through the top. This minimizes blowing air in the direction of

the held device, which we expected to be disruptive.

Battery

To power the assembly while keeping the system fully untethered to the world, we used

GNB 2200mAh 4S 120C - XT60 LiPo batteries. The “S” indicates the number of cells in
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the battery pack, with each “S” contributing 4.2 V when fully charged down to 3.7 volts (V)

when depleted. This 4S configuration met our selected motor’s voltage requirement of 16.8

V. To determine how long the device could operate in minutes, we divide the 2.2 Ah storage

by the motor’s current draw and multiply by 60 minute/hour. At full throttle the motor

uses 42.89 A, meaning an operating time of only ∼3 minutes. While this is a relatively short

amount of time, it is unlikely most uses will require the motor to run at full strength and

operate continuously. A much more realistic consideration of operation time would be the

data sheet’s 52% throttle using 16.84 A, allowing for ∼8 minutes of thrust and if used with

a 50% duty cycle, providing ∼16 minutes of thrust. While a larger battery would provide

longer use of the device, batteries are relatively heavy. Given our goal that an ungrounded

device should be kept as light as possible, we also wanted to keep the battery as small as

possible while meeting the power needs of the device. The final consideration for the battery

is the “C” value which indicates the charge and discharge rate the battery can handle. A

C-rate indicates the proportion of an hour it should take to fully charge or discharge the

battery with 1C taking (60/1) 60 minutes, 2C taking (60/2) 30 minutes, 3C taking (60/3)

20 minutes, and so on. A C-rating of 120 means it is safe to discharge the entire 2200 mAh

in only (60/120) 0.5 minutes which is safely above the requirement of ∼3 minutes previously

mentioned being needed for full throttle and avoids putting the battery at its upper limit of

discharge.

Housing

To protect the user from the propeller and the propeller from other objects the motors are

placed into a cowling, also referred to as its housing. The housing is custom-modelled in a 3d

modelling program (image 3.4) and 3d printed using fused deposition modelling with high-

strength PLA+. The top and bottom grille use 1 centimetre (cm) corner-to-corner hexagons,

which prevents any part of the hand from being able to reach the blade while minimizing

the amount of material covering the air inlet and outlet. The top covering is threaded and
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removable from the main body to allow access to the internals as needed, and the bottom

square wire hole has an additional guard that snaps over it to prevent accidental contact with

the propellers. Because of the thick 2.2 millimetre (mm) walls, the entire structure is very

rigid, allowing the blades to come within 2 mm of the duct wall without potential collision

and allowing the duct to survive being dropped or colliding against objects. Finally, the

motor mounting point on the bottom uses a captive nut design so the motor’s attachment to

the housing is separate from the unit’s mounting on the object it is supplying force feedback

for. The unit mounting plate can be attached to objects in vertical or horizontal orientations.

Figure 3.4: 3D model of the duct design.

3.1.3 Controlling the Fan Unit

To run the motors, a desktop machine was connected by Bluetooth to an Arduino Nano 33

IoT which was placed on the fan unit and configured to send PWM signals to the ESC based

on requested values from the desktop. The first signals sent to the ESCs must be an arming
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sequence, after which they will follow the desired motor speed until they are powered off.

Arming the Motor

Before the ESC will receive commands, it must first receive an arming signal on its input

line. This signal both communicates to the ESC that further signals should be acted upon

and sets the minimum and maximum values of PWM to map the various motor speeds. The

arming sequence is as follows:

1. Power on: Connect the ESC to a power source.

2. ESC indicates on: The ESC uses its attached motor to play small chime over 3 seconds.

3. Set max PWM signal: Send a maximum PWM signal of 2000 µs to the ESC for 7

seconds.

4. ESC receives signal: The ESC uses the motor to produce a short low tone indicating

the maximum PWM is received.

5. Set min PWM signal: A minimum PWM signal is sent to the ESC of 1000 µs for 7

seconds.

6. ESC receives signal: The ESC uses the motor to produce a short high tone indicating

the minimum PWM is received.

7. Motor is armed: ESC uses the motor to produce a final chime for 5 seconds and any

further signals will be acted upon.

This arming sequence must be performed every time the system is powered on and must

be done correctly. If the arming sequence process is incorrectly executed the mapping of

PWM to motor power can become misaligned, producing unpredictable and even dangerous

behaviours. In one case, our arming sequence had incorrectly used 1100 µs for the max

PWM in step 3 and when a signal was later sent to the ESC for 1800 µs PWM, it caused

the ESC to overheat within seconds and catch on fire.
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Controlling the Force of the Device

A short script for the Arduino was written to automate the arming process and allow entry

of PWM values through a text prompt (see appendix A for full code). We chose direct entry

of PWM values for control input as it provides the highest level of control resolution for the

fan unit. To be able to accurately predict force outputs of various PWM signals for our later

chapters, we connected a fan unit to a linear force sensor and recorded the values over time,

voltage, and PWM.

Figure 3.5: A course sampling graph of force produced by one of the motors in grams against
the pulse width modulation requested using a battery as the power supply.

Course testing of 1300, 1500, 1700, and 1900 µs PWM indicated a nearly linear rela-

tionship between PWM input and force output (see Figure 3.5) with a max force output of

∼1120g. To investigate the lower end of the force output in more detail, the force output of

an incrementing PWM was checked starting at 1000 µs and incriminating by 10 µs every 10

seconds up to 1500 µs (see Figure 3.6). When comparing the two graphs, the force outputs

of each are seen to be different for the same PWM. The course sampling has a force of 188g

for 1300 µs PWM and 443g for 1500 µs PWM while the detailed graph shows 152g for 1300

µs PWM and 377g for 1500 µs PWM. This difference is the result of the lower voltage of the
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Figure 3.6: A detailed sampling graph of force produced by one of the motors in grams
against the pulse width modulation requested using a battery as the power supply.

battery as a result of the detailed test gradually increasing in PWM over several minutes.

This makes creating an accurate mapping of PWM to force output very difficult and led to

an eventual change in design, see subsection 3.2.2 below.

3.2 Assembling the SWICK

After building the fan units we sketched various application scenarios to investigate how the

fan units could best be used to explore haptic interactions for virtual reality (see Figure 3.7).

The goal was to choose a configuration which was broadly applicable for future uses while

also being as simple and reliable as possible. Some ideas included configurations such as a

fishing pole, mallet, barbell, or attaching them directly to the user.

We chose to configure the two fan units on either end of a ridged rod, with each fan

pointing in opposite directions to allow bi-directional forces along a single axis (see Figure

3.8). This configuration allows interactions such as picking up, carrying, and pushing objects

depending on the direction the device is held since each relies on a single linear force. Because

of our device’s use in the size-weight illusion research in chapter 5, we named the device the:
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Size Weight Illusion stiCK, or SWICK for short.

Figure 3.7: Exploration of applications for the modular fan unit.

3.2.1 Creating the Frame

The frame holds the modular fan units together in a fixed orientation and distance, simpli-

fying the planning of interactions. As mentioned in the propeller subsection 3.1.2, the fans

units pull in air from their bottom, blowing it out the top. Placing the fans in these positions

causes the forces to press inwards towards the center of the device, minimizing strain on the

mounts, providing a safer failure mode as the loss of an attachment point does not result in

the fan unit flying off the shaft, and minimizes the amount of air blowing onto the user’s

hand which could be a distraction from the force the device is producing.
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The frame of the SWICK also provides a location for the user to grab and experience the

force feedback from. Because we anticipated using the SWICK for precise force applications,

we chose to have the grab point along the axis force gets applied. This choice results in only

linear forces being experienced by the user as opposed to many other devices (see subsection

2.2.1) which, due to their grab point being at the end of the handle, also induces torque

forces.

The main connector is a 16.5cm long 1/4 inch carbon fibre tube which provided a strong,

rigid, lightweight support for the fan units. Joint junctions were then modelled and 3D

printed to create an interface between the tube and fan units using a screw clamp design to

provide a secure friction fit while allowing each fan unit to be swapped out if needed. This

design without the battery weighs a mere 248g.

Figure 3.8: SWICK with one degree of freedom.
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3.2.2 Power Supply Change

While recording data on the force created for various PWM values, we found that the

dropping voltage of the battery provided too much variation in the expected force output

(see Figure 3.9). After only 3 minutes of moderate use, the same PWM request produced an

8.5% lower force than with a full battery, with longer or high-intensity use making this error

greater. A further complication is the decrease in force from voltage drop is not constant

across PWM signals. Using a battery with low voltage has a proportionally larger error

at high force requests than low force requests, creating a challenging dynamic interaction.

Finally, even if monitoring the voltage creates a closed loop feedback, the load caused by the

motor results in a variable transient voltage drop as long as the load is present and would

require an additional series of calculations to account for. Accounting for all these variables

to produce a reliable and accurate relationship of PWM to force produced was considered

impractical.

Figure 3.9: Voltage decrease during operation from a battery power supply and the resulting
decrease in force from a fixed 1500 µs PWM signal.

Instead, we replaced the battery pack power supply with a 15V constant voltage power

supply unit that sat on the floor. This allowed the same voltage and current to always be

available for the motors and allowed consistent and simple mappings of PWM to force output

of the device. One downside of this change was a new set of wires hanging from the SWICK

which ran to the power supply. These wires could make physical movement with the device

38



harder and introduce the potential to trip the user, so our applications of the device would

be best as stationary interactions. A second and more pressing downside of this change is

that the power supply is only able to produce 15V while the motors work best with 16.8V,

and the power supply has a maximum current of 15A, significantly below the ∼45A needed

to run the system at full power. Interpolating the 225 watt output of the power supply unit

to the motor data sheet (see Figure 3.3), the motors cannot be run above 48% of their max

force, or about 628g. While this new max force is significantly below the 1166g provided

using a battery, our work never required more than 500g of force so this change was seen as

an acceptable compromise.

3.2.3 Safety Additions

While the motors are separated from the user by the housing, the high speed of the propeller

still poses a potential danger, and the force the fan unit generates could cause the device to

damage itself if not held while running. To protect both the user and the device further, an

ergonomic handle was created with a two-position enabling switch installed under the middle

finger (see Figure 3.10). This switch was connected to the system such that the motors can

only become armed while the switch is pressed and the release of the switch results in power

being cut from the motors. This button becomes naturally pressed as the user holds the

handle and if for any reason the user feels unsafe or needs to deactivate the device, all they

need to do is open their hand and drop the SWICK. In Chapter 5 the integrated button was

used for a grab interaction instead and a separate two-position enabling switch was added

to serve this purpose.

3.2.4 Expanding to SWICK-2D

While the SWICK allows force along one degree of freedom and would be sufficient for basic

applications, we anticipated some uses of this device to require more flexibility and created

an enhanced design.
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Figure 3.10: Improved grip with built in two-position enabling switch.

The previous one degree of freedom allowed common sensations such as the weight of

an object using a force directed downwards, and the ability to make the system transparent

using a force directed upwards. To expand this, we added a second linear degree of freedom

horizontally and a degree of rotational freedom. This required the addition of two more fans

mounted horizontally from the center instead of vertically. In this configuration, pairs of fans

can be used to produce force in any direction or rotation along a plane (see Figure 3.11).

This configuration of haptic hardware and approach to scaling a single linear dimension

of force feedback to additional dimensions is novel among VR haptic designs. Where most

force feedback devices in VR research (see subsection 2.2.1) only allow linear or angular

forces, typically along one or two axes, and would not easily be scalable to include degrees of

freedom, our approach allows for linear and angular feedback with the capability to produce

force in additional directions as required for the application. Because the fan units are each

modular, the only changes required to the existing assembly were adding an attachment point

to the fan housing’s side and expanding the frame structure to support the new motors. We
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Figure 3.11: Concept design for SWICK-2D.

will refer to this version of the SWICK as the SWICK-2D (3.12).

A further expansion to this design was also conceptualized as the SWICK-3D, allowing

force feedback in all three linear and angular directions 3.13. Our work never required this

further enhancement to the SWICK so because of the additional technical challenges of

securing the units to the frame, creating a system to control the added dimensions, and that

a larger power source would likely be needed, the SWICK-3D was not physically prototyped.

Conceptually, though, this approach can provide a high level of flexibility in producing force

feedback for VR applications.

3.3 Chapter Summary

In this chapter, we detailed the process of creating a fan-based force feedback unit. This

included the components used, their functionality, and their requirements. We then assem-

bled the fan units into a complete device called the SWICK which allowed force feedback

along one degree of freedom and subsequently produced a more complex variant allowing

force feedback along a plane called the SWICK-2D with 3 degrees of freedom. The result of

this is the SWICK and SWICK-2D, which we used as our force feedback devices in our later
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Figure 3.12: SWICK-2D, a design that allows force feedback along two degrees of linear
freedom and one degree of rotational freedom.
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Figure 3.13: SWICK-3D design incorporating four more motors and allowing linear or an-
gular force feedback in any direction.
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chapters (Chapter 4 and Chapter 5)
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Chapter 4

Interactions from Other Domains:

Plane Haptics to HMD Drone Control

Figure 4.1: This chapter addresses the interaction design considerations of the VR haptic
design process.

In the previous chapter, we discussed the creation of a set of ungrounded fan-based

force feedback devices called the SWICK and SWICK-2D. The SWICK-2D was capable

of producing sustained forces of up to 800 grams in any of the 3 supported degrees of

freedom. While we did identify issues with the use of fan-based feedback for virtual reality,

we concluded it to be a sufficient tool to investigate the relationship between force feedback

and VR haptic experiences, and used it in our following work.

With this haptic device, we next explore the use of current haptic application research

in a non-VR domain to inform new user interactions for VR haptics. Haptics as an inter-

action medium is not unique to VR and is used in other domains. We reviewed existing

haptic interaction research from a fly-by-wire force feedback system to provide a theoretical

framework when building an HMD drone control force feedback interaction (see Figure 4.1).
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Specifically, we looked at research [77] presenting both passive and active force feedback as

our external domain source.

In this chapter we:

1. Justify the use of HMD drone piloting as an analog for VR interactions.

2. Describe the process of analyzing the existing fly-by-wire haptic concepts and imple-

mentations.

3. Investigate the new HMD drone control’s context and requirements.

4. Use the underlying fly-by-wire concepts to build a force feedback design for HMD drone

control.

5. Reflect on the resulting haptic sensations from experiencing sample interactions.

6. Discuss the impact we believe using existing haptic interaction concepts from fly-by-

wire systems had.

4.1 HMD Drone Control as an Analog for VR

In this chapter our work is based on applying fly-by-wire force feedback concepts to HMD

drone control. This may seem unusual given the focus of our work is on VR, but there are

strong similarities in the interaction context between HMD drone control and VR simulation

of a HMD drone control. In both cases, the user would receive exclusively visual feedback

through a headset’s dual screens to operate a drone remotely in a first-person perspective

using a controller in a way that places the pilot’s mental state at the location of the drone.

The remote nature of the teleoperation largely makes the physicality of the drone irrelevant

as both would be experienced in essentially the same way. With the practical concerns about

the time needed to create a sufficiently functional and accurate drone simulation, we decided

the use of a real drone for our analysis would provide a representation of a VR experience

but allows for a simpler implementation.
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4.2 Understanding the Force Feedback Concepts

The first step in our process was to understand the fly-by-wire force feedback system of [77]

so we could attempt to apply the concepts to our new context.

4.2.1 Feedback Types

There were two types of feedback for fly-by-wire haptics presented, Passive Tactile Feedback

(PTF) and Active Tactile Feedback (ATF) (See Figure 4.2). PTF provides force feedback

that opposes the direction of motion during an input that moves the aircraft towards the

edge of its flight envelope, but stops once the input is cancelled, regardless of the plane’s

state. This means even if the aircraft is near the edge of its flight envelope, once the input is

returned to neutral the force feedback ends. ATF contrasts this by continuously producing

force feedback in the direction that brings the plane as far as possible from its flight envelope

edges. This means there is continuous feedback and it requires a continuous effort to maintain

the plane’s state if it is near the edge of its flight envelope. For a simplified contrast of these

two approaches, PTF provides feedback based on starting or changing a maneuver while

ATF provides feedback based on the plane’s state. PTF and ATF demonstrate different

elements of the piloting interaction to be expressed, and this leads to the first concept we

considered from their work: What elements of the interaction are the haptics reflecting?

4.2.2 Feedback Context and Purpose

Planes often fly relatively level to the ground with a primarily forward motion. Through

the use of sensors and displays, a plane’s speed, pitch, roll, yaw, and other state information

are available to inform a pilot of the plane’s state and motion. Although factors such as

crosswinds and turbulence can cause lateral and vertical motion in addition to the primarily

longitudinal motion, an amount of force significant enough to impact the plane’s flight is

also likely sufficient enough to be felt without the need for explicit feedback. As a result,
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Figure 4.2: Top down view of a flight control stick showing the force feedback response for an
Active Tactile Feedback (green) and Passive Tactile Feedback (red) system. (image source
[98])
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a pilot is provided with a great amount of information on the state of the plane without

explicit force feedback designs. The stated goal of the research paper’s haptic system was

to increase the pilot’s situational awareness of the plane’s relationship to the flight envelope,

not the state of the plane itself. This allows the pilot to understand the strain an input is

placing on the aircraft and presumably avoid actions that would place the plane in danger.

This is the second concept we considered from their work: What information is important

to be reflected in the haptics and what purpose does it serve?

4.2.3 Reference Frames

Both PTF and ATF use the reference frame of the flight envelope for their force feedback

calculations. As mentioned in subsection 4.2.2, this is because the haptics are provided to

increase the pilot’s situation awareness of the plane’s flight envelope. Since the flight envelope

is based on the load forces experienced by components, it does not have a spatial reference

frame and exists regardless of the world or plane reference frame. Contrasting this, a plane’s

input uses the plane’s reference frame for its actions. For example, rotational maneuvers

such as a roll rotate about the plane’s longitudinal axis and thrust is provided along the

plane’s longitudinal axis. Additionally, because the force feedback is provided through the

input stick, the force feedback is also using the plane’s reference frame. This is interesting as

it shows multiple reference frames can be used together to build up the haptic interaction,

in this case a plane frame input gets used to calculate a flight envelope frame response which

is fed back as a plane frame haptic feedback. This is the third concept we considered from

their work: What reference frame are inputs being made from and what reference frame

reflects the type of information the haptics are to represent?
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Figure 4.3: Example of how a local reference frame (drone body frame) can differ from a
global reference frame (world frame). (image source [77])

4.3 Qualities of HMD Drone Control

The next step in our process was to understand relevant operational contexts for using an

HMD drone control. This was done as we expected underlying differences in applications

and use between the operation of a conventional aircraft and the operation of an HMD drone

that would impact our designs.

For this work when we discuss a drone, we will be referring to a medium-sized 600g (with

battery) quad-copter with a forward-facing fixed camera.

4.3.1 Visual Feedback

We looked at two aspects of the visual feedback provided by the HMD when operating a

drone. First is the contrast between the visuals providing too little feedback, and providing

too much stimulus. Consider the state of flying two kilometres in the air while trying to

maintain position. In order to not intentionally move the drone, the drone’s orientation will

enter a stabilized frame (see Figure 4.3) in which its vertical axis matches that of the world

frame’s vertical axis. This will roughly point the camera towards the horizon where only
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about half the view will be of the ground, at a distance at least two kilometres away. In this

state, there is very little visual feedback to indicate motion. If the drone had not come to

a complete halt before adjusting to the stabilized state orientation, or if a crosswind begins

pushing the drone, only subtle hints from parallax would indicate this and could result in

the drone moving from its intended position unbeknownst to the pilot. On the other hand

in the same scenario, if a motor fails momentarily and sends the drone into a spinning free

fall, the visuals will now be a spinning blur of scenery. Depending on the rate of the spin

and complexity of spin angles relative to the drone body, the visual now provides too much

information too quickly and could result in an over stimulus in which a pilot is unsure what

state the drone is in or know what input to use to achieve a desired state, despite technically

being shown the exact state of the drone at any given moment.

The second consideration is the inconsistent nature of visual change provided from a lens.

Because lenses are curved and introduce barrel distortion, objects in the center appear to

balloon out slightly while objects near the side appear compressed. Depending on the field

of view for the camera, this can cause significant warping such as with a fisheye lens. The

result of this is actions that move objects from the center of the field of vision to the outside,

or from the outside to the inside, causing skewed visuals of the motion taking place as a

consistent velocity appears to make things accelerate and decelerate. From the perspective

of the pilot, distances and the perception of space now involve both the absolute relationship

between locations as well as the warped perception being used for visual feedback.

4.3.2 Maneuvering and Motions

Commercial drones are likely to reach speeds of up to 30 meters per second (m/s) [39], and

accelerations of 39 m/s2 vertically [109]. For perspective, 30 m/s is 108 kilometres per hour

(km/h), a speed equivalent to highway driving, and 39 m/s2 of acceleration allows it to

reach 100 km/h speeds upwards (against its own weight) in just 2.6 seconds, faster than a

Lamborghini’s acceleration of 100 km/h in 2.9 seconds [12]. This demonstrates the large

51



band of potential speeds and accelerations the drone could be operating in, and which a

potential design should account for.

Figure 4.4: Motor sets needed to achieve each degree of freedom of force. (image source [89])

Regarding maneuvering, pilots have control to produce force along 4 DoF, pitch, roll,

yaw, and upwards throttle (Figure 4.4). While drones have a small set of control directions,

they maneuver in complex ways. Drones can’t produce a longitudinal or lateral force so

to move in these directions they must first tilt themselves. Two results of this are that

a drone can transition from stationary to motion in any direction without needing to face

that heading using pitch and roll, and any time the drone wants to accelerate or maintain

speed in a direction other than vertically it must be in a tilted orientation. This means for

the majority of motions the drone’s reference frame will be different than the world frame

(discussed more in subsection 4.3.3), even to the point of pitching or rolling close to 90°

from stable to achieve the fastest travelling speeds over land. These indicate a dynamic and

flexible movement space for the drone to operate in, with tilting being an important and

common requirement for its motion.
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4.3.3 Reference Frames

We identified two reference frames of importance when piloting a drone using a HMD. The

first reference frame is the drone body frame (Figure4.3), where forward is defined as the

direction the camera is facing projected onto the place created by the motors, up is the axis

perpendicular to the plane created by the motors, and horizontal is the axis perpendicular

to both forwards and up. This is the reference frame in which maneuvers are performed

about, where an input on a drone controller to the right produces a roll to the right around

the drone’s forward axis and a resulting movement to the drone’s right. More importantly

though, this is also the reference frame that visual feedback is being provided to the pilot.

As the drone tilts and moves so does the pilot’s view, such that their visual “up” may not be

towards the sky. The second reference frame is the world frame (Figure4.3). From this frame

it would be easiest to describe directions as north/south, east/west, and up/down, where

up is the direction away from the earth’s center. One result of this reference frame is that

it is (essentially) static. Regardless of the actions taken and the orientation of the drone,

directions are consistent. This frame can be useful in describing locations and the drone’s

relationship to other objects in the world. For example, if a drone was falling from the sky,

the concept of importance is not that the drone is moving in any specific direction from its

reference frame, but that it is falling “down” towards the ground relative to the world frame.

The takeaway from these two reference frames is that the drone’s reference frame is more

closely related to the pilot, while the world frame provides consistency for locations.

4.4 Creating the HMD Drone Control System

Many design decisions were used to produce a prototype that reflects the existing fly-by-wire

haptic work but also applies to HMD drone piloting.
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4.4.1 Underlying Feedback Response

We start by looking at the considerations identified in section 4.2.

What Elements of the Interaction are the Haptics Reflecting

The three options we identified for the haptics to represent are the following: 1. the drone’s

body state, to provide more detailed information on the orientation of the drone, 2. the

visual feedback, providing force feedback that matched changes presented from the visual

feedback, or 3. the acting forces, where the force feedback would represent the forces acting

on the drone.

Out of these options, we chose to base the feedback on the sum of the forces acting on

the drone either from external sources or by the drone itself that are in excess of what is

necessary to keep the drone stationary. This means if the drone is hovering without motion,

no force feedback is provided. If the drone is made to move in any direction, the haptic

device will provide feedback in the same direction that mirrors the forces being applied to

the drone. In this way, the pilot can “feel” the forces acting on the drone. This was chosen as

we believe it best balances the intuitiveness of the sensations with the concern of continuous

feedback causing fatigue.

What Information is Important to be Reflected in the Haptics and What Purpose

Does it Serve

In choosing to have the haptics reflect the forces on the drone, the user should be provided

information on the drone’s acceleration, rotations, and when under loads. For clarification,

“under load” here is referring to something pulling on the drone such as using the drone

to lift an object. The information of these aspects are to increase the pilot’s awareness of

the constantly changing state of the drone. As mentioned previously, drones operate in a

very dynamic way, so we are trying to have the haptics represent information that reflects

this dynamic nature. While feedback based on acting forces doesn’t give the pilot more
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information on the drone’s current state, which is available through visual feedback, it does

inform the pilot on how the drone’s future state will relate to the current state.

In addition to the above, we also chose to provide information on battery voltage. While

a low battery is not itself a force acting on the drone, it represents a lack of force able to

be created by the drone. This was presented as a downward force to represent heaviness or

sluggishness, which also provides information on the changing state of the drone by letting

the pilot know the drone will not perform maneuvers as quickly.

What Reference Frame Are Inputs Being Made From and What Reference Frame

Reflects the Type of Information the Haptics Are to Represent

While we did consider integrating a new control system into the haptic feedback device

so it could be used to fly the drone as well, this was not found to be directly relevant

to investigating the use of existing external haptics for HMD drone control. As such, the

control system is unchanged and inputs are still provided from the drone’s reference frame

(see subsection 4.3.3).

Regarding the feedback, we chose to also use the drone’s reference frame. We believe

this provides the most intuitive understanding of the information as it matches the reference

frame of the visual feedback and control input. This also reflects the fly-by-wire ATF concept

of using force feedback to provide information about the aircraft’s state while implying how

to respond to the feedback. In the ATF system, a pilot can move the input along the direction

of the force feedback to keep the plane within its flight envelope. Using the drone’s reference

frame our design would allow the pilot to know to apply inputs in the opposite direction of

the force feedback to keep the drone in its current state.

While very dynamic situations such as the drone falling may benefit from the consistent

reference of a world frame, we did not believe the information could be sufficiently acted upon.

Providing haptic information that the drone is travelling “down” or “north” might provide

the pilot with an understanding of what goal they want to achieve through maneuvers, but
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does not help them with the underlying information of the inputs needed to perform the

drone reference frame maneuvers.

4.4.2 SWICK-2D Considerations

At this point, we also looked at the practical effects of the haptic hardware we were using

for our system, the SWICK-2D.

One simple concern was that although it would be ideal to have access to 6 axes of

force generation to reflect the 6 degrees of freedom of motion by a drone, the SWICK-2D as

implemented can at most produce force along 3 axes 3.2.4. Despite this, the SWICK-2D’s 3

degrees of freedom were considered sufficient for this work as the forces it is able to produce

allow a representative sample of linear forces including along a continuous range of angles

from 0° to 359°, and rotational forces. While more degrees of freedom for the force may

provide additional insight, they would essentially be extensions of the types of interactions

already available by the 3 degrees of freedom offered by the SWICK-2D.

The other concern with using the SWICK-2D relates to transparency (see section 2.1).

We concluded making the device transparent for this application would lead to a better

interaction. This is because, without transparency, any force feedback that is less than the

weight of the SWICK-2D will represent a minority of the forces being felt by the pilot. If the

SWICK-2D is continuously pulling the pilot’s hand down by 450g (the weight of the SWICK-

2D), it may be difficult to notice a 10g added force downwards. Additionally, the direction

of the force feedback may feel shifted from its true direction from the continuous 450g force

downwards due to gravity. A 450g force feedback to the right on top of the 450g weight could

result in an apparent force diagonally. Despite the conclusion that transparency would be

better for the interaction, it was not implemented due to the limitations discussed in section

3.2.2. The power supply being used only allows the SWICK-2D to run at a maximum of 48%

power, which is 628g of force. As the device weighs about 450g, this would leave only 178g

of force for upward and clockwise rotational force feedback interactions. For this reason,
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despite transparency being considered better for the interaction, it was not added to the

implementation.

4.4.3 State to Response Mapping

With a clear idea of what our haptics was to represent in our new system, we implemented

a system that would map drone states to output forces. As discussed previously, a drone

may have accelerations of 39 m/s2. Given the SWICK-2D is limited to 628g of force, if the

acceleration is mapped linearly then each 1 m/s2 would be represented by a change in force

of just 16g, the weight of about 6 pennies. With this in mind, 2 or 3 m/s2 of acceleration

can result in significant changes in speed over time and should be clearly represented. To

resolve this, we used logarithmic mapping so that feedback would be more sensitive at lower

forces. This was done as we believe knowledge of small values to be of more importance such

as that between 0 m/s2 when fully stationary and 2 m/s2 where the drone may drift into

an undesired location, then knowledge of larger values, such as that between 30 vs 32m/s2

where in both cases the drone is moving quickly. This higher resolution at lower values was

also to help in delicate actions at low speeds where we expect the need for precision to be

more common.

4.5 Experiential Reflection of the Interaction

Two methods were used to reflect on the applicability of the existing research to HMD drone

control. One is a short, direct comparison between our interaction’s abilities to that of the

external research. The second was an experiential reflection of what could be felt based on

different motor power outputs in our interaction.
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4.5.1 Functionality and Features Comparison

A plane’s ATF systems provide a force based on its orientation compared to the flight

envelope, informing the pilot how far they are deviating from their safe state since this is

critical to safe piloting. Our interaction provides feedback based on the forces being applied

to the drone to inform the pilot about how the drone’s state is changing since we consider

this the most important to drone piloting. While both aim to improve the pilot’s awareness

and both focus on high-importance actions, the divergence in details is ultimately due to the

difference in objective between the plane’s ATF attempting to avoid careless actions versus

our interaction trying to augment the pilot’s visual feedback.

4.5.2 Reflection on the Perceived Forces

Directional Forces

The experiential reflection consisted of a randomly ordered set of predefined force and torque

states. A set of 16 linear force states were created from the combination of the 8 angles: 0°,

45°, 90°, 135°, 180°, 225°, 270°, 315° and the two levels of 200g and 400g. An additional 4

states were created for a clockwise and counterclockwise torque with the two levels of 60g and

120g, producing 8.8 Ncm and 17.7 Ncm of torque respectively, for a total of 20 interactions.

All force states were played back in a randomized order sequentially. To help focus on the

haptic sensation the reflection was done blindfolded, using gestures with the offhand and

verbalizing the apparent state. The reflection was recorded and paired up with the order the

states were played which is provided in the table 4.5.2.

We grouped our experiential reflection comparisons into four categories: expected sen-

sation, partially expected sensation, unexpected sensation, and uninterpretable. When the

indicated direction matched the state produced, we considered this an expected sensation.

If the indicated state was incorrect but only by one angle state (eg. indicating “right” when

the direction was actually 45°) we considered this a partially expected sensation. If the in-
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Figure 4.5: Details of the experiential reflection single force interactions. The first three
columns define the force presented in each interaction and the last represents the indicated
response from the interaction base on the perceived force. Direction indicates the direction
of a linear force in a plane parallel to the user’s body in degrees counterclockwise from hor-
izontal right, Input indicates the strength of a linear force in grams, and Torque indicates
both the intensity of rotational force represented by the value and direction represented with
clockwise being positive and counterclockwise being negative.
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Figure 4.6: Demonstration of how the perceived direction of force was indicated and recorded.
This would be recorded as “Right” (from the user’s reference frame).

dicated state was more than one angle state off what was being produced we considered this

an unexpected sensation. Finally, some of the states were so ambiguous that no response

was reasonable, which we considered uninterpretable.

Based on the reflection, 2 of the torque forces were expected sensations with 2 being

partially expected sensations. While the torque element was always clear, both clockwise

rotations felt as if there was also a linear force present. For the larger forces, we identified 4

correctly, 3 partly correctly, and 1 incorrectly. Finally, for the small forces, we identified 2

correctly 1 partly correctly 1 incorrectly, and were unable to identify 4.

Forces of 200g were the least reliably interpreted, especially in directions between 180°

and 360° where no estimate could even be made. In contrast, forces of 400g were all correctly

or close to correctly identified suggesting the issues with interpreting the force is based on

the intensity and not an underlying issue with the design or interaction. The indications of

the torque states were also made quickly and with high confidence even when the lower forces

were used, indicating they are likely easier to identify. These results indicate the interaction

was successful for the stronger forces and unsuccessful for the weaker forces.
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Example Applications

In the second part of the experiential reflection, we created example sequences of forces for

potential application situations described at the beginning of this section: crosswind, sudden

flicks, dropping battery voltage, and tethered loads. To gather the data on what values to

use for the first two situations, crosswind and sudden flicks, the force readings from a drone-

mounted Arduino were recorded, averaged, and rounded. For the third situation, dropping

battery voltage, a starting value of 100g was used since values lower than this are nearly

undetectable and slowly the values increased to 300g to provide a sense of gradual change.

To represent a tethered load, the starting value was suddenly at 350g to represent the sudden

jolt of a tether’s slack being removed and then a slow gradual increase in force to represent

the tethered object lifting from the ground. Note that the latter two situations were only

prototyped on the force feedback side and the drone was not modified to generate the input

needed for such interactions so the values associated with these are only synthetic examples.

The order of these scenarios was randomized and then experienced as demonstrated below:

Looking at our responses, all the sensations were correctly matched for each of the four

situations to the forces presented. Currently though, we don’t believe this would be a par-

ticularly useful metric due to the small set of extremely different applications and associated

expectations for each. This can be improved by adding additional scenarios, some of which

involve similar force progressions, and would consider performing this part of the study

such that the participant describes what they believe the sensation represents rather than

providing a list of expectations they are trying to match up.

4.6 Discussion

Our original question in this chapter was whether reviewing existing haptic interaction re-

search from other domains, such as that of fly-by-wire force feedback, could provide a useful

theoretical framework to build an HMD drone control force feedback interaction. Keeping
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Figure 4.7: Details of the experiential reflection example scenarios. The first three numbers
of each line are the same as in Figure 4.5.2 which are then followed by the duration each
force was held. Order indicates the order scenarios were played back in starting at 1,
and Response is the scenario identified each time. For example “Sudden Flick” (order 1)
was presented first, and the scenario identified during this first interaction (response 1) was
“Sudden Flick”.
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in mind our work was only on a single specific example with use cases that were similar but

distinct, so nothing can be said with confidence at a general level, these are our thoughts on

the work above.

From a design evolution standpoint, using the external domain was very helpful. We

believe the referenced content provided a clear framework with multiple relevant key concepts

such as identifying elements of flight to provide feedback on, how to relate the feedback to the

pilot through reference frames, and providing ideas for forms of haptic feedback to consider.

It provided haptic concepts that were more applicable to HMD drone control than general

VR haptics research, and more practical than a flight-theory paper.

The practical results of using the referenced work were only somewhat useful. While it did

help illuminate the fundamental concepts to consider, most of the details of the interaction

were ultimately replaced. This could be due to this specific pairing of external sources

to target applications, but we think there is an underlying distinction that might exist in

other instances as well. Many domains are based on physical states, which impose a set

of restrictions such as objects being unable to pass through each other or that safety and

avoiding damage to objects and people is important. In VR applications that are fully virtual,

there are (essentially) no real-world restrictions to the VR components of the interactions.

In some contexts this distinction could produce large differences in fundamental goals for the

haptics as a user piloting a virtual drone might want haptic information to perform more

complex maneuvers for enjoyment while a pilot who is physically sitting in a plane is likely

more concerned with haptics that ensure a safe flight.

Based on the above discussion, we believe using haptics from other domains provides

a strong theoretical framework to start with, but because of the differences in context,

especially for specialty systems, the higher-level details are not of particular use and need to

be newly designed. While this approach may not be applicable in all situations, it does offer

clear promise as an approach to expand the design process when creating haptic interactions

for virtual reality.

63



4.7 Chapter Summary

In this chapter we used the concepts from another domain’s haptic interaction to create

a new haptic design for an analog of VR. We used the resulting design and believe it to

be mostly effective at providing state information and enhancing the experience but with

certain interactions showing room for improvement as their information was unintelligible.

We found the process of starting from the external domain’s haptics to create the new VR-

like interaction to have been helpful in the design process at a foundational level but not at

a details level, as nearly all the specifics of the original interaction had to be modified for

the new context.
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Chapter 5

Understanding the Accuracy of

Perception

Figure 5.1: This chapter addresses the perceptual design considerations of the VR haptic
design process.

In chapter 4 we looked at the design of a specific implementation of haptics for a VR-like

experience. While an implementation is necessary for haptics to be felt, creating a haptic

experience also requires an understanding of how a user will respond to the haptic stimulus.

In this chapter we create two systems and procedures for future participant studies to in-

vestigate how haptic sensations are perceived (see Figure 5.1), and how VR force feedback

interacts with the size-weight illusion, a perceptual phenomenon where a given weight can

feel heavier or lighter based on the size of the object. While research has shown this illusion

exists when using a VR headset and lifting real weighted cylinders, and when using a haptic

device with a computer monitor (see chapter 2.2.3), we build on these by using a haptic force

feedback device within a VR headset that produces an immersive environment.

In this chapter we:

65



1. Discuss the potential impact and application of accounting for the size-weight illusion

in VR force-feedback haptics.

2. Create a VR system to measure the extent of the size-weight illusion when using a

haptic force feedback device instead of real weights while in VR.

3. Create a VR planetarium with 4 carefully selected celestial bodies that show a potential

practical use for size-weight illusion adjustments.

4. Test both our formal and practical study designs and reflect on the concerns we have

both in our systems and more generally when performing this type of study when using

VR haptic hardware.

5.1 Size-weight Illusion in Virtual Reality

While some have already suggested haptic interface systems can benefit from using this

illusion [51], this is mentioned as an afterthought and does not explore what the benefit

would precisely be and how it can be used. In this section we provide a more explicit

discussion of two considerations for the importance of this illusion. Whether trying to

provide an accurate representation of a force or elicit a specific experience from a user, it is

important to understand how a user is interpreting the force from a VR haptic force feedback

interaction. If the size-weight illusion is present in such interactions, its effect on perception

should be accounted for to achieve a desired experience.

5.1.1 Providing the Wrong Perception

Many virtual reality scenes are based, at least partly, on reality. For VR force feedback

haptics this could mean making a concrete brick heavy and an empty cardboard box light.

To design the experience of lifting each the obvious question is “how much force should the

force feedback device produce”, but in reality this is often not sufficient: If the size-weight
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illusion is not accounted for when trying to provide an accurate representation of a force,

the mismatch of object weight and size can undermine the experience. Even if a brick and

empty box were carefully weighed and the force feedback device calibrated to produce exactly

these forces, an extreme example of the size-weight illusion could cause the brick to feel it is

unusually light and hollow, while the empty box feels heavy and weighed down by invisible

objects. While these mismatches in perception versus actual forces should only occur if the

force provided and the visual size of the object are mismatched, we believe this is a more

serious concern when considering VR. Because VR allows complete freedom for the visual

representation of objects, and force feedback haptics allow freedom of the forces, there is no

obligation for a design to maintain realistic relationships between the two. If for instance

objects shrink to a smaller size when picked up to make it easier for a user to hold them, the

size-weight illusion could cause the object to suddenly be perceived as heavier than intended

and will not match the experience the designer tried to create.

5.1.2 Enhance Haptic Perception

All force-feedback haptic devices have an upper limit to the amount of force they can produce.

For smaller or ungrounded devices, this limit is often quite low, such as Thor’s Hammer [54]

or JetController [115] producing only 4 newtons (N), Odin’s Helmet [57] with a max impulse

force of 5N, and Aero-plane with a relatively impressive 14N (about 1.4 kilograms of force).

While these are research devices that have not been specialized for maximum force output,

and better components and larger power supplies could likely increase their force, such choices

often require trade-offs in size, weight, or cost. With the correct applications of the size-

weight illusion, though, the intentional design of a VR item’s size could allow the sensation

of forces greater than a haptic force feedback device is actually capable of producing. A

study of the size-weight illusion using VR headsets with real weights [52] found increases in

perceived force of more than 30% (see Figure 5.2). If this relationship holds true for haptic

force feedback devices as well it could provide a significant increase in perceived maximum
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force output, increasing the potential experiences a device can be applied to without any

changes to the hardware.

Figure 5.2: Comparison of findings from Seeing Size and Feeling Weight [52] on the left to
our reflection result on the right. The vertical axis represents perceived weight relative to
a value of 10 representing a 50mm diameter, 117mm long cylinder with a weight of 233g.
Size represents the 3 different heights of cylinders used: 50mm, 117mm, 183mm, and weight
represents the force generated by lifting it for the 5 weights: 155g, 189g, 233g, 283g, 346g.

5.2 Formal Investigation

We created a test environment to investigate the presence of the size-weight illusion for

VR haptics that followed a similar procedure to previous size-weight illusion [97] and VR

size-weight illusion [52] research. The goal of the test environment was to determine if the

illusion was present, and compare the strength of the illusion with previous studies. Note

that a study was not conducted in this work, the goal was to produce the test environment

and reflect on whether it was suitable for a future participant study to be performed.

68



5.2.1 Procedure

The environment was designed as a large empty room except for a rectangular grey table on

which the test cylinder spawns. The test cylinder is 50mm in diameter and has the ability to

dynamically change its height between the values of 50mm, 117mm, 183mm, and its virtual

weight between the values of 155g, 189g, 233g, 283g, 346g following the experimental setup

of Sarris and Heineken (1976) [97]. Before the system is run, the order of the size-weight

pairings is established using either our built-in randomization system or manual entry, with

each paring appearing five times for a total of 75 interactions during a test (see Figure 5.3).

Indication of the weight would be recorded using a magnitude estimation scale with a value

of 10 denoting a control cylinder of 117mm at 223g. Reported magnitudes are made in

relation to the control such that a report of 20 indicates it feels twice as heavy as the control

and 5 would be half as heavy. At first and between each variable stimulus, the cylinder

would be swapped out for the control cylinder for the participant to reference to follow the

procedure of Sjözberg [102].

The system was linked to our SWICK by Bluetooth to provide the haptic feedback of the

interaction. Before interacting with the cylinder the SWICK produces a continuous 248g of

up-force to compensate for the device’s weight and become transparent. When the cylinder

is picked up, depending on the virtual weight set for that specific interaction, the SWICK

either decreases the up-force or stops the up-force and adds down-force to reach the desired

weight. For example, the 155g cylinder would cause the up-force to decrease to 248g (weight

of SWICK) - 155g (desired force) = 93g of thrust from the bottom motor while the 346g

would cause a down-force of 346g (desired force) - 248g (weight of SWICK) = 98g of thrust

from the top motor. Once the cylinder is released, the SWICK returns to a transparent state

and the cylinder cycles either to the control cylinder or to its next size and weight values,

ready for the next interaction.

The participant would start the study in front of the table and be instructed to grab the

cylinder from the side, mirroring their hold of the SWICK, by firmly grasping the SWICK’s
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handle and pressing the integrated button3.2.3 to trigger the virtual grab action. For each

interaction the cylinder should be lifted off the table approximately 16cm in a continuous

motion before putting it back down in approximately the same place. This would first be

done with the reference cylinder to remind the participant of what a relative value of 10

represents, and then with the variable stimulus cylinder whose value represents a multiple

of the reference cylinder. For example, if the variable stimulus cylinder felt twice as heavy

as the reference cylinder, they would indicate a value of 20. This would be repeated until

all variable stimulus interactions had been completed. If the cylinder ever dropped off the

table or became inaccessible, a button on the headset’s controller was configured to reset the

cylinder back to its home position on the table.

Figure 5.3: Experimental setup in which the test cylinder sits on a table to be picked up by
a user. On the right are examples of the weight and size pairing order where the values are
indexed.

5.2.2 Reflection

To reflect on the study procedure and system design we tried the experiment on ourselves.

The reflection process was recorded and the data was collected to look for areas of concern in

the setup, not to make conclusions on the presence of the size-weight illusion with VR haptics.

The resulting graph was highly surprising as not only were the magnitudes highly varied, but

the trend itself has a negative slope. This suggests with our setup it was difficult to detect
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the difference between 155g and 346g regardless of what was displayed and confounding

factors were likely present. After confirming the SWICK was producing accurate forces for

the various desired weights we hypothesize two reasons for these reflection results.

Firstly, it was difficult while performing the cylinder lifting process to keep the SWICK

directly vertical throughout the procedure. Reviewing the video we noted as much as a 20◦

tilt from vertical which we believe is because while the one’s arm is in a downwards angle,

it requires the wrist to flex significantly to keep a vertical grasp. Because the SWICK only

produces force along the angle it is held, this introduces a potential error of (1− cos(20◦) =

0.06) 6% percent. A possible resolution to this would be either to use a force feedback device

which can enforce a user’s hand position along with a taller table so the arm can remain

horizontal, or use a force feedback device capable of producing forces along multiple angles

such as the SWICK-2D so even if grabbed diagonally, the force can still be vertical.

Secondly, the SWICK is loud when in operation, comparable to a vacuum cleaner at

arm’s length, and based on the cylinder weight the noise will vary in pitch and volume.

We found this problematic as the sound added an additional cue when trying to judge the

magnitude of the weight where we felt that the louder the device, the heavier the weight.

The relationship between cylinder weight to noise is complex, though, because of our choice

to incorporate the SWICK’s weight into the force simulation of the cylinder. By default,

the SWICK is producing a loud high pitch noise as it generates the 248g of lift needed to

remain transparent. When picking up progressively heavier weights, the SWICK actually

becomes quieter and lower pitch as the simulated weight approaches 248g, before becoming

louder and higher pitch again moving towards 346g. If our assumption that we attributed the

louder motor sound to heaver forces, this would result in light weights being over-estimated,

middle weights being underestimated, and the heavy weights being over-estimated again

which would explain the 50mm cylinder data. To avoid this being a potential issue in a

study two solutions include using heavy-duty headphones to dampen the noise or use a force

feedback device that is quieter.
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5.3 Practical Investigation

In addition to our test environment used for investigating the presence and strength of

the size-weight illusion, we also created a test environment for a practical application: a

planetarium system. This included four celestial bodies selected because of their similarity

in size but difference in mass-to-volume ratio which should best expose size-weight illusion

effects. As above, no study was conducted with the system, the purpose of this design was

only to create a system where the effect of the size-weight illusion on VR haptics could be

tested in a more natural interaction and with the ability to investigate how to either enhance

or diminish the effect.

5.3.1 Procedure

We chose an educational context for the design in which VR haptics are being used to learn

about celestial bodies and their relative mass. Four celestial bodies are presented in the

scenario: Earth’s moon, Mercury, Mars, and Kepler-138 b. These were selected because

they present a range of density, volume, and mass distributions while maintaining less than

a factor of 10 between each end of the extremes (see Figure 5.4). Finding celestial bodies that

were relatively similar was important as celestial bodies can vary enormously in scale and

it would be difficult to provide an accurate down-scaling in the VR environment or haptic

sensation that would accommodate celestial bodies thousands of times bigger or heavier.

With these selected, each had their mass linearly mapped to forces between 0g and 748g

(500g force generation + 248g SWICK weight) such that Mars, having the highest mass,

used the maximum force. The celestial bodies’ models were scaled down by the same amount

such that both the smallest and largest bodies could be handled without issue.

Each celestial body had an accurate, high-resolution texture applied to improve celestial

body identification and immersion in the interaction (see Figure 5.5). The exception to this

is Kepler-138 b for which no resource could be found, so a generic celestial body texture
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Figure 5.4: Data [118, 65] of each planet’s mass and size used to create the planetarium.

was used instead which would not be confused with the other celestial bodies. Each celestial

body starts under a nameplate to ensure it is clear the identity of each celestial body. All the

celestial bodies are present at once to simulate a more natural interaction with VR haptic

objects where each interaction instance is not done in isolation.

Figure 5.5: Practical research environment in which the mass of four celestial bodies are
compared.

Before beginning, the researcher would create an ordered pair list of celestial body pairings

in a randomized order such that every pair appears five times for a total of 60 sets. In each

ordered pair, the first celestial body would be considered the reference magnitude with the

subjective perception of the force being a value of 10. The subjective perception of the second

celestial body would be the variable magnitude being considered relative to the reference.

The participant would start the exercise in front of the celestial bodies. For each celestial
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body pairing, the researcher would first call out the reference celestial body and allow the

participant to interact with it for as long and in any way desired before returning to its

original position. This would signal to the research to call out the variable celestial body

which the participant would again be able to interact with as they desire until returning

it and stating the perceived relative magnitude. This would continue until all pairings had

been tested. If the celestial bodies became disorganized or moved out of reach, a button on

the headset’s controller was configured to reset all the celestial bodies back to their home

positions.

5.3.2 Reflection

To reflect on the study procedure and system design we tried the experiment on ourselves.

The reflection process was recorded and the data was collected to look for areas of concern

in the setup, not to make conclusions on the presence of the size-weight illusion with VR

haptics. The resulting graphs (see Figure 5.6) show no clear pattern in reported magnitude

which we believe is likely at least partly due to the concerns discussed in the formal study

reflection section 5.2.2.

Beyond this though, there is one additional observation that indicated further concerns:

When experiencing the moon as the reference magnitude, we consistently only felt the vari-

able magnitude to be about twice the reference despite their true force being at least four

times the reference and Mars being almost nine times heavier. We do not believe either

of the previous sections’ considerations would account for this level of error since this also

would have been when the motor was the loudest and the error far surpasses any handling

mistakes. Based on the fact that even in the other pairings we never perceived the system

surpassed a doubling of the reference weight, we believe the issue may be with the range

of force the celestial body masses were mapped to. In Sjözberg’s original work [102] their

reference weight was 189g and their heaviest weight was 346g, creating a maximum real

magnitude difference of 18. Later work [97, 52] moved to use 155g as the reference with
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Figure 5.6: Graphs of the magnitudes from the reflection process of each celestial body pair.
Blue dots indicate the true magnitude difference between the celestial body and the reference
based on their mass. Red dots indicate the perceived magnitude difference we reported during
our reflection. The arrows indicate the direction we expected the size-weight illusion to bias
the reported magnitude compared to the true magnitude difference.
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346g being the heaviest weight, increasing the maximum magnitude difference to a larger

but comparable 22. While generally the magnitude estimation approach is usable at scales

at least greater than tenfold [85], it is unclear if there are additional confounds when using

such an approach with force sensations. As a result, our leading belief is that our use of

a maximum magnitude difference of 88 is outside of an easily perceivable range. Further

investigation into this is required before a study can be performed with the system.

5.4 Chapter Summary

In this chapter we discussed the importance of investigating the size-weight illusion’s influ-

ence on VR force feedback haptics to both accurately produce desired haptic experiences

and as a tool to increase the effective perceived force of haptic hardware. We then cre-

ated two VR scenes which could be used to study the effects in a controlled condition and

an application-based condition. Finally, we reflected on our test of the systems and found

that while the software and visual components work as intended, the use of our fan-based

force feedback device is likely causing confounding effects that need to be addressed before

conclusions can be drawn about the presence, or lack thereof, the size-weight illusion.
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Chapter 6

An Immersive Haptic Authoring

Approach

Figure 6.1: This chapter addresses the authoring considerations of the VR haptic design
process.

In Chapter 4 we discussed the process of designing a specific implementation of a haptic

interaction for VR. Once the interaction is designed though, it must be followed through by

authoring an application for it (see Figure 6.1). This has traditionally been done through a

keyboard and mouse-based interface but recent research has started exploring the use of VR

as an authoring medium (see section 2.2). These examples have shown using an immersive

haptic authoring approach for specific applications and use cases, but there is still the larger

question of what concepts and considerations should be made for this approach in general.

We investigate this by interviewing a set of six experienced designers after they used our own

testbed system that leverages physical manipulation of a miniature representation of the user

and a set of simple analog sliders to quickly prototype VR haptic experiences. These inter-

views were coded using thematic analysis to reflect on the implications and considerations
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of the larger approach of immersive haptic authoring.

In this chapter we:

1. Discuss the benefits and importance of an immersive haptic authoring process.

2. Implement a testbed system that explores the use of physical manipulation on a user

miniature as an approach to immersive haptic authoring.

3. Provide an overview of the underlying processes of immersive haptic authoring.

4. Perform thematic analysis of interviews with experienced VR and haptic designers

after their use of our testbed.

5. Discuss the larger considerations that result from the thematic analysis.

6.1 Motivation

Currently, authoring haptics for VR largely rely on traditional game programming environ-

ments (e.g., Unity or Unreal) or desktop GUI systems (e.g., the bHaptics editor - see Figure

6.2). However, the VR medium being designed for has encouraged a new set of systems

that allows real-time authoring of the haptic experience from within the VR space to occur

[33, 66, 58]. These systems demonstrate an immersive haptic authoring approach and offer

several benefits to the design process:

1) Context-based designing: Allowing the authoring of the haptics to be done within

the same VR environment it is being designed for provides the designer with continuous

access to reference and experience the atmosphere it will be used in. For example, creating a

haptic experience for a medical application can be done while being immersed in the surgery

simulation it will be used in. During the prototype process, this can allow the designer’s

experience to closely match the end user’s experience including sounds, visuals, and approach

to the interaction.
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Figure 6.2: The provided GUI editor for bHaptic products to design haptic interactions.
(sourced from [15])

2) Direct and spatial manipulation: Being within the VR environment allows in-situ

access to haptic hardware controls that use direct and spatial manipulations to adjust hard-

ware behaviours, encouraging new avenues for design exploration. For example, a designer

can indicate the parts of their body they want the haptics to apply to by tapping the given

location on their physical selves. Such interactions leverage the natural behaviour of motion

people are familiar with to allow for intuitive authoring processes.

3) Fast iteration through author-experience integration: Staying within the VR

environment allows the designer to remain wearing their haptic devices which can be difficult

or time-consuming to put on and take off. It also allows the designer to remain next to the

experience being edited for the entirety of the authoring process in larger VR spaces that

require lengthy navigation to move through. Finally, it allows the haptic effects to be iterated

on continuously as the authoring takes place within a single compiling of the application

environment. Each of these benefits provides a designer with more time to further iterate on

the haptic experience they wish to create which would be expected to produce a high-quality
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experience.

With these in mind, immersive haptic authoring provides potential not just as a tool, but

an approach to the authoring process. While existing research shows example implementa-

tions of immersive haptic authoring, we look at the underlying concepts of immersive haptic

authoring and how it should be approached. In order to investigate this, we first design our

own testbed implementation of an immersive haptic authoring system.

6.2 Formative Investigation

The first step to creating the testbed is understanding the relationship between the visual

feedback from VR and the haptic sensations. To do this we reflected on three VR haptic

experiences to inform the testbed scenarios that would be implemented and then ideated a

set of potential authoring interaction techniques using diverse approaches to create an initial

exploration of the testbed.

6.2.1 VR-haptic Experiences

To provide our initial experiential exploration we paired a set of 360◦ videos viewed through

a VR headset with the force feedback of the SWICK fan units. These scenarios included

canoeing down a river, flying using a Jet Suit, and also a planned driving experience which

was analyzed but not experienced. This approach was chosen since while there are commer-

cially available VR experiences with integrated haptics available, they are primarily in the

form of games where the game objectives presented would act as a distraction to the core

haptic sensation we are reflecting on.

Canoeing

In our first experience (see Figure 6.3) we attached one of the SWICK fan units to the end

of a canoe paddle to provide force feedback while playing a 360◦ video from the K1x3 team

80



final at the 2018 ICF Wildwater Canoeing World Championships [28]. The fan unit was set

to turn on and off at about 0.6 second intervals, which matched the rowing speed in the

video, at a force level of 500g, providing a stiff but resistible force. The timing of putting the

paddle into the water in the video was synchronized with the force and we maintained the

experience for about a minute. From this experience we noted the strong sense of immersion

from seeing the hands in the video with the actions we physically undertook, despite using

an alternate grip. We also noted how easy it was to mentally connect the force experience

to the video’s water, rather than the fan unit, which we believe is because of the consistent

force direction and clear expectation of sensation from dragging a paddle through the water.

When planning interactions in our testbed we would try to provide sample experiences that

have a clear visual representation and haptic expectation to pair with the authored haptics.

Figure 6.3: A simulated canoeing experience using the SWICK fan unit to provide force
feedback while viewing a 360◦ perspective from the Canoeing World Championships. (right
image sourced from [28])
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Flying

For our second experience (see Figure 6.4) we attached a SWICK fan unit to each hand to

provide force feedback while playing a 360◦ video from the Jet Suit Guinness world record

speed flight [59]. The fan units were mounted to generate force towards the hand and

produce a lifting sensation while running continuously at a force level of 500g. During the

video the body-facing and arm motions were imitated throughout the minute and a half

experience. From this experience we found the sensation of the force on our hands evocative

but not immersive to the sensation of flight. While they did provide a force that matched

up with the visual stimulus, it was of course orders of magnitude weaker than what would

be expected if flying. Additionally, since the pilot of the video often had their arms pointed

mostly downward, this meant much of the video was either spent looking forward which was

equivalent to a drone flyby not a Jet Suit, or looking down which showed the pilots arms

to improve immersion but also blocked much of the vision with the helmet and misses the

forward motion of interest in the video. When planning interactions in our testbed we would

avoid experiences that encourage looking away from the interaction and that have very high

force expectations.

Driving

Our final experience was designed and reflected on but not implemented to experience. The

design includes various haptic devices mounted to a racing wheel to provide a sensation of

force feedback, vibration, heat, and wind while playing a 360◦ video of a convertible driving

on an arid region dirt road (see Figure 6.5). The purpose of considering this scenario was

the inclusion of many different forms of haptics to provide a broader approach to our testbed

considerations. The setup would have included the following:

• Two SWICK fan units mounted on the wheel to provide force feedback left and right

for very uneven terrain and the road’s camber.
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Figure 6.4: A simulated flight experience using the SWICK fan unit to provide force feedback
while viewing a 360◦ perspective from the Jet Suit world speed record. (right image sourced
from [59])

• A vibration motor mounted in the center of the wheel or under each hand to provide

a sense of a rough road surface.

• A SWICK fan unit mounted to the steering wheel directing air at the user’s head

to provide the sensation of wind from driving either with the window down or the

convertible top down.

• A small metal cylinder with a heating coil inside was placed on top of the fan unit to

provide thermal haptics so the heat would be carried along with the wind component.

The reason this design was not acted on is that while the inclusion of various types of

haptics is useful to consider for the generalizability of our testbed, we were only planning on

incorporating one type of haptics into it to focus on the authoring process and interaction

rather than the haptic hardware used. The complexity of this scenario would have also been

an issue from a practical perspective due to the number of independent devices at work.

Having gone through the exercise of designing it though, we did arrive at some conclusions.

83



The same haptic hardware devices can provide different types of haptic sensations depending

on use. In our design, the SWICK fan units provide both force feedback haptics and provide

wind haptics based on their position and orientation. We also noted different haptic devices

can function together to produce new interactions such as the use of a thermal haptics element

with wind-generating haptics, opening the possibility for layered approaches. Applying these

concepts to our testbed, we would want to create scenarios that use the same haptic sensation

for simplicity but in varied situations where the sensations are interpreted in different ways

to add depth and variance. An example would be using vibrotactile feedback to represent

electricity in one scenario and contact with an object in another.

Figure 6.5: Design of our driving haptic experience. The blue fans on top would provide
clockwise and counterclockwise force feedback on the steering wheel. The blue rough lines
in the middle show vibration from a vibration motor to simulate light roughness in the road
surface. The green fan in the middle blows air towards the user’s head and the mounted red
cylinder heats that air to simulate the environmental conditions.
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6.2.2 Authoring Interactions

With these concepts of what the testbed scenarios would entail, we next discuss our in-

vestigation of how we approached the testbed’s immersive authoring process and what the

interaction method would look like. The focus of these designs was to utilize the 3D space

the authoring process was taking place in and to encourage the designer to be in proximity

of the object being authored so it will be designed in the same context the experience will

take place in. It is also worth noting these are not intended as final authoring interactions

given their lack of detail on how specific would be implemented, the processes presented are

meant as a way to explore a variety of approaches which can then be reflected on for insight.

Orbital Menu

This process involves the designer approaching the object they wish to author in VR, pointing

at it with the control to identify it, and then selecting from a group of haptic options to begin

defining the interaction. The orbital menu could be placed in various locations including

around the object encouraging being close to the object, or around the user’s hand allowing

the ability to use their hands for further selections. 6.6.

Drag-and-attach

The drag-and-attach approach would provide a transparent ghost-like representation of the

haptic device being designed for. The designer can then reach out to it, grab a haptic element

such as a motor, and drag the element to attach to a nearby object. See Figure 6.7.

Gesture Manipulations

Gesture manipulation would work by drawing iconography corresponding to haptic sensa-

tions and attaching them to objects. Example icons would be a trapezoid or barbell to

indicate weight, or an arrow to indicate force. These icons can then be modified through
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Figure 6.6: Using the VR controller to select an object, bringing up an orbital menu, and
selecting from the available options displayed.

Figure 6.7: A hand grabbing a fan unit from the SWICK and attaching it to a heavy
bottle. This would indicate the bottle should cause the SWICK to turn the top fan on when
interacted with resulting in the sensation of weight.
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additional actions to tune individual variables such as two-finger pinch, rotate, and swipe.

See Figure 6.8.

Figure 6.8: Top image: Drawing a trapezoid which becomes a weight interaction, scaling
it down to reduce the weight, and attaching it to a hair dryer. Bottom image: Drawing
an arrow which becomes a force interaction, rotating it, and attaching it to represent the
blowing of a hair dryer.

Action Recording

An action recording approach would work by taking the object being authored and miming

the haptic effect desired. This action would be recorded and the worn haptic hardware would

then try to replicate the action based on their capabilities without the designer needing to

directly indicate which hardware components need to activate. See Figure 6.9.

Figure 6.9: A designer indicating the condition of the event, when there is wind in the VR
space, and then miming an umbrella being suddenly pulled to the side.
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Slider Menu

A slider menu that provides active and continuous haptic feedback of the element currently

being authored is adjusted. As the slider is dragged and moved the designer would continu-

ously feel what the resulting sensation will be experienced as if they decided to stop at that

position. See Figure 6.10.

Figure 6.10: In the context of creating haptics for an electric fence. In both images adjusting
the slider from yellow on the left to red on the right produces the sensation of an electric shock
of intensity in the top image and distance up the arm on the bottom image as represented
with the corresponding colour.
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Summary

From these exploratory ideas, a few commonalities and takeaways present themselves. Except

for the orbital menus, each demonstrates a physical manipulation approach to the process,

engaging the designer to reach out and interact with the VR environment. As this is an

immersive authoring system, we believed such an approach would better support the immer-

sion in the scene. Another interesting consideration is that the gesture manipulation, action

recording, and slider menu provide a level of abstraction between the immersive authoring

design process and the haptic hardware being used. Since we consider it safe to assume the

designer and user will have hardware capable of producing the haptics being designed for a

given interaction, if not the interaction was impossible in the first place, then the details of

which motor to activate is less important than where the sensation should be felt. Finally,

the drag and attach, gesture manipulation, and action recording are in our opinion overly

complicated for their benefit. While each demonstrates a potentially interesting authoring

process, they mostly represent a possibly more interactive method to complete an action

that could similarly be achieved with a menu. These reflections suggested to us that when

designing the testbed system the authoring process should attempt to engage the designer

with physical manipulation and to provide abstraction to the design process but do so for

activities that could not easily be accomplished by a menu.

6.3 Immersive Haptic Authoring Testbed

With these considerations in mind, we created a testbed that allows designers to create a

small set of vibrotactile haptic interactions from within VR. This also presents the use of

direct manipulation interactions on a full-body miniature representation of the user as an

immersive authoring interaction.
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6.3.1 Hardware and Software

Our system was created in Unreal Engine 4.23 and was designed and tested with the HTC

Vive and Oculus Quest headsets. The haptic hardware used included the built-in rumble

devices in the controllers, a vibration vest (bhaptic Tactsuit, see Figure 6.11) that covers

the entire front and back torso, and a pair of vibrating gloves (bhaptic Tactosy devices, see

Figure 6.11).

Figure 6.11: On the left: The bHaptics TactSuit with 40 addressable vibration devices. On
the Right: The Tactosy with 3 addressable vibration devices on each arm. (images sourced
from [16])

As a minimal but complete testbed, our system is not exhaustive in its compatibility

with possible haptic hardware devices and sensations. Here we only focus on demonstrating

examples that leverage vibrotactile feedback as it is a flexible haptic sensation that can be

used for a variety of haptics including indicating contact, texture, stiffness, movement, and

more.

In the testbed, objects and models in the scene have one or more “haptic spaces” attached

to them. Each haptic space tracks all relevant data needed to express a haptic interaction

such as what intensity and duration to produce. The user has a set of tracked points on

their model’s hands and body. When one or more of the tracked points overlaps with a
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haptic space, the haptic space notifies a centralized governing monitor of the contents of its

haptic interaction. The monitor then determines if this is a valid state to produce haptics,

translates the overlapping points from the character model to the indexes of the motors on

the physical hardware device, and sends the required values the hardware needs to activate

which in this case is the intensity and duration.

Figure 6.12: Testbed process for applying haptics as described in section 6.3.2.

6.3.2 Process Walk-through

In this subsection, we describe one concrete example of a designer authoring the haptic

experience of an electric fence within our testbed.

Step 1: Ideation

The designer starts by getting an initial idea of the haptic experience they wish to author.

This initial concept will be based on elements such as 1) the scenario they are creating
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haptics for, 2) previous experiences they have with the scenario in real life, 3) the haptic

hardware they expect will be used, and 4) a concept of how the haptic sensations they can

produce will correlate to the haptic experience a user will have. With elements like these

in mind, the designer should have an initial concept goal they will be designing towards as

they engage with this authoring approach. In our system the initial concepts of the scenarios

have been pre-determined for participants to maintain consistency and so they can focus on

concept considerations such as 1-4 above.

Step 2: Creating the Non-haptic Components

Although not part of the immersive haptic authoring process, it is a prerequisite that the

designer has created and integrated the 3D visual assets and audio components related to

the scenario they will be authoring haptics for into the VR world. This can be done through

a desktop editor or immersive haptic authoring system for world building [32]. In our system

the world already includes 3D assets for each scenario being designed for which have been

placed in close proximity for ease of access. (see Figure 6.12 (A))

Step 3: Designer State

The designer now enters the VR space and begins authoring the haptic experience. If any of

the authoring system’s actions overlap with natural actions that will be taken by an end user

or there is extra information that should only be displayed during the authoring process,

the system will need a way for the designer to indicate if it is being interacted with as a

designer or an end user (for testing). An example of the overlapping of actions would be that

users will touch objects to interact with them, but touching objects can also be a selection

method for the author. Our system uses an “editor mode” button on the controller that

toggles functionality between a designer state and an end user state. When in the editor

mode, all haptic spaces that can be authored are made visible as a set of translucent coloured

areas (see Figure 6.12 (B)).
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Step 4: Selecting a Trigger

With the system in an editing state, the designer will start by specifying what conditions

the haptic experience should be experienced under. These conditions can be simple, such

as to trigger when any part of the avatar overlaps with a space as we implemented in our

system, or can be complex such as triggering based on proximity and only if some other

variable or state is true, such as feeling rain based on proximity to a tree but only if under a

rain cloud. If the designer reaches out and touches one of the spaces with their hand, they

begin editing the haptic interaction of that space through a menu that appears in front of

them (see Figure 6.12 (C)).

Step 5: Effects

With the trigger for the haptics selected, the designer must specify what haptic sensation

should be felt to best evoke the haptic experience they are designing. There are two levels

which this can be done at.

One option is the designer will edit the effect directly through the variables and values

of a given haptic device to define a specific sensation. This can be seen in our system with

the “strength” slider which sets the vibration intensity from %0 on the left to %100, and the

“duration” slider which sets how long the sensation continues between 0 seconds on the left

and 2 seconds on the right (see Figure 6.12 (D)). This requires that the designer know what

haptic hardware they are designing for and they will need to mentally convert their desired

effect into a specific set of values that define a sensation.

The second option is the designer will edit the effect through a level of abstraction where

they define a goal for the experience rather than the details to produce it. In our system,

this can be seen when the designer uses the “select body” button and is able to indicate

where on the body they would like the sensation to occur by drawing onto a mannequin with

their index finger (see Figure 6.12 (E)). In this case, the designer is not specifying which

motors to turn on, but instead what area of the body they wish to affect, and this can be
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interpreted regardless of if the haptic hardware is able to support producing a sensation in

the given area.

Step 6: Results

Once the effect has been defined, the designer will save the interaction and move themselves

from an editing state to the end user state which in our system is done by pressing the

“editor mode” button again. When in the end user state, all additional elements unique

to the design process are hidden such as in ours the translucent haptic space indicators to

allow the designer to view and experience the haptic experience as a user would (see Figure

6.12 (F)). This then allows the designer to interact with the scenario they are authoring and

experience the results of their choices.

Step 7: Iteration

Finally, the designer reflects on the sensation they have produced and how successfully it

invokes the experience they were trying to author. If after experimenting the resulting

experience matches what they were trying to create they will stop. If the experience does

match what they were trying to create though, it requires a reflection on what elements of

the experience are wrong and what changes would be needed to produce a new iteration.

The designer then returns to step 3 to implement the new iteration.

6.3.3 Parts of the Interaction

At an abstract level, a haptic interaction requires three components: when to start the

interaction, what haptics are desired in the interaction, and what that interaction then feels

like. Each is addressed by our system with the following considerations.
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The Trigger

First, the designer specifies what conditions the haptic interaction will be felt under. Ex-

amples of possible triggers could include things like contact when touching an electric fence,

proximity when holding magnets close to each other, motion when moving your hand through

the water, sound when harmonics cause a guitar string to vibrate, and many more. This is

required to allow prototyping of different situations where the haptic interaction will be ex-

perienced in. We demonstrate this concept by allowing the designer to designate volumetric

areas as the trigger. This area will trigger an effect if the user enters into the space in any

way and continue to affect them as long as they remain in the space.

The Effect

Second, the designer specifies what haptic effect should be brought about by the trigger con-

dition. This includes defining the hardware to effect such as vibration motors, force feedback,

or EMS, the characteristics of the effect such as the intensity, duration, or dispersion, and

how the effect may vary such as cycling over a sequence, having random variance, or having

attributes like intensity reflect the distance to the interaction. This is required to allow the

designer to adjust the feeling of the interaction and explore alternate effects. We propose

allowing the definition of hardware through a layer of abstraction where the intended areas

on the person are specified which are then translated to a specific set of hardware devices

automatically. This allows the prototyping process to focus on the interaction rather than

the implementation. The details of the effect are then set by a series of options panels which

provide continuous feedback as the value is being selected.

The Feel

Finally, the designer is able to remove themselves from the role of developer and approach

the interaction as a user. This means removing all developer-exclusive interactions and

information so that the situation mirrors a user’s experience with the haptic interaction as
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closely as possible. This is an important step as the design mode includes a lot of visual

cues and menus which support the prototyping process, but are a distraction when trying to

approach the scene as a user. Triggers are no longer viewed as parts of spaces but instead

are when you interact with the object. Effects are no longer numbers and points on a model

but are a set of vibrations being actively experienced. This step also closes the loop and the

results of experiencing the interaction as a user can then be used to create a new iteration

of the prototype.

6.4 User Study

This section describes our study methodology and results. To inform our design space, we

conducted an ethics-approved qualitative interview study with experienced VR and haptic

designers (Conjoint Faculties Research Ethics Board REB Certification REB21-1041 REN1).

Participants were compensated for their time with a CAD$20 Amazon gift card.

6.4.1 Participants

We identified 10 individuals within the city with backgrounds in haptics or virtual reality,

demonstrated either through their research work or multiple years of practical experience.

Out of the 10 individuals contacted, 4 did not reply, 5 agreed to participate, and 1 forwarded

the request to their Master’s student who had studied VR under them and was included in

the study. This resulted in 6 participants taking part in the interview study. How many

years each participant has been doing design work (Years of Design: YoD), their number of

projects (Number of Projects: NoP), and their self-rated knowledge of both virtual reality

and haptics on a scale of 0 to 10 (Virtual Reality Knowledge: VRK and Haptics Knowledge:

HK) was gathered with a pre-study questionnaire producing the responses found in the table

below. All participants confirmed they had worked on the design of VR projects.
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Participant YoD NoP VRK HK

P1 7 8 8 3

P2 1 2 6 6

P3 6 25 5 3

P4 4 6 7 6

P5 1.5 2 7 3

P6 4.5 10 6 3

While 6 participants is low for HCI studies, we believe our application of open coding

analysis for higher level concepts on this sample size still results in valid and meaningful

data [45]. The smaller sample size is a practical limitation as we restricted recruitment to

individuals within the city as participants needed to be at the research lab to have access

to the required hardware, use the testbed system in a stable environment, and have their

interaction properly recorded. The background in design requirement was included so partic-

ipants would have an understanding of the iterative process necessary in prototyping which

is a core concept of an immersive haptic authoring approach. A background in VR or haptics

was required because it is necessary to understand how haptic authoring and VR environ-

ments could interact and how workflow may change. It is also expected that familiarity with

these fields will minimize novelty-based biases that may interfere with discussion and that

experienced designers will provide more relevant and deeper discussions for the open coding

analysis.

6.4.2 Study Tasks

Each participant was asked to create a haptic experience for each of the scenarios described

below (see Figure 6.13) that they felt best matched the provided support narrative for the

situation. Each participant was directed to each of the five scenarios with corresponding

descriptions, and asked to create a haptic experience for each of them. All scenarios were
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placed in a single VR scene and the participant was allowed to interact with these objects

freely and create haptic scenarios in any order of their choosing.

1. Electric fence: A five meter tall metal fence is meant to be “electrified” to dissuade

people from climbing over it. The fence has a single haptic space that covers the

entirety of the fence area.

2. Rain cloud: On a calm day, a group of rain clouds produce light showers if walking

under it. The rain clouds have a single haptic space covering the entire shadow of the

cloud.

3. Tub and faucet: A tub with a faucet is mostly full of water with a running tap above

it. Both the static water in the basin and the stream of water from the tap have their

own haptic spaces.

4. Camp Fire: A pile of logs is burning with a fire that reaches waist height. The fire has

a single haptic space that includes the entire area the fire travels during its animation.

5. Fake wall: Three brick walls block your path, but there is a hidden passage available

by walking through the middle wall. Each of the solid walls on each side and the

pass-through wall in the middle have a haptic space.

6.4.3 Method

Before starting, participants were provided definitions for the terms “haptics”, “haptic sen-

sation”, and “haptic experience” to ensure a common understanding of how these terms were

being used in the study. Next, the participants were provided with an outline of the controls

and a description of how to access the menus, how to engage with an object to author the

interaction, and what each slider affected.

Participants were then assisted with putting on the haptic vest, haptic gloves, and headset

as the test system was started. Once in the VR space, participants were asked to think aloud
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Figure 6.13: Images of the five interactions participants were asked to author haptic experi-
ences for using the testbed system.

and describe their thoughts on the broader concept of immersive haptic authoring as they

interact with our prototype system. Starting with the electric fence experience, a description

of the situation was provided (see above 6.4.2) and the participant was walked through

creating a haptic sensation once. At this point, the participant was free to proceed through

creating at least one haptic sensation for each scenario. Once the participant indicated they

were finished with all the scenarios, they removed all hardware and were asked a series of

open-ended questions about the considerations for the concept of immersive haptic authoring.

6.4.4 Interview Discussion Questions

After creating all five situations, participants were asked a set of open-ended questions

about their thoughts on an immersive haptic authoring approach to creating VR haptics, its

potential, and its limitations. These questions included:

Q1. How would you describe what you just experienced?

Q2. Do you have any suggestions on what features a potential system could include that

best leverage VR as an environment and why?
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Q3. Are there any unique qualities to haptic design you believe a VR environment is better

or worse suited for?

Q4.1. How do you foresee the scenario being designed for will impact this new authoring

process?

Q4.2. How do you foresee the haptic devices being used will impact this new authoring

process?

Q4.3. How do you foresee experience with the systems will impact this new authoring process?

Q4.4. Are there other factors, like the ones mentioned before, that you imagine will impact

this new authoring process?

Q5. Do you have any thoughts on using an in-situ approach to haptic authoring related to

creating haptic interactions versus haptic experiences?

Q6. Traditional desktop based haptic design requires editing a haptic interaction on a

computer, loading the software to a headset, and experiencing the result and then

returning to the desktop environment to iterate. How do you think an in-situ approach

to haptic authoring will affect this and do you foresee any benefits or drawbacks?

If the participant was unclear on what the question was asking, it was repeated with a

different wording but maintaining as closely as possible the same core question.

Once all interviews had been performed, the transcripts from the recorded audio were

analyzed using open coding [69].

6.5 Results and Discussion

6.5.1 Results

The use of an in-situ authoring approach offers benefits to conceptualizing ideas through

better feedback, removing motivation barriers to allow fast, convenient, and easy prototyping,
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and promoting a better understanding of the VR objects and the world the haptics are

being applied to. When considering what a future implementation may look like, a focus on

designer freedom will have a strong effect on how designers approach the use of the system.

If the system allows for physical manipulation, issues will also need to be addressed regarding

effective navigation of the world. Each of these topics are discussed in greater detail below

with key quotes taken from the interviews to illustrate the concepts.

Motivation

Motivation relates to the effect in-situ VR authoring will have on the will of a designer to

create their haptic designs. The main results found matched our expectations and focus on

the effects of reducing the need to move in and out of the VR space, and VR interaction

technique’s effect on unskilled haptic designers.

In-situ authoring addresses many of the issues related to transitioning back and forth

between a VR medium and a desktop medium during a haptic design process, which is a

time-consuming and disruptive act. By minimizing or removing the need to swap between a

monitor and the VR headset, and remove haptic devices which are impractical to wear while

using a computer, the amount of time overhead needed to iterate on a design is reduced.

Reducing this overhead makes it more viable to iterate and refine small details and nuances

rather than focusing only on high-yield changes.

“It’s so much better than having to go back to your computer screen, do the changes,

come back, and be like, “no, that was wrong” and it just wastes so much time.” (P6)

Reducing this jumping back and forth between VR and reality also reduces the context

switching of thinking about the design from an experiential standpoint in VR and a design

standpoint when outside VR. This can improve consistency and makes it easier to focus on

an idea to implement.

“And I think that that’s where it would be useful because then you don’t have to break

your context.” (P3)
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While all haptic designers can benefit from the reduced iteration time, unskilled haptic

designers also benefit from a lower skill floor needed to implement a design. Because VR can

utilize familiar interaction techniques such as using hands for selection, as well as presenting

information in an intuitive and experiential manner, the amount of knowledge needed on how

to use the authoring system can be reduced. It also makes it easier for unskilled designer

to form their idea through the use of trial and error to discover what they want. This is

because haptics is ever present in real life but little attention is paid to it, so it is easier to

recognize the correct solution than describe what the solution is.

“Being able to intuitively tell what something is rather than relying on numbers and

sliders and dials and whatever, that lowers the barrier of entry because someone can go “yes,

that’s right””. (P6)

Authoring Conceptualization

Authoring conceptualization relates to the effect in-situ VR haptic editing will have on the

process of developing the haptic design to be implemented. This theme had the most findings

of any phenomenon and focuses on how in context feedback affects idea exploration and how

the scenario being designed constrains it.

One of the largest benefits of an in-situ authoring system is the ability to create a haptic

design in the same context of VR it will be experienced by a user and shapes how to approach

designing a scene’s haptics. Defining the specific values a haptic interaction should have,

may not reflect the sensation experienced when in the immersed context. By designing while

in context, the evolution of the design is focused on what is actually being experienced,

rather than what the designer hopes will be experienced.

“Say in isolation, the experience feels like it’s 23 degrees Celsius. But in context, all of

the users that you talk to say that it was really, really hot and weird and not what I (the

designer) expected.” (P3)

“(You need to) feel the water rolling across different areas on your hand” (P1)
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Feedback is also critical for ensuring that the end result ends up being experienced as it

is conceptualized. The opportunities posed by an in-situ approach such as faster and lower

effort iteration increases how often feedback can be received. The high quality feedback from

within VR both confirms if a desired effect has been achieved, but also provides prompting

for new ideas to emerge. Even if the result is not as intended, by experiencing the result in

the context being designed for it can both change the designer’s understanding of the haptics

they are trying to create, and change the understanding of the context of the scene itself.

“Those are numbers on a screen or some descriptions, right, versus you actually want to

feel something” (P6).

“I need to rapidly prototype, I need to iterate because I don’t know what effect anything

that I use is going to have necessarily. I have a basic intuition but that’s all.” (P3)

While an in-situ approach does make it easier to explore ideas and prototype, not all sce-

narios make good use of this improved prototyping. Scenario complexity plays an important

role in how deep a haptic interaction can be and influences how close base intuition gets to a

desired effect. Scenarios that result in dynamic feedback such as moving a paddle in a tub of

water or waving a hand through a fire have the most to benefit. Because the haptic feedback

is based on the specific action taken that produced it, feedback becomes more meaningful

when these two events are observed simultaneously. In contrast, if the scenario is simplistic

such as the texture of a brick wall or the feeling of an electric shock, intuition can start

the design close enough to the desired result that only minimal iteration is needed. While

this case is unlikely to fully eliminate the benefits of an in-situ authoring approach, it does

greatly limit how effective the benefits can be and the use of such an approach should be

weighed against the limitations it imposes.

“As I mentioned, I think that interactive simulations are a very, very key one. If you

have this sort of static signal, that’s not going to dynamically change, then you can probably

just prototype it at your desk.” (P3)

“You want something to start and die out or you want something to happen at a delay
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or to vary intensity at random intervals, right? So for example, fires are dynamic fluid

structures, so it gives you a sensation and it fades’ (P3)

Authoring Tool Expectations

Authoring tool expectations relate to abstract and specific utility that future implementa-

tions are expected to support by designers. The focus of the discussion will be placed on

the abstract topic of designer freedom and not on specific design features which had many

suggestions but there was insufficient overlap based on sample size to draw conclusions.

Designer freedom is important on multiple levels and allows the designer to feel empow-

ered that they are able to use the authoring system as needed to meet their goals. One

level of this freedom comes from being able to access a set of utilities that enable the design.

While simple high-level interfaces lead to many of the benefits discussed in other parts of this

results section, it is likely impossible such a system will allow any design to be created. Even

if the limitation is not reached, a system that has clear limitations shapes the haptic designs

that will be considered which opposes the creativity and exploration an in-situ approach

encourages.

“That people are using this system really have to trust. I have to trust you, you are the

designer of this system, in your letting me author haptic experiences but you’re only giving

me certain options and I have to trust that that’s enough.” (P3)

“Basically, you’d only have so much control as whoever the person designed it intended

for you to have control.” (P5)

Another level of freedom comes from being able to customize interfaces. As the set of

tools needed can significantly vary based on the scene, hardware, and intended effect, having

irrelevant options can equally act as a distraction or as inspiration. Allowing the designer

to make the choice of what they want to have access to at a given time helps them prioritize

their focus on their design.

“For now I don’t want this options with me, I want to change the layout of the VR so
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that it helps me to come up with the designs.” (P4)

Physical Manipulation

Physical manipulation relates to VR interactions in which the designer uses their hands as

an interaction technique. Physical manipulation was mostly spoken in a negative context

because of concerns for input precision, fatigue, and effective navigation of the world.

Because hand-based systems are so similar to the way we interact with objects in the

real world, expectations of similar levels of accuracy and detail are also created. Even when

high precision is not needed, the expectation that touching an object or pointing at a spot

will be exact remains and failure to allow for high precision results in a sense of a lack of

control in the designing process.

“It’s not very precise because, I feel like I should be pressing a button and clicking” (P5)

The issue of precision also extends to characteristics beyond fidelity of the interaction

method, and includes things like getting the correct viewing point to see where you are

interacting with is also a factor in precise physical manipulation.

“For example, you’re able to use that sense of depth in VR and place your hand further

into a fire.” (P6)

Physical manipulation also requires a significant amount of moving around. While it is

reasonable to expect a designer to perform these motions for short sessions, designing in this

way for entire workdays is likely to cause fatigue. Even simple actions like needing to walk

around an object or an interface design such as miniature model representations, instead of

being able to move or rotate the objects themselves, quickly become tiring when it must be

done repeatedly over the course of a single edit.

“If I am creating a scene or trying out haptics then I’m constantly moving around, I’m

standing up, I’m doing all this stuff, and that can be tiring to do for eight hours a day, every

day.” (P6)

Finally, using physical manipulation means a designer must be able to touch or accu-
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rately point to the object they wish to interact with. If the physical manipulation requires

interacting with objects placed in the world, as opposed to menus which can be made to

always be relative to the designer, the designer must move to these objects within the VR

space. Navigating a VR world being designed within can be challenging, even with options

to teleport to a location pointed at, as the location you want to go to may be a cityscape

away or a completely different and unloaded level. This may be addressable by creating

compartmentalized scenarios in which each scene a designer wishes to edit can be accessed

in isolation, but still in full context, rather than engaging with it in the same world it will

ultimately exist in.

“There’s no way I’m walking an entire level, it’s just, no. There’s no chance of that

happening. I would go to Unity.” (P5)

VR Presence

VR presence relates to the effects that being deeply involved within a scenario being designed

for affects a designer. The main influences found were on understanding edited objects, and

understanding of the editing scenarios.

While a designer has presence within the scene, they gain a better understanding of the

objects they are trying to edit. This allows the designer to better understand the object’s

role and structure, and approach it as a real object rather than an abstract concept. This

acts as a grounding point for the designer and helps reduce the mental load of needing to

recall past experiences with the object since it is now implicit while interacting with it.

“It brings you close to the objects themselves so you have a better sense of the actual

object that you’re going to be working with. There’s a little bit less time spent imagining

what the experience with the object will be because I can actually go up to the object that

I’m going to work with.” (P1)

VR Presence also affects a designer’s understanding of the broader scene they are au-

thoring haptics within. Through higher levels of presence within the scene, it becomes easier
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to understand the context of the haptics being designed for. This means the design can be

done with consideration of other haptics, sounds, and objects already present in the scene,

which is expected to produce a more desirable result.

“I do feel like I’m in the whole... I’m part of the scene.” (P2) “If you’re in a third person

perspective on a computer designing things, you don’t have that actual sensation of “okay,

when I touch this object, it should be this short and it should be. . . ”, you’re just removed

from the design process.” (P6)

6.5.2 Discussion

Based on the open coding, we believe immersive haptic authoring can be used to improve the

process for designers to add haptics to virtual environments. While we initially anticipated

a workflow solely in VR would be ideal, participant discussion consistently suggested a

mixture of VR and traditional desktop interfaces would be necessary out of concern that the

immersive haptic authoring system would lack the flexibility or accuracy needed for some

tasks. While it may be possible to address these concerns and allow a full VR workflow, it

may not be necessary. There was no sense in the discussions that needing to periodically

leave the VR space was considered a negative if the majority of the design process could

be done in VR. We believe as long as the need to leave an immersive haptic authoring

system is minimally intrusive, such as occurring between design iterations, and infrequent,

suggesting upwards of 15 minute periods within VR, immersive haptic authoring will play a

complementing role to existing haptic authoring processes.

At a theoretical level, this authoring approach has the potential for improving time effi-

ciency, simplifying workflow, and improving accessibility for authoring haptics. The haptics

created using immersive haptic authoring are expected to be of higher quality due to the

improvement in a designer’s understanding of the wider contextual environment being de-

signed in, providing a clearer representation of VR objects directly being designed for, and

providing easier and faster feedback on prototyped iterations. These topics were found to
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be the most important and impactful, and should be of specific note for future work when

creating a comprehensive theory on an immersive haptic authoring system’s place in design.

When considering specific implementations that may follow, ensuring a high level of user

freedom beyond what is strictly needed for a situation is by far the most important aspect

to potential designers. While occasional comments alluded to the benefits of specialized

systems for a specific use or piece of hardware, the concern that the immersive editor would

imply a restriction in tools and options was far stronger. If the editor system is looking to

be applicable to practical larger scale projects, a form of efficient world-scale movement will

also need to be used to reach distinct areas of the world. Finally, while allowing physical

manipulation as an interaction medium brings designers closer to the objects they are editing,

its difficulties with precision and likelihood of fatigue suggest it will need to be coupled with

other interactions to support it.

6.6 Chapter Summary

In this chapter we created a testbed system that used physical manipulation with a miniature

of the user as an immersive haptic authoring approach. We then had six expert designers

experience the system and interviewed them to investigate the larger concept of immersive

haptic authoring beyond specific implementations. While we recognize this investigation only

exposed high-level considerations and discussion due to our limited sample size, it produces

a foundation of the main concepts that can be expanded on with future studies.
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Chapter 7

Discussion

In this chapter, we start by examining the four projects of the previous chapters and discuss

their larger concepts in representing different steps of the design process for VR haptic

experiences (7.1). We then highlight the interactions between the process steps to present

the concept of a holistic VR haptic design approach and the benefits we believe it has (7.2).

Finally, we discuss the limitations of our work and clarify the extent to which we have drawn

conclusions based on our work and assumptions (7.3).

7.1 Steps in VR Haptic Design

In Chapter 1, our first stated objective was to expand our understanding of the design

process steps for creating VR haptic experiences and proposed: hardware, user interaction,

user perception, and authorship. These steps were derived from the three branches of haptic

research, with machine haptics contributing the hardware step, human haptics contributing

the user interaction and the user perception steps, and computer haptics contributing the

authoring of the experience. Here we discuss how each of our projects relates to our proposed

design process steps (see Figure 7.1). We also will address objective 2, new approaches

to improving VR haptic experiences other than hardware, by highlighting our projects’

conceptual novelty to the design process.
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Figure 7.1: Steps of our proposed design process discussed in each sub-section.

7.1.1 Creating Hardware

The creation of our SWICK devices explored the process of creating a haptics hardware

force feedback device using a fan-based approach and detailed the functionality and forces

of the result. Haptic hardware devices are fundamental to a VR haptic experience and their

design is an important but uniquely challenging step. Unlike the other steps we outline,

where the design is conceptual or created through programming with a high amount of

flexibility, hardware creation is almost exclusively based on physical constraints. Haptic

devices are constrained by the real world and must balance desired properties with practical

considerations and consequences. While there are many designs that can all produce the

same resulting haptics, for example the fans on the SWICK could be swapped out with

compressed air jets, a main challenge of the designing hardware is the undesirable side

effects. The weight of the device, its size, how loud it is, and nonlinearities during operation

all vary between a fan-based and compressed air-based system despite being able to produce
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essentially the same haptic feedback. As a result, we suggest that when building new VR

haptic hardware devices it is essential to not only focus on the device capabilities but have

clear discussions of their other aspects to understand which VR applications it can best be

used with.

7.1.2 Designing Interactions

We found the process of examining research of aircraft control haptics useful when designing

a force feedback interaction for VR-like drone control. VR is a unique technology that

produces fully virtual environments which, unlike reality, allow almost total freedom in their

design. Much of our initial concern about the project’s feasibility came from the underlying

differences between virtual and physical environments. There was uncertainty on whether

an interaction designed for the constraints of physics, the mechanics of an aircraft, and

the goal of an onboard pilot would transfer to an interaction where these components are

virtualized. We concluded that while the haptic interaction for the aircraft control would

not have directly transferred to the new context, the underlying theory of the interaction

design could.

In a more general sense, we believe this transferability for designing a haptic interaction

between a real and virtual context comes from three principles: Our first proposal is that

haptics are fundamentally rooted in physicality regardless of context, providing a common

conceptual starting point. If it was intended by a designer to make an object that was purely

virtual, not only in appearance but conceptually, the inclusion of haptics would not make

sense. Adding a haptic presence, to an extent, makes something physical. Even though the

environments may be different, the transferability of a real haptic interaction to a virtual

haptic interaction always involves a fundamental connection of representing the physicality

of existence.

Our second proposal is that while the contexts may be different, the goals and information

represented can still be similar. From our work we believe that, despite piloting from onboard
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an aircraft carrying a higher risk than piloting a drone, both have a common goal of avoiding

a crash which can benefit from knowing information on the aircraft’s state. In both cases

the same type of information is desired for the same goal, so we believe similar haptic

solutions to provide this common information is possible. Similarly, consider the haptic

interactions of an industrial machine that indicates to a worker how much pressure they are

applying through a calculated force feedback and how long a machine has been active for

by providing vibrotactile feedback. The reason these haptic elements may be included in

the interaction with the machine is because they provide or enhance information that was

missing or insufficient, and as a result improves the use of the device. Moving the device

into a virtual context does not change that this information is beneficial to the user and this

consistency in problem motivation helps the transferability of the haptic solution.

Our final proposal is that some contexts outside VR are particularly well suited to be

transferred to VR because of their existing abstractions from reality. When piloting an

aircraft, the pilot is stationary inside an enclosed space reducing the complexity of the

environment. The haptics of modern fly-by-wire system are no longer due to the direct

influence of adjusting the wings and instead are a simplified abstraction for the pilot’s benefit.

The stick which the haptics are provided from is a small, easy-to-handle size and gripped

similarly to a lot of haptic devices [53, 119, 62]. We believe these attributes of a controlled

environment, abstracted simplified haptics, and the medium by which the haptics are applied

may be indicators that an external haptic interaction would be well suited to a VR haptic

interaction. If true, we would also expect investigating research such as video game controller

haptics or large machinery control to provide useful theoretical foundations for VR haptic

interactions.

While we did not perform a study to analyze the practical use of the resulting system,

such an investigation would have been secondary to our goal of exploring this alternate

approach of using external domain research to inform VR haptic interactions. While it is

clearly not novel to suggest using related research of interactions to inform the creation of
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a new interaction, to our knowledge we are unique in expressing a focus on using a cross-

domain approach and starting a discussion of when and why existing haptic research can

be applied to VR haptic interactions. Given that haptic interactions have been researched

since at least 1967 [22] and used in countless applications in countless disciplines to solve

difficult problems since then. We believe there is significant value to the VR haptic design

process to investigate and use these already developed interactions as a foundation instead

of designing interactions for VR haptics as a purely unique approach.

7.1.3 Designing for Perception

Our work on the size-weight illusion using VR haptics produced useful environments to

study the design of VR haptic perception. As the size-weight illusion was identified in both

a virtual reality context [52] and a haptic context [51], the lack of a dedicated investigation

into an immersive VR haptic context has clear potential. While the experience created in

our system at this time does not seem suitable for analyzing the strength of the size-weight

illusion, we believe it has still provided insight into the design of perception. Through this

project, we identified multiple potential confounding factors on the perception of the VR

haptic forces, with sound being the suspected largest in our experience.

Precedence for audio influencing the perception of haptics has been established in several

studies outside of immersive virtual reality. This has included its ability to influence how

many times a haptic tap was felt [19] and to enhance the perception of lower-end haptic

devices [82] which also included findings that the difference in audio changed the feeling of

the haptic feedback, even though the interaction remained the same. While our work did not

include a study to provide definitive data linking the sound to the perception of the forces,

we believe there is sufficient reason to explore this further.

Regardless of the cause for the discrepancy, the importance of designing not only an

interaction, but the resulting perception, can be seen. Ultimately, the sensation felt by a user

is what influences a VR haptic experience as it to some extent represents the internalization of
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the other components. Designing perception can be more challenging since, unlike hardware

and interactions which can be measured and predicted using math and physics, perception

is an internal state to the user which can make it more difficult to anticipate, but must be

addressed regardless.

7.1.4 Authoring

The concept of an authoring tool for VR is at its core to support the design and implemen-

tation of an idea. The level of support can vary from simply allowing the definition of a

haptic interaction [58, 15] but can extend to supporting decision-making [66] and simplifying

the design process [33]. We believe our research in Chapter 6 is an example of supporting

decision-making by allowing the authoring of the VR haptics to not only occur in a virtual

environment but in the same virtual context it would later be used in. In addition, while

some tools present a separate manikin throughout the authoring process [66] to represent

the user, we only used one for ease of selection during editing but utilized the designer’s ac-

tual body for interacting with the environment and experiencing the results. The potential

benefits of our approach were presented by the interviewed designers who noted a reduction

in context switching between a desktop and VR, improvements in supporting an author to

conceptualize their design, and the use of physical manipulation to provide an easy-to-use

interaction.

While authoring could be thought of as just a tool to implement an already-designed

haptic experience, we believe our system demonstrates the idea of authoring being part of

the design process. Authoring provides new context to the design of the experience and

as a result, is an important step in creating a desired result. Immersive haptic authoring

systems seem particularly suited for this task because they provide the same medium as the

experience will be used in, providing better context for the design. Authoring at minimum

requires the implementation of a haptic design, but using it in the design process seems to

be a more powerful approach.
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7.2 Design Process Interactions

Each of our projects investigated different steps in the design process of VR haptic experi-

ences and represent standalone contributions. This is similar to most research in this space

where the work and discussion focus on a specific aspect of the design process such as pre-

senting a new hardware device or researching theory on VR perception. While the findings

present new ideas, these ideas are often presented in an isolated context which we believe

misses some of the larger considerations for the usability of the concepts. Using the four

projects presented in our work, we discuss here the interconnected elements found between

them and their importance to the larger goal of improving VR haptic experiences (see Figure

7.2).

Figure 7.2: Observed interactions between design steps with green indicating positive effects
and red indicating negative effects.
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7.2.1 Hardware as a Limitation to Interactions

When designing our haptic interaction for HMD drone control, the effect of using the SWICK-

2D was a consistent limiting factor in the process. Not being able to include haptic trans-

parency in the interaction, restricting the interaction to take place along only three degrees

of motion, and the small range and non-linearity of forces the interaction had to be mapped

to all resulted from constraints of the SWICK-2D. While one solution could be to design

the haptic interaction before investigating the hardware device, doing so may introduce its

own problems. If the interaction is fully designed first without forethought to the potential

limitations of the hardware device, it is possible to produce a set of hardware requirements

that cannot be practically or physically met. Ultimately, the issue arises from the hardware

device which is constrained by physical design being expected to produce a potentially un-

constrained virtual haptic interaction. As such, we propose that the two should be designed

together, grounding the interaction design while elevating the hardware to its application.

7.2.2 Interaction Confounds Affect Perception

While creating a VR haptic interaction, choices are being made to produce specific contact

with a user such as defining how much force should be produced, in what direction, at

what location, and under what circumstance. While this defines the interaction design,

user perception encompasses the unintended elements as well. In Chapter 5 we created an

interaction that replicated the process of lifting a weighted object by producing physically

equivalent forces. As a result, we expected that the resulting perception would be based on

these forces for use in the studies that had been planned. After our testing, however, we do

not believe that was the case. While the interaction designed was necessary for the desired

perceptions and measured forces were accurate and equivalent to a real object, it was not

sufficient. Other interaction elements not designed but still present seem to have influenced

the resulting perception, such as the noise of the fans, the angle the SWICK was held at, and

the air coming out from the fans. These elements were outside the interaction we designed
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for, but we believe they are within the perception we were designing and resulted in a non-

functional experience. From this we propose that the interaction and the perception should

be designed together. We expect this will promote the expansion of designed interaction to

account for unexpected and undesired perception-related elements, and support the design

of the perception by providing the context of what would be necessary to achieve the desired

feeling.

7.2.3 Interaction Influencing Authoring System

Using an immersive authoring system to create a VR haptic experience can be done by

defining the interactions that should take place. Determining the extent to which desired

interactions can be created within an authoring system can be challenging though due to

two opposed needs. From our work in Chapter 6, one major concern designers had was

the freedom offered by an authoring system. They indicated a strong concern that their

ability to author a desired interaction would be limited by the extent to which the authoring

system’s designer had planned for. One conclusion would be to ensure an authoring system

is robust and general enough that it can produce any interaction needed by a designer, but

this encounters a separate issue. Immersive authoring environments can be straining so

ideally only necessary details and functionality should be present [35]. An immersive VR

haptic authoring system that supports haptic sensations for interactions that are unnecessary

will result in excess functionality and complexity. For example, an authoring system like

Mhaptic [88] that is designed for force feedback could incorporate tools to define vibrotactile

interactions but it would add additional complexity to an already imposing interface and

unnecessary elements if both haptics are not required. To balance these two needs of creating

a minimally complex authoring process while allowing the complete functionality needed to

create a desired experience, we propose that the haptic experience interactions being designed

and the authoring process used to create it should be considered together. The expectations

of the interaction can be used to inform the necessary functionality for the authoring process
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while the authoring process can provide new ideas to refine the interaction.

7.2.4 Hardware Agnostic Authoring

While our other discussions in this section propose steps of the design process we believe

should be designed together as a holistic approach, this subsection discusses our rationale

for why authoring should not be done with explicit thought of hardware. While designing

our immersive haptic authoring system we encountered two issues connected to hardware.

The first was that while we planned for the system to be tested with a specific vibrotactile

haptic vest [18], we found building the system around it was leading to overly specific au-

thoring processes to the specific piece of hardware. Beyond the vibrotactile feedback that

is commonly found in the controllers for most VR headsets [2, 3, 5], there is currently no

general consensus on a single piece or set of haptic hardware in use for VR. We believe if too

much focus on the hardware is applied in the authoring process, the applicability and gener-

alizability of the result could be hindered. Our other reason for advocating to not design to

a specific hardware device during the authoring process is we do not believe it reflects the

true goals of the designer. From our interviews in Chapter 6, designers never discussed an

attempt to “activate motor 7” or “set the vibration to 100 hertz”. When describing their

authoring, they would say they want to “feel the water rolling across different areas on your

hand” (participant 1) and looking to “vary (the) intensity” and have it “fade” (participant

3) without referencing specific intensities. We believe this reflects that a designer’s goal in

authoring is the interaction and sensation of the experience rather than the hardware de-

tails. In addition, a participant described the idea of direct hardware control as, “Those are

numbers on a screen or some descriptions, right, versus you actually want to feel something”

(participant 6). As a result, we propose authoring should not be done in direct considera-

tion of the hardware design step and instead, a level of abstraction should be provided so

the designer can focus on the desired interactions and perceptions regardless of the specific

device used to produce it.
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7.3 Limitations

Our investigations demonstrated various new approaches to designing haptic VR experiences

by selecting specific examples and discussing the process and design choices made. However,

the general lack of studies or direct data limits the strength of our claims. Across all four

projects, the only full study performed was examining immersive haptic authoring in Chapter

6, which used experienced designers but had a relatively small sample size of six participants.

The lack of quantitative data also makes it difficult for external researchers to properly

replicate our work since although we outline much of our processes, there are no clear metrics

that could be compared afterwards to clearly support or refute the work.

There is also an open question of how generalizable the project results were. While we

made a case for why force feedback and vibrotactile feedback were selected, our research

ultimately only investigated these two modes of haptics. Given the significant differences

between various forms of haptic feedback, it is hard to tell if for instance thermal haptic

interactions could also benefit from other discipline’s research and if the considerations for

applicability would be the same. Even within the haptics we did demonstrate, we only

showed one thorough example for each concept which we believe sufficient to propose our

ideas, but not to confidently make broader assertions.

Finally, our presentation for how to apply our work to practical applications is fairly

narrow. While VR haptics are being used for flight training [6], education [116], and object

interaction [44] similarly to our presented applications, our work only demonstrated minimal

examples of each in an abstract format. While the applications we presented demonstrate

the idea of how each system would be used, they lack much of the practical elements and

scale a true application would involve.

Additional elements we did not investigate in the course of these projects include the

simultaneous or combined use of multiple different types of haptic devices, the effect of

multiple users within an experience, and alternate forms of immersive realities such as aug-

mented or mixed reality. While these limited our claims to only VR haptics with a single
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user and single device, this was a practical decision to ensure proper depth could be afforded

to the work that was done.
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Chapter 8

Conclusion and Future Work

Our work examined a variety of topics and goals centred around investigating and improving

the design process of VR haptic experiences. As the demand for VR and haptics grows, more

research will be needed to refine this relatively new area of research. Following from our work

are several avenues of further investigation which may help meet this need.

8.1 Future Research Directions

8.1.1 Alternate Types of Haptics

As discussed in subsection 2.2.1, there are a wide variety of haptic sensations being considered

for VR with each spurring the creation of multiple devices differing in method, location, and

flexibility. While we investigated more conventional and broadly adopted haptics, such

as hand-held force feedback and vest-based vibrotactile feedback [18, 4, 29], more unusual

devices and configurations exist with potentially different needs. Applying our concepts with

alternate haptics such as chemical-based thermal haptics [78] or floor surface formation using

large-scale pin-arrays [64] would explore if the concepts presented are extendable to general

VR haptic design or are specific to a subset.
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8.1.2 Perform User Studies

As discussed in our limitations section 7.3, many of our projects did not include a formal

study to gather data on the resulting designs. These projects allowed us to consider the

conceptual aspects of the design process but user studies with each would provide data

that could complement or contrast our discussion and provide a more grounded view of our

approach. The SWICK device could benefit from a more complete and accurate technical

analysis to ensure there are no unexpected forces, and a perceptual user study to confirm the

experienced forces match the technical values, as was done for the Thor’s Hammer device [53].

In the project for haptic interaction design (Chapter 4) we outlined what our methodology

for a user study would be, including the changes we believe would provide the best data.

In addition to testing the interaction, it would be interesting to perform a study with the

user wearing a headset and piloting a real drone with our interaction design, or showing

a recorded set of drone actions while the corresponding force feedback is presented to the

user. This would then provide a user perspective on the usability of the system to compare

with the theoretical expectations from the design process. Following through with a study

of the size-weight illusion using our outlined methodology (Chapter 5) would contribute to

a more substantial discussion on how haptics interact with immersive virtual reality. Based

on our reflection though, there are likely fundamental problems with either the details of

the methodology, the hardware device chosen, or the virtual environment that would need

to be addressed first. Finally, no study was performed directly on our authoring system to

quantify the effectiveness and usability of our implementation making it unclear if the design

properly reflects the concept of authoring an experience in context.

8.1.3 Realistic Application

Our studies investigated a variety of applications including improving interactions for HMD

drone control, the effect of the size-weight illusion on learning, and using our authoring

system for an assortment of interactions in a scene. While we discussed in each project why
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we believe the approach we took is impactful to their respective applications, the work did

not stem from an established clear need and leaves a question of if the impact is beneficial

in a practical sense. This will require future research investigating defined problems in a VR

haptic space that use these approaches and asses the practical impact it has.

8.1.4 Creating a Complete Holistic Experience

While we presented a case for the use of a holistic approach when designing VR haptic

experiences, work is still needed to investigate its effect in practice. One form this could

take is research that starts with a specific desired VR haptic experience, such as interacting

with objects, playing a sport, or flying through the air, and then closely analyzing the

complete progression of using a holistic design approach to create it. One potential outcome

of such research would be the creation of a toolkit that outlines the cross-interactions of the

various design elements and their effects within a design. This could be done similarly to

existing application research for VR haptics [37, 44, 80] but instead of focusing on a user

study and applications, the results would be on the process taken and its relationship to the

final design.

Another form that investigations of holistic approaches to VR haptic research could take is

the inclusion of wider discussions in research papers focused on isolated design elements. For

example, papers describing the design of a new hardware device concept include discussion

on anticipated effects to interaction and experience design with its use. Such discussions

may not individually advance research on a holistic haptic approach, but could then be used

in inter-project analysis such as meta-studies [27]. This could be assisted by the creation

of standardized assumptions for studies describing common design processes, such as how a

given interaction is likely to be designed, that targeted research can reflect their approach

within. We believe research in this direction would introduce new avenues for investigation

and help more targeted work generalize to the larger goals of improving VR haptics.
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8.2 Conclusion

We set out to investigate new approaches for designing VR haptic experiences throughout

various steps in the design process. Based on the current VR haptic research, we designed

and implemented four projects, each focused on one of: hardware, user interaction, user

perception, and authorship. Through these projects, we investigated the concepts of each

step and demonstrated an uncommon design approach for each. We found there are potential

improvements for the design of VR haptic experiences within each component as well as the

larger design approach taken for how they should be considered in relation to each other.

Our first objective was to expand our understanding of the design process steps that create

a VR haptic experience. We confirmed the importance of hardware, interaction design,

perceptual design, and authorship as major steps in the design approach, as demonstrated

in their respective projects. Within each step, we also identified and explored interesting

concepts impactful to understanding them.

Our second objective was to examine new approaches to creating improved haptic VR

experiences in addition to hardware advancements. Much of our work did not have concrete

user studies, limiting the extent to which we can draw definitive conclusions, but we still

believe the concepts of the approaches were explored. Using related literature we showed

numerous hardware device approaches and designs, and only covered a fraction of what

exists. To complement this focus on hardware, we demonstrated other approaches that

could improve VR haptic experiences, such as using haptic research from other domains

to design VR haptic interactions, the use of the size-weight illusion to design VR haptic

sensation, and the use of an immersive authoring system to improve the authoring process.

While the extent to which each would impact a VR haptic experience is uncertain, we believe

the concepts have at least been demonstrated for further research to build off.

Our last objective was to explore the holistic process of designing haptic VR experiences

and how different steps of the design process interconnect. Of the six pairings possible

between the steps, we identified four connections of note with three pairings that should be
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designed in consideration of each other and one that should not. The three pairs that showed

cross-consideration also encompassed all four steps of the design process. This suggests

every step to some degree influences the design of all other steps, and a holistic approach to

designing VR haptic experiences can utilize these.

Haptics shows great promise in improving the experience of virtual reality and as both

demand for, and expectations of, VR haptics increase, better user interactions and design

processes will be needed. To support this future of VR haptics, our thesis presented new

design concepts for each of the four major elements in creating a VR haptic experience.

In addition, we have taken the first steps to uncover the larger connections between design

process steps and suggest a holistic approach is needed. Using our work, we hope new

research will continue to develop the design of VR haptic experiences and produce ever more

engaging worlds in a medium where anything is possible.
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Appendix A

ADDITIONAL MATERIAL FOR

HARDWARE CONTROL

Included below is the code used to arm the ESC in Chapter 3.
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Appendix B

ADDITIONAL MATERIAL FOR

HAPTIC AUTHORING SYSTEM

OPEN CODING STUDY

Included below are the study protocol, pre and post-study questions, and consent form used

in the haptic authoring study session presented in Chapter 6.

• Study protocol

• Pre-study questionnaire

• Post-study questionnaire/interview

• Consent form
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Study Protocol

(Hand out ethics form)
(You will receive your remunerations as a $20 amazon gift card next week)
(Hand out pre-study questionnaire)
(Start camera, audio recorder phone, and obs recording)

Thank you for agreeing to participate in our study.

Before we begin, I will clarify how we will be using the following terms “haptics”, “haptic
interaction”, and “haptic experience” which will appear multiple times during the study. As these
terms are important for the study, please tell me if anything is unclear after hearing how they are
being used.

The term haptics will be used to refer to any tactile based stimulation device such as vibration,
linear force actuators, electro muscular stimulation, or manipulating the environment to allow
contact with real objects as some examples.

When we refer to “haptic interactions”, we are referring to the literal sensation that results from a
haptic device such as feeling your hand shake while holding a ringing phone.

Finally, when we refer to “haptic experience”, we are addressing the higher level experiential
result of interacting with a haptic device. This differs from haptic interactions in that the goal for
a “haptic experience” is evoking a feeling, idea, or concept, and is not about the details of how
the sensation is achieved. Haptic experiences is about how a user feels about and internalizes
haptic interactions.

With these definitions in mind, please consider the following. Virtual reality is a powerful
technology that can be used for entertainment, simulations, teleoperation, research, and
countless other applications. One technology which has expanded the potential of VR is
Haptics. But having the technology available is only half the problem, designers then need to be
able to create VR experiences that use and apply these haptic devices in a way that fits their
needs, To address this, we are investigating the idea of allowing designers to author these VR
haptic experiences from within VR rather than the traditional desktop based approaches
currently used.

While going through this study, we would like you to provide feedback on the concepts
presented in this approach to haptic authoring. The system you will experience is only a minimal
prototype system to help you consider the strengths and limitations of the broader concept of in
situ VR haptic authoring, the system itself is not of particular importance. Because of this, during
the course of the study, please try and transition away from discussing details about the
implementation unless it is necessary for a broader topic you want to discuss regarding the
fundamental approach of allowing haptic authoring within VR.



(Check if participant is prone to motion sickness)
(Describe controller instructions and edit mode is only right hand)
(Provide overview of editing process, stress you must exit edit mode to test)

In this space there are 5 scenarios for you to design: An electric fence, a fire, and a walkthrough
wall (the middle of the brick wall segment). Please create a haptic experience for each and talk
aloud about your thoughts during the process such as what you think the benefit and
limitations of a VR in-situ authoring approach or how do you think this medium may
influence editing interaction techniques?

(Help put on haptic vest, gloves, and VR headset)
(Show boundary of area)
(Start study system)

(Wait for participant to finish, and asked to move through the scenarios quicker if more than 10
min per)
(Help take off all equipment)

Having now tried a VR-based in-situ authoring system, we will ask you a set of open ended
questions related to this approach. Again as a reminder, this study is on the general approach to
haptic authoring using VR as a whole, and not our implementation of the idea which was
created for illustration purposes only.

(Ask and record answers to Q1-Q6)

…
…
…
…
…
…
…
…
…

(Could you relate to any of the sensations for an electric fence, bonfire, standing in rain, running
tap of water, walking through heavy curtains (instead of wall))

That is the end of the open questions. Do you have any final comments about the VR-based
in-situ authoring or any questions regarding the study?

That ends the study, thank you for participating.



Self Identification Background Questionnaire

Approximately how long have you been involved with the field of design work? ______ years

Approximately how many design projects have you been a part of? ______

How knowledgeable would you consider yourself in the field of design work?: (0-10) ______

How often do you typically use a VR system?: Daily Weekly Monthly Yearly

How long do each of your VR sessions last?: < 15 min 15min - 60min > 60 min

Have you worked on projects involving virtual reality before?: Yes No

How would you rate your knowledge on designing for virtual reality?: (0-10) ______

Have you worked on projects involving haptics before?: Yes No

How would you rate your knowledge on designing with haptic?: (0-10) ______

Have you worked on projects that included haptics within a virtual environment? Yes No



Interview Questions

Q1. How would you describe what you just experienced?

Q2. Do you have any suggestions on what features a potential system could include that best
leverage VR as an environment and why?

Q3. Are there any unique qualities to haptics design you believe a VR environment is better or
worse suited for?

Q4.1. How do you foresee the scenario being designed for will impact this new authoring
process?

Q4.2. How do you foresee the haptic devices being used will impact this new authoring
process?

Q4.3. How do you foresee experience with the systems will impact this new authoring process?

Q4.4. Are there other factors, like the ones mentioned before, that you imagine will impact this
new authoring process?

Q5. Do you have any thoughts on using an in-situ approach to haptic authoring related to
creating haptic interactions versus haptic experiences?

Q6. Traditional desktop based haptic design requires editing a haptic interaction on a computer,
loading the software to a headset, and experiencing the result and then returning to the desktop
environment to iterate. How do you think an in-situ approach to haptic authoring will affect this
and do you foresee any benefits or drawbacks?



Name of Researcher, Faculty, Department, Telephone & Email:
Christopher Smith, Research Assistant - Department of Computer Science, University of Calgary
Dr. Ehud Sharlin, Associate Professor – Department of Computer Science, University of Calgary
Dr. Ryo Suzuki, Assistant Professor - Department of Computer Science, University of Calgary
Dr. Sowmya Somanath, Assistant Professor – Department of Computer Science, University of Victoria

Supervisor:
Ehud Sharlin, Associate Professor - Department of Computer Science, University of Calgary

Title of Project:
Exploring Haptic Interaction for VR/AR

This consent form, a copy of which has been given to you, is only part of the process of
informed consent. If you want more details about something mentioned here, or information not
included here, you should feel free to ask. Please take the time to read this carefully and to
understand any accompanying information.

The University of Calgary Conjoint Faculties Research Ethics Board has approved this research
study.

Important term
What is a haptic device? A haptic device is a device that provides some type of touch based
sensation when used. Some examples could include the feeling of weight, texture, wind,
temperature, or pressure. If you would like further clarification, please ask one of the
researchers of the study for more details.

Purpose of the Study
The goal of this study is to better understand the designing process of haptic experiences in
virtual reality (VR) and identify areas that could benefit from an improved designing system.

What Will I Be Asked To Do?
● Use the provided VR headset to experience a prototype of the research system.
● Provide answers for a scripted set of 9 questions based on your personal experience

designing VR haptic interaction.



Your participation is entirely voluntary. You may refuse to participate altogether, or may withdraw
from the study at any time without penalty by stating your wish to withdraw to the researchers.

This study should take approximately 60 minutes.

What Type of Personal Information Will Be Collected?
Should you consent to the participation, we will collect demographics information, i.e. gender
and age.

There are several options for you to consider if you decide to take part in this research. You can
choose all, some, or none of them. Please review each of these options and choose Yes or No
after carefully reviewing the information below:

I agree to let audio and video recordings or parts of it from the session to be used for
data analysis: Yes: ___ No: ___

I agree to let photographs from the study be used, for presentation of the research
results: Yes: ___ No: ___

I agree to let whole or parts of recordings from the study to be used, for presentation of
the research results: Yes: ___ No: ___

I agree to let my conversations during the study be quoted, in presentation of the
research results: Yes: ___ No: ___

I wish to have my quotes attributed to me by name (an answer of “no” will result in
quotes being attributed to a pseudonym): Yes: ___ No: ___

The main purpose for collecting the video and photos is analysis of the session and the
interview content. However, with your permission, we might want to use the photos, video
recordings, or parts of it in presentations or other electronic media, but this can only happen
with your consent. Please, indicate above if you grant us permission to use video clips or
pictures from this interview. Any video clips or pictures will not be associated with your name or
contact information. If consent is given to present identifiable video clips and/or photographs
(see table above), then no anonymity can be provided and you will be clearly recognizable as a
participant in this study.

Please note that once photographed or videotaped images are displayed in any public forum,
the researchers will have no control over any future use by others who may copy these images
and repost them in other formats or contexts, including possibly on the internet.



Are there Risks or Benefits if I Participate?
There are no anticipated risks associated with participation.

What Happens to the Information I Provide?
You are free to withdraw from performing the study at any point. If this occurs, we will
immediately stop collecting data from you and destroy all data collected from you during the
study. TCPS advises that data from participants who have chosen to withdraw from the study
not be retained.

All data received from this study will be kept for five years in a secure location. The investigator
indicated on this form will have access to the raw data, as will future investigators or research
assistants on this project. While the exact composition of this team will change over time, the
primary investigator will remain on the project. Data will be destroyed once it is of no further use
(e.g., by erasing files and shredding paper copies).

In any reports created based on this study, you will be represented anonymously, using a
pseudonym or participant number (e.g. Participant 4). With your permission (as indicated in the
table above) we may use quotes from your interview or video pictures of your session in our
published results; these will not be associated with your name, contact information, pseudonym,
or participant number. No personal or confidential information will be published. Please note that
once videotaped images are displayed in any public forum, the researchers will have no control
over any future use by others who may copy these images and repost them in other formats or
contexts, including possibly on the internet.

When can I withdraw my results?
During the study you can at any time indicate your withdrawal, in which case the study will be
considered finished and any data gathered will not be used. If after participating you wish to
update your responses to the question in the “What Type of Personal Information Will Be
Collected?” section or withdraw your results from the research, you must contact the research
team within 30 days from signing this form. Requesting to withdraw within this timeframe will
mean all results you provided will be removed from the research findings and will not be used.

Signatures
Your signature on this form indicates that 1) you understand to your satisfaction the information
provided to you about your participation in this research project, and 2) you agree to participate
in the research project.

In no way does this waive your legal rights nor release the investigators, sponsors, or involved
institutions from their legal and professional responsibilities. You are free to withdraw from this
research project at any time. You should feel free to ask for clarification or new information
throughout your participation.



Participant’s Name: (please print) _____________________________________________

Participant’s Signature: _____________________________________Date: ______________

Researcher’s Name: (please print) ____________________________________________

Researcher’s Signature: ____________________________________Date: _______________

Questions/Concerns
If you have any further questions or want clarification regarding this research and/or your
participation, please contact:

Dr. Ehud Sharlin
Associate Professor - Department of Computer Science

University of Calgary
ehud@ucalgary.ca

Dr. Ryo Suzuki
Assistant Professor - Department of Computer Science

University of Calgary
ryo.suzuki@ucalgary.ca

Dr. Sowmya Somanath
Assistant Professor – Department of Computer Science

University of Victory
sowmyasomanath@uvic.ca

Christopher Smith
Research Assistant & MSc Student – Department of Computer Science

University of Calgary
smithcg@ucalgary.ca

If you have any concerns about the way you have been treated as a participant, please contact
the Research Ethics Analyst, Research Services, University of Calgary at 403.220.6289 or
403.220.8640; e-mail cfreb@ucalgary.ca.

A copy of this consent form has been given to you to keep for your records and reference. The
investigator has kept a copy of the consent form.
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