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#### Abstract

The Pell's equation and the negative Pell's equation are two of the most well-studied topics in number theory. While the solvability of the Pell's equation over the integers is well known for centuries, the solvability problem of the negative Pell's equation over the integers, especially the density problem of how likely the negative Pell's equation is solvable, was not fully answered until recently. In this thesis, we consider these equations over the polynomial ring $\mathbb{F}[t]$ where $\mathbb{F}$ is a finite field whose characteristic is greater than 2 . In Chapter 3 of this thesis, two different well-known proofs of the solvability of the Pell's equation over $\mathbb{F}[t]$ are presented. In Chapter 4, we present conditions and examples of when the negative Pell's equation is solvable and the function field analogue of the density problem on the negative Pell's equation.


## Preface

Both proofs of the solvability of the Pell's equation are well known: the first proof uses the Dirichlet's unit theorem over function fields and the second proof uses the continued fraction of the formal Laurent series as in Schmidt's paper 23. The asymptotic expression in Theorem 4.18 and Theorem 4.19 and the function field analogue of the Stevenhagen problem are original works by the author.
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## Chapter 1

## Introduction

From the ancient times, a Diophantine equation, an equation with indeterminates in integers or in rational numbers, has been one of the most well studied objects in the history of mathematics 13 . In this thesis, we investigate one particular type of Diophantine equation and its variant which were well studied both in the East and the West: the Pell's equation

$$
X^{2}-d Y^{2}=1
$$

In ancient Greece, this equation was studied using a recurrence relation to obtain an approximation of the square root of an integer, especially the square root of 2 . On the other hand, Indian mathematicians, most notably Brahmagupta and Bhâskara II, discovered systematic and recursive methods to solve the Pell's equation. Despite the fact that this equation was studied for hundreds of years, it was not until the 17 th and 18 th century that Lagrange and other European mathematicians provided rigorous proofs about the solvability of the equation 25]. Regardless of the era, one of the central questions about an equation is whether or not it admits a solution. For the Pell's equation over the integers, this question is precisely given as follows.

Question. Let $d>1$ be a squarefree integer. Is there a solution to

$$
X^{2}-d Y^{2}=1
$$

with $X, Y \in \mathbb{Z}$ and $Y \neq 0$ ?

Lagrange is known to give a first affirmative answer this question 13. The techniques used to solve this equation involve ideas from elementary number theory to modern mathematical notions such as the use of continued fractions, as in 9 Chapter XIV, the consideration of real quadratic number fields and the unit
groups, as in [1] Chapter 6, and class groups and class numbers as summarized in 13. Not only that, the Pell's equation is known to have a connection to interesting topics in modern mathematics, for example, the study of cryptography as seen in cryptographic techniques utilize the fact that the unit group of the integral closure of $\mathbb{Q}$ in quadratic number field is generated by the fundamental unit to construct a two-key cryptosystem as seen in 13.

In this thesis, we are interested in one particular variation of the Pell's equation. In particular, consider the following equation

$$
X^{2}-d Y^{2}=-1
$$

In contrast to the previous equation, this particular variation, which is often referred to as the "negative" Pell's equation 24 , does not always admit a solution. It is known that the solvability depends on the prime factorization of the discriminant of the maximal order in $\mathbb{Q}(\sqrt{d})$, the norm of a fundamental unit in $\mathbb{Z}[\sqrt{d}]$, and the period length of the continued fraction expansion of $\sqrt{d}$ as documented in 24 . While there is a known case when it is not solvable, for example, $d$ has a prime factor congruent to 3 modulo 4 , the likelihood of $d$ providing a solution to the equation was not known until recently. More precisely, the following question was not fully answered until 2022.

Question 1.1. Let $\mathcal{D}_{\leq X}$ and $\mathcal{D}_{\leq X}^{-}$be the set of discriminants that are not divisible by a prime congruent to 3 modulo 4 up to $X$ of a real quadratic number field and the subset of $\mathcal{D}_{\leq X}$ with norm - 1 fundamental units, respectively. Does the limit

$$
\lim _{X \rightarrow \infty} \frac{\left|\mathcal{D}_{\leq X}^{-}\right|}{\left|\mathcal{D}_{\leq X}\right|}
$$

exist? If it exists, what is the limit?

This question has been studied for decades by mathematicians. Nagell confirmed that the limit inferior and the limit superior of the fraction are in the open interval $(0,1)\left[17\right.$. The asymptotic expression of $\left|\mathcal{D}_{\leq X}\right|$ was given as $\frac{c X}{\sqrt{\log (X)}}$ where

$$
c=\frac{9}{8 \pi} \prod_{\substack{p \text { prime } \\ p \equiv 1 \\ \bmod 4}}\left(1-p^{-2}\right)^{\frac{1}{2}}
$$

by Rieger 20. In addition, the asymptotic bounds of $\left|\mathcal{D}_{\leq X}^{-}\right|$and $\left|\mathcal{D}_{\leq X} \backslash \mathcal{D}_{\leq X}^{-}\right|$were known to satisfy

$$
\begin{aligned}
\left|\mathcal{D}_{\leq X}^{-}\right| & \gg \frac{X}{\log (X)} \\
\left|\mathcal{D}_{\leq X} \backslash \mathcal{D}_{\leq X}^{-}\right| & \gg \frac{X \log (\log (X))}{\log (X)}
\end{aligned}
$$

as $X \rightarrow \infty$ according to Stevenhagen 24 and Dirichlet 6]. Later, Bloomer improved the asymptotic bound of $\left|\mathcal{D}_{\leq X}^{-}\right|$to be

$$
\left|\mathcal{D}_{\leq X}^{-}\right| \gg \frac{X}{(\log (X))^{0.62}}
$$

3. While the asymptotic bounds of $\frac{\left|\mathcal{D}_{\leq x}^{-}\right|}{\left|\mathcal{D}_{\leq x}\right|}$ was shown by Fouvry and Klüners as

$$
\alpha=\prod_{\substack{j \geq 1 \\ j \text { odd }}}\left(1-2^{-j}\right) \leq \liminf _{X \rightarrow \infty} \frac{\left|\mathcal{D}_{\leq X}^{-}\right|}{\left|\mathcal{D}_{\leq X}\right|} \leq \limsup _{X \rightarrow \infty} \frac{\left|\mathcal{D}_{\leq X}^{-}\right|}{\left|\mathcal{D}_{\leq X}\right|} \leq \frac{2}{3}
$$

[8], the limit value of the fraction was finally proven by Koymans and Pagano 14 to the value Stevenhagen has conjectured:

$$
\lim _{X \rightarrow \infty} \frac{\left|\mathcal{D}_{\leq X}^{-}\right|}{\left|\mathcal{D}_{\leq X}\right|}=1-\alpha \approx 0.58058
$$

Analogous to the Pell's equation and the negative Pell's equation over integers, we may consider the problems of these equations over the other kind of global field, a function field over a finite field. As Poonen summarized in Chapter 2 of [19], there are some analogies between algebraic number fields and function fields and some of the results in one class are thought to be transferable to the other. As in classical number theory over the integers, we may consider the Pell's equation over the polynomial ring $\mathbb{F}[t]$ where the finite field $\mathbb{F}$ has characteristic greater than 2 ; more precisely, we may consider the equation

$$
X^{2}-d Y^{2}=a^{2}
$$

where $a \in \mathbb{F}^{*}$ and $d \in \mathbb{F}[t] \backslash \mathbb{F}$ is a monic squarefree polynomial. Clearly, the equation admits at least one solution regardless of the choice of $d:(X, Y)=(a, 0)$. Similar to the Pell's equation over integers, this certainly provides "trivial" solution to the Pell's equation and the next question is whether the existence of a "nontrivial" solution is guaranteed or not. In this thesis, we begin with the following question.

Question. Let $d \in \mathbb{F}[t] \backslash \mathbb{F}$ be a monic squarefree polynomial and let $a \in \mathbb{F}^{*}$. Is there a solution to

$$
X^{2}-d Y^{2}=a^{2}
$$

with $X, Y \in \mathbb{F}[t]$ and $Y \neq 0$ ?
It is well known that it has an affirmative answer as documented by, for example, Schmidt [23]. The
techniques to prove the existence of a nontrivial solution are similar to how the equation over integers have nontrivial solutions; two examples of such techniques are the use of continued fractions and units in the integral closure of $\mathbb{F}[t]$ in quadratic field extension $\mathbb{F}(t)(\sqrt{d})$ and the function field analogue of the Dirichlet's unit theorem. Despite the fact that there is a nontrivial solution to the equation, we include the proofs of this fact to show some properties of the unit group of the integral closure of $\mathbb{F}[t]$ in $\mathbb{F}(t)(\sqrt{d})$ and examples of the negative Pell's equation over $\mathbb{F}[t]$, which is the next major topic of this thesis.

In addition to this "polynomial version" of the Pell's equation, this thesis explores the polynomial version of the negative Pell's equation: the equation

$$
\begin{equation*}
X^{2}-d Y^{2}=c \tag{1.1}
\end{equation*}
$$

where $c \in \mathbb{F}^{*} \backslash\left(\mathbb{F}^{*}\right)^{2},\left(\mathbb{F}^{*}\right)^{2}:=\left\{a^{2}: a \in \mathbb{F}^{*}\right\}$, and $d \in \mathbb{F}[t]$ is a non constant polynomial. Similar to the negative Pell's equation over integers, this negative Pell's equation does not always have a solution. When the squarefree polynomial $d$ has an odd degree irreducible factor, for example, we can deduce that the negative Pell's equation does not have a solution as in Proposition 4.4. However, excluding such choice of $d$ does not guarantee the solvability of the equation. This poses a similar question as we saw previously; how likely is the polynomial version of the negative Pell's equation solvable? More precisely, we may ask the following question.

Question 1.2. Let $\mathbb{F}, \mathcal{D}_{\mathbb{F}, \leq N}$ and $\mathcal{D}_{\mathbb{F}, \leq N}^{-}$be a finite field with characteristic greater than 2 , and the sets consists of polynomials up to degree $N$ which are the function field analogue of $\mathcal{D}_{\leq X}$ and $\mathcal{D}_{\leq X}^{-}$in Question 1.1. respectively. Does the limit

$$
\lim _{N \rightarrow \infty} \frac{\left|\mathcal{D}_{\mathbb{F}, \leq N}^{-}\right|}{\left|\mathcal{D}_{\mathbb{F}, \leq N}\right|}
$$

exist? If it exists, what is the limit?

In this thesis, we aim to make a step towards answering this question. In particular, we show that there are infinite sets of monic even degree polynomials with no odd degree irreducible factors, for which the negative Pell's equation is solvable, and for which it is not solvable. Additionally, we present the asymptotic expression of $\left|\mathcal{D}_{\mathbb{F}, \leq N}\right|$. After this, we compare this and the cardinality of these infinite sets.

This thesis consists of 4 chapters including this introduction. Chapter 2 provides preliminary knowledge for this thesis. In particular, we introduce algebraic objects such as Dedekind domains and the residue symbol, the completion of a function field, $S$-units, infinite products and their convergence, and useful functions and formulae such as the Möbius inversion formula and the Gamma functions.

In Chapter 3, we explore the solvability of the polynomial version of the Pell's equation over $\mathbb{F}[t]$ where $\mathbb{F}$ is a finite field. In particular, we will see that Pell's equation given by a non constant squarefree monic even degree polynomial has a nontrivial solution. The proof of this fact is presented in two different ways. One proof involves a technique using $S$-units and the other involves a technique using continued fractions. Many of the techniques and facts about continued fractions introduced in this chapter are similar to the ones for continued fractions over integers as seen in a classical number theory text book such as Hardy and Wright 9].

The final chapter, Chapter 4, of this thesis focuses on the topic of the polynomial version of the negative Pell's equation. In this chapter, we first explore some of the conditions for which the negative Pell's equation is solvable, for which the equation is not solvable, and some examples. The second topic of this chapter is to give an asymptotic expression of the function field analogue of $\left|\mathcal{D}_{\mathbb{F}}, \leq N\right|$; then, we compare this to the cardinality of two infinite sets, one consists of polynomials that make the equation solvable and the other consists of polynomials that make the equation not solvable. The new results by the author are presented in this section. The new results are Theorem 4.18, Theorem 4.19, Problem 4.21, Proposition 4.22, Proposition 4.24 Proposition 4.25 and its discussion.

## Chapter 2

## Preliminaries

The second chapter of this thesis introduces basic knowledge of algebraic number theory. In particular, this chapter covers materials related to Dedekind domains, the completion of a function field $\mathbb{F}(t)$ over a finite field $\mathbb{F}$, residue symbols in function fields, $S$-units, infinite products and their convergence, and some useful formulae such as the Möbius inversion formula and the Gamma function. Throughout, the characteristic of the finite field $\mathbb{F}$ is assumed to be greater than 2. The definitions and properties introduced here are taken from [1, [2], 5, 7], 10], 16], 18, 21, and 26]. Throughout this chapter, a ring always has a mutliplicative identity 1.

### 2.1 Dedekind domains and factorization of ideals

The materials introduced in this section are from [1], 22, [7] and 26 .

Definition 2.1 (Noetherian ring). Let $R$ be a commutative ring. $R$ is a Noetherian ring if for every ascending chain of proper ideals

$$
I_{0} \subseteq I_{1} \subseteq I_{2} \subseteq \ldots
$$

there is a natural number $k$ such that for all $m \geq k, I_{k}=I_{m}$.

Proposition 2.2. Let $R$ be a commutative ring. Then the following are equivalent.

1. $R$ is Noetherian.
2. Every ideal of $R$ is finitely generated.
3. Every nonempty set of ideals of $R$ has its maximal element with respect to inclusion.

Proof. See 2 Chapter 6.

Example 2.3. Every principal ideal domain is a Noetherian ring. However, not all unique factorization domains are Noetherian rings. For example, a ring $\mathbb{F}\left[x_{1}, x_{2}, \ldots\right]$ with countably infinite variables is not a Noetherian ring. Indeed, there is a ascending chain of proper ideals

$$
\left(x_{1}\right) \subsetneq\left(x_{1}, x_{2}\right) \subsetneq\left(x_{1}, x_{2}, x_{3}\right) \subsetneq \ldots .
$$

Theorem 2.4 (Hilbert's basis theorem). If $R$ is a Noetherian ring, then the polynomial ring $R[x]$ is Noetherian.

Proof. See 2 Chapter 7.

Definition 2.5 (Norms, traces, and characteristic polynomials). Let $L / K$ be a finite field extension of degreee $n$. Fix an element $a \in L$ and a basis of $L$ as an $n$ dimensional $K$-vector space. We have the $K$-linear transformation $m(a)$ on $L$ defined by $m(a)(b)=a b$ and its matrix representation $M(a)$ with respect to the fixed basis. Define the norm $N_{L / K}(a)$, the trace $T_{L / K}(a)$, and the characteristic polynomial char ${ }_{L / K}(a)$ of a relative to this field extension by

$$
\begin{aligned}
N_{L / K}(a) & =\operatorname{det} M(a) \\
T_{L / K}(a) & =\operatorname{Tr} M(a) \\
\operatorname{char}_{L / K}(a) & =\operatorname{det}(x I-M(a))
\end{aligned}
$$

where $I$ is the $n \times n$ identity matrix. Note that this definition is independent of the choice of basis since choosing another basis yields a similar matrix representation of the linear transformation. If the field extension is understood from the context, the subscript $L / K$ is omitted from the notations of norm, trace, and characteristic polynomial.

Proposition 2.6. Let $L / K$ be a finite field extension of degree $n$. Fix an element $a \in L$. The trace $-T(a)$ and the norm $(-1)^{n} N(a)$ are coefficients of degree $n-1$ term and the constant term of char $(a)$, respectively. Further, $\operatorname{char}(a)=(\min (a, K))^{d}$ where $\min (a, K)$ is the minimal polynomial of a over $K$ and $d=[L: K(a)]$. Proof. See 1] Chapter 2.

Remark 2.7. If the field extension $L / K$ is a degree $n$ separable extension and $a \in L$, then $N(a), T(a)$, and
char(a) are given by

$$
\begin{aligned}
N(a) & =\prod_{i=1}^{n} \sigma_{i}(a) \\
T(a) & =\sum_{i=1}^{n} \sigma_{i}(a) \\
\operatorname{char}(a) & =\prod_{i=1}^{n}\left(x-\sigma_{i}(a)\right)
\end{aligned}
$$

where each $\sigma_{i}$ is a $K$-embedding of $L$ into the algebraic closure of $L$.

Definition 2.8 (Integral extension). Let $R$ and $S$ be commutative rings with $S \subseteq R$. An element $r \in R$ is integral over $S$ if it is a root of a monic polynomial over $S$. If all elements of $R$ are integral over $S$, we say $R$ is an integral extension of $S$. If $T \subseteq R$ is exactly the set of all intergral elements over $S$, we say $T$ is the integral closure of $S$ in $R$. We say $S$ is integrally closed in $R$ if $S=T$. When we simply say $S$ is integrally closed, it is assumed that $S$ is an integral domain with its field of fractions $K$ such that $S$ is integrally closed in $K$.

Example 2.9. Every unique factorization domain, UFD, is integrally closed. To see this, suppose that $R$ is a UFD with its field of fractions $K$ and $\alpha=\frac{p}{q} \in K$ is integral over $R$ where $p$ and $q$ are in $R$ and both $p$ and $q$ do not have common factors other than units in $R$. Then there is a monic irreducible polynomial

$$
f(x)=x^{n+1}+a_{n} x^{n}+\ldots+a_{0}
$$

in $R[x]$ with a root $\alpha$. From this, we have

$$
q^{n+1} f(\alpha)=p^{n+1}+a_{n} p^{n} q+\ldots+a_{1} p q^{n}+a_{0} q^{n+1}=0
$$

which implies

$$
p^{n+1}=-q\left(a_{n} p^{n}+\ldots+a_{1} p q^{n-1}+q^{n}\right) .
$$

However, this implies that $p$ must divide $a_{n} p^{n}+\ldots+a_{1} p q^{n-1}+q^{n}$ since $p$ and $q$ are relatively prime and

$$
a_{n} p^{n}+\ldots+a_{1} p q^{n-1}+q^{n}=u p
$$

for some $u \in R$. It follows that $p^{n+1}=-u p q$ and $p^{n}=-u q$. As a result, $q$ must divide $p$ so that $p=v q$ for some $v \in R$. But then, by the definition of $p$ and $q$, such $v$ must be a unit in $R$, forcing $\alpha \in R$.

Example 2.10. $\mathbb{F}[t]$ and $\mathbb{F}\left[t^{-1}\right]$ are integrally closed where $t$ is an indeterminate. They have the common field of fractions $\mathbb{F}(t)$.

Definition 2.11 ("AKLB" setup). An AKLB setup consists of an integral domain $A$ with its field of fractions $K$, a finite separable extension $L$, and the integral closure $B$ of $A$ in $L$. This is summarized in the diagram below.


Note that this is a generalized definition of AKLB setup typically used in number theory as seen in Chapter 3 and 4 of 1$]$ and the notes on Dedekind extension (Lecture \#5) in [26]; a typical definition involves $A$ to be a Dedekind domain, which will be introduced later in this section. Before we define a Dedekind domain, the following is one of the properties of this setup.

Proposition 2.12. In an $A K L B$ setup, if $x \in B$, then the coefficients of $\operatorname{char}(x)$ and $\min (x, K)$ are integral over $A$. If $A$ is integrally closed, then the coefficients are in $A$. Moreover, if $A$ is integrally closed and $x \in L$, $x \in B$ if and only if $\min (x, K)$ has a coefficients in $A$.

Proof. See 1] Chapter 2.

Remark 2.13. In an $A K L B$ setup, if $A$ is integrally closed, then for all $a \in L, N(a) \in A$ and $T(a) \in A$.
Example 2.14. The ring $\mathbb{F}[t][\sqrt{d}]$ is the integral closure of $\mathbb{F}[t]$ in $\mathbb{F}(t)(\sqrt{d})$ where $d$ is a squarefree polynomial in $\mathbb{F}[t] \backslash \mathbb{F}$. To see this, for every $f(t), g(t) \in \mathbb{F}[t]$, an element $f(t)+g(t) \sqrt{d} \in \mathbb{F}(t)(\sqrt{d})$ is a root of

$$
X^{2}-2 f(t) X+f(t)^{2}-g(t)^{2} d=0
$$

From this, $\mathbb{F}[t][\sqrt{d}] \subseteq \mathbb{F}(t)(\sqrt{d})$ is an integral extension of $\mathbb{F}[t]$ in $\mathbb{F}(t)(\sqrt{d})$. On the other hand, if we have an element $\alpha=p(t)+q(t) \sqrt{d} \in \mathbb{F}(t)(\sqrt{d})$ integral over $\mathbb{F}[t]$ where $p(t), q(t) \in \mathbb{F}(t)$, then by taking the trace of $\alpha$, we know that $T(\alpha)=2 p(t) \in \mathbb{F}[t]$ and, therefore, $p(t) \in \mathbb{F}[t]$ because $\mathbb{F}$ has its characteristic not equal to 2. Because $\mathbb{F}[t]$ is integrally closed, we know that the norm $N(\alpha)$ of $\alpha$ is

$$
N(\alpha)=p(t)^{2}-d q(t)^{2} \in \mathbb{F}[t]
$$

by Proposition 2.12. This implies that $q_{0}:=d q(t)^{2} \in \mathbb{F}[t]$ since $p(t) \in \mathbb{F}[t]$. If we let two relatively prime $u(t), v(t) \in \mathbb{F}[t]$ satisfy $q(t)=\frac{u(t)}{v(t)}$, we have

$$
q_{0}(t) v(t)^{2}=d u(t)^{2}
$$

and $v(t)^{2} \mid d$ must hold which is not possible for squarefree $d$, unless $v(t) \in \mathbb{F}^{*}$. As a result, all elements in $\mathbb{F}(t)(\sqrt{d})$ that are integral over $\mathbb{F}[t]$ are precisely in $\mathbb{F}[t][\sqrt{d}]$.

Remark 2.15. By a similar argument and setting $x=t^{-1}$, we have $\mathbb{F}\left[t^{-1}\right][\sqrt{d}]$ is the integral closure of $\mathbb{F}\left[t^{-1}\right]$ in $\mathbb{F}(t)(\sqrt{d})$ where $d$ is a squarefree polynomial in $\mathbb{F}\left[t^{-1}\right] \backslash \mathbb{F}$.

Example 2.16. Consider a degree 2 separable extension $\mathbb{F}(t)(\sqrt{d})$ over $\mathbb{F}(t)$, where $d$ is a squarefree polynomial not in $\mathbb{F}$. Let $\alpha=(t+1)+\sqrt{d}$. Then an $\mathbb{F}(t)$-linear transformation given by $m(\alpha)(x)=\alpha x$ corresponds to the matrix $M$ given as

$$
M=\left(\begin{array}{cc}
t+1 & d \\
1 & t+1
\end{array}\right)
$$

in $\mathbb{F}(t)$. This implies that

$$
\begin{aligned}
N(\alpha) & =\operatorname{det} M=(t+1)^{2}-d \\
T(\alpha) & =\operatorname{Tr} M=2(t+1) \\
\operatorname{char}(\alpha) & =\operatorname{det}(x I-M)=(x-(t+1))^{2}-d=x^{2}-2(t+1) x+(t+1)^{2}-d
\end{aligned}
$$

On the other hand, we know that there are two distinct $\mathbb{F}(t)$-embeddings $\sigma_{1}$ and $\sigma_{2}$ of $\mathbb{F}(t)(\sqrt{d})$ into the algebraic closure of $\mathbb{F}(t)(\sqrt{d})$ which are

$$
\begin{aligned}
& \sigma_{1}(a+b \sqrt{d})=a+b \sqrt{d} \\
& \sigma_{2}(a+b \sqrt{d})=a-b \sqrt{d}
\end{aligned}
$$

This shows that

$$
\begin{gathered}
N(\alpha)=\sigma_{1}(\alpha) \sigma_{2}(\alpha)=(t+1)^{2}-d \\
T(\alpha)=\sigma_{1}(\alpha)+\sigma_{2}(\alpha)=2(t+1) \\
\operatorname{char}(\alpha)=\left(x-\sigma_{1}(\alpha)\right)\left(x-\sigma_{2}(\alpha)\right)=x^{2}-2(t+1) x+(t+1)^{2}-d
\end{gathered}
$$

Definition 2.17 (Dedekind domain). An integral domain $R$ is a Dedekind domain if $R$ is integrally closed Noetherian ring such that its nonzero prime ideals are all maximal ideals.

Notation 2.18. For the remainder of this section, an $A K L B$ setup consists of a Dedekind domain $A$ with its field of fractions $K$, a finite separable extension $L$, and the integral closure $B$ of $A$ in $L$.

Proposition 2.19 (Prime factorization in Dedekind domain). Let $R$ be a commutative ring. Then $R$ is $a$

Dedekind domain if and only if every nonzero proper ideal of $R$ has a unique factorization into primes ideals of $R$.

Proof. See [7] Chapter 16.

Proposition 2.20. Consider an $A K L B$ setup. Then $B$ is a Dedekind domain.

Proof. See 1] Chapter 3.

Definition 2.21 (Lifting of an ideal). Consider an $A K L B$ setup. Let $P$ be a nonzero prime ideal of $A$. We say that the ideal $P B$ is the lifting or the lift of $P$ from $A$ into $B$. If $Q$ is a nonzero prime ideal of $B$ such that $Q \cap A=P$, we say $Q$ lies over $P$ and $P$ is the contraction of $Q$ to $A$.

Definition 2.22 (Ramification index and relative degree). Consider an $A K L B$ set up. Given the factorization

$$
P S=\prod_{i=1}^{g} P_{i}^{e_{i}}
$$

of the lifting of an ideal $P$ in $A$ to the integral closure $B$, we call each $e_{i}$ the ramification index of $P_{i}$ over $P$ and we call $f_{i}=\left[B / P_{i} B: A / P\right]$ the relative degree of $P_{i}$ over $P$. If there is at least one $i$ such that $e_{i}>1$, we say $P$ ramifies. If $e_{i}=1$ for all $i$ and $g>1$, we say $P$ splits.

Proposition 2.23. Consider an $A K L B$ setup. If a nonzero prime ideal $Q$ of $B$ appears in the prime factorization of $P B$, where $P$ is a nonzero prime ideal of $A$, then $Q$ lies over $P$.

Proof. See 1] Chapter 4.

Proposition 2.24 (Dedekind-Kummer theorem). Consider an $A K L B$ setup with $L=K(\alpha)$ for some $\alpha \in B$. Let $P$ be a prime ideal of $A$ and let $f \in A[t]$ be the minimal polynomial of $\alpha$. Suppose we have the factorization

$$
\bar{f} \equiv u \bar{h}_{1}^{e_{1}} \bar{h}_{2}^{e_{2}} \ldots \bar{h}_{n}^{e_{n}} \quad(\bmod P)
$$

of the reduction modulo $P$ of $f$. Let $Q_{i}$ be an ideal of $B$ given by $Q_{i}=\left(P, h_{i}(\alpha)\right)$ where $h_{i} \in A[t]$ satisfies $h_{i} \equiv \bar{h}_{i}(\bmod P)$. If $B=A[\alpha]$, then the lift $P B$ has the prime factorization

$$
P B=\prod_{i=1}^{n} Q_{i}^{e_{i}}
$$

and the relative degree of $Q_{i}$ is $\operatorname{deg}\left(\bar{h}_{i}\right)$

Proof. See 26] Lecture \#6.

Remark 2.25. By the same reasoning, we have the similar result for $A=\mathbb{F}\left[t^{-1}\right], K=\mathbb{F}(t), L=\mathbb{F}(t)(\sqrt{d})$, and $B=\mathbb{F}\left[t^{-1}\right][\sqrt{d}]$ by setting $x=t^{-1}$ and $d$ to be a squarefree polynomial in $\mathbb{F}\left[t^{-1}\right] \backslash \mathbb{F}$.

Example 2.26. Let $P$ be a prime ideal of $\mathbb{F}[t]$ generated by $t+1$ and let $d=t^{2}+2 t+2 \in \mathbb{F}[t]$ where $\mathbb{F}=\mathbb{F}_{3}$. By the definition, $d$ is irreducible in $\mathbb{F}[t]$ and squarefree. To compute the lifting of $P$, notice first that $x^{2}-d \in \mathbb{F}[t][x]$ can be factored into

$$
x^{2}-d \equiv x^{2}-1 \equiv x^{2}-1 \equiv(x+1)(x-1) \quad(\bmod p)
$$

As a result, by Proposition 2.24, we have

$$
P \mathbb{F}[t][\sqrt{d}]=(t+1, \sqrt{d}+1) \mathbb{F}[t][\sqrt{d}](t+1, \sqrt{d}-1) \mathbb{F}[t][\sqrt{d}]
$$

Proposition 2.27 (The fundamental identity of ramification index and relative degree). Consider an $A K L B$ setup. Let $P$ be a prime ideal of $A$. Suppose that we have the factorization of the lifting of $P$

$$
P B=\prod_{i=1}^{g} P_{i}^{e_{i}}
$$

Then

$$
\sum_{i=1}^{g} e_{i} f_{i}=[B / P B: A / P]=n
$$

where $[B / P B: A / P]$ denotes the dimension of $B / P B$ as an $A / P$-vector space.
Proof. See [1] Chapter 4.

Example 2.28. Let $P$ be a prime ideal of $\mathbb{F}[t]$ generated by $t+1$ and let $d=t^{2}+t+2 \in \mathbb{F}[t]$ where $\mathbb{F}=\mathbb{F}_{3}$. By the definition, d is irreducible in $\mathbb{F}[t]$ and squarefree. To compute the lifting of $P$, notice first that $x^{2}-d \in \mathbb{F}[t][x]$ can be factored into

$$
x^{2}-d \equiv x^{2}-2 \quad(\bmod p)
$$

Since 2 is not a square in $\mathbb{F}$, by Proposition 2.24, we have

$$
P \mathbb{F}[t][\sqrt{d}]=(t+1, \sqrt{d}-2) \mathbb{F}[t][\sqrt{d}]
$$

Now, note that $(t+1, \sqrt{d}-2) \mathbb{F}[t][\sqrt{d}]$ has the ramification index $e=1$. This implies that

$$
e f=f=[\mathbb{F}[t][\sqrt{d}] / P \mathbb{F}[t][\sqrt{d}]: \mathbb{F}[t] /(t+1) \mathbb{F}[t]]=2
$$

forcing the relative degree of $(t+1, \sqrt{d}-2) \mathbb{F}[t][\sqrt{d}]$ to be 2.

### 2.2 Completion of $\mathbb{F}(t)$

The materials introduced in this section are from [5], 16], and 18].
Definition 2.29 (Absolute value). Let $K$ be a field. An absolute value $|\cdot|$ of $K$ is a map from $K$ to $\mathbb{R}$ satisfying the following conditions.

1. For all $x \in K,|x| \geq 0$ and $|x|=0 \Longleftrightarrow x=0$.
2. For all $x, y \in K,|x y|=|x||y|$.
3. For all $x, y \in K,|x+y| \leq|x|+|y|$.

If an absolute value $|\cdot|$ satisfies the next condition, we call $|\cdot|$ a nonarchimedean absolute value. Otherwise, we call $|\cdot|$ an archimedean absolute value.
4. For all $x, y \in K,|x+y| \leq \max \{|x|,|y|\}$.

The absolute value of a field $K$ defined by $|x|=1$ for all nonzero $x \in K$ is called the trivial absolute value of $K$.

Proposition 2.30. An absolute value $|\cdot|$ of a field $K$ is nonarchimedean if and only if every element in the set $\left\{m \cdot 1_{K}: m \in \mathbb{Z}\right\}$ is bounded where $1_{K}$ is the multiplicative identity of $K$.

Proof. See 16] Chapter 7.

Definition 2.31 (Valuation). Let $|\cdot|$ be a nontrivial nonarchimedean absolute value of a field $K$. A valuation $v$ associated to $|\cdot|$ is a map from $K$ to $\mathbb{R} \cup\{\infty\}$ given by the following.

$$
\text { For all nonzero } x \in K, v(x)=-\log _{c}|x| \text {, and } v(0)=\infty
$$

where the logarithm is taken with respect to a fixed real constant $c>1$.

Remark 2.32. Direct verification shows the following properties of a valuation $v$ of a field $K$.

1. $v(x)=\infty \Longleftrightarrow x=0$.
2. For all $x, y \in K, v(x y)=v(x)+v(y)$.
3. For all nonzero $x, y \in K$ satisfies $v(x+y) \geq \min \{v(x), v(y)\}$.

Definition 2.33 ( $P$-adic and infinite valuations and absolute values on function field). Let $F$ and $P$ be a nonzero element in $\mathbb{F}(t)$ and an irreducible polynomial in $\mathbb{F}[t]$, respectively. Suppose that $n$ is the largest possible integer such that $F=P^{n}\left(\frac{f}{g}\right)$ with $f$ and $g$ in $\mathbb{F}[t]$ and $f g$ and $P$ are relatively prime. The maps $v_{p}: \mathbb{F}(t) \rightarrow \mathbb{Z} \cup\{\infty\}$ and $|\cdot|_{p}: \mathbb{F}(t) \rightarrow \mathbb{R}$ given by

$$
v_{p}(F)=n \text { for nonzero } F \text { and } v_{P}(0)=\infty
$$

and

$$
|F|_{P}=\left(\frac{1}{q^{\operatorname{deg}(P)}}\right)^{v_{P}(F)} \text { for nonzero } F \text { and }|0|_{P}=0
$$

are called the $P$-adic valuation and the $P$-adic absolute value, respectively. If the context is clear, $P$ in the the subscript will be omitted. Moreover, define the infinite valuation $v_{\infty}$ and the infinite absolute value $|\cdot|_{\infty}$ of $\mathbb{F}(t)$ by

$$
v_{\infty}\left(\frac{f}{g}\right)=\operatorname{deg}(g)-\operatorname{deg}(f) \text { and }\left|\frac{f}{g}\right|_{\infty}=\left(\frac{1}{q}\right)^{v_{\infty}\left(\frac{f}{g}\right)} .
$$

In addition, define $|0|_{\infty}=0$

Remark 2.34. By $d(f, g)=|f-g|$, we may consider the function field $\mathbb{F}(t)$ as a metric space given by an absolute value $|\cdot|$.

Remark 2.35. This allows the notion of Cauchy sequence with respect to an absolute value. Using this, we may construct the completion with respect to this absolute value.

Notice that for each irreducible polynomial $P$, we may define valuations and absolute values. However, the equivalence of those maps allows us to restrict to one particular valuation and absolute values. To see this, we first need the notion of equivalent absolute values.

Definition 2.36 (Equivalence of absolute values). Let $|\cdot|$ and $|\cdot|^{\prime}$ be two absolute values on $\mathbb{F}(t) .|\cdot|$ and $|\cdot|^{\prime}$ are equivalent if they define the same topology.

Proposition 2.37. Let $|\cdot|$ and $|\cdot|^{\prime}$ be two absolute values on $\mathbb{F}(t)$. They are equivalent if and only if

$$
|F|=\left(|F|^{\prime}\right)^{s}
$$

for some positive real number $s$ for all $F \in \mathbb{F}(t)$
Proof. See 18 Chapter II $\S 3$.

Proposition 2.38 (Absolute values of $\mathbb{F}(t))$. A nontrivial absolute value of $\mathbb{F}(t)$ is equivalent to a $P$-adic absolute value or the infinte absolute value.

Proof. See 5]

Remark 2.39. All the absolute values $|\cdot|_{1}$ equivalent to the $P$-adic absolute value $|\cdot|_{P}$ for $P \in \mathbb{F}[t]$ have the form

$$
|F|_{1}=c_{1}^{v_{P}(F)}
$$

for a fixed number $c_{1} \in(0,1)$ where $F \in \mathbb{F}[t]$. Moreover, all the absolute values $|\cdot|_{2}$ equivalent to the infinite absolute value $|\cdot|_{\infty}$ have the form

$$
|F|_{2}=c_{2}^{v_{\infty}(F)}
$$

for a fixed number $c_{2} \in(0,1)$ where $F \in \mathbb{F}[t]$. This follows from Proposition 2.37.
For each $P$-adic absolute value $|\cdot|$ and corresponding valuation $v$ of $\mathbb{F}(t)$ defined for a fixed irreducible polynomial, we may consider the following ring and its ideal, and its group of units.

Proposition 2.40. Let $v$ and $|\cdot|$ be a $P$-adic valuation and its corresponding absolute value, respectively. Let $\mathcal{O}, \mathcal{O}^{*}$, and $\mathfrak{m}$ be defined as

$$
\begin{aligned}
\mathcal{O} & =\{F \in \mathbb{F}(t): v(F) \geq 0\}=\{F \in \mathbb{F}(t):|F| \leq 1\} \\
\mathcal{O}^{*} & =\{F \in \mathbb{F}(t): v(F)=0\}=\{F \in \mathbb{F}(t):|F|=1\} \\
\mathfrak{m} & =\{F \in \mathbb{F}(t): v(F)>0\}=\{F \in \mathbb{F}(t):|F|<1\}
\end{aligned}
$$

Then $\mathcal{O}, \mathcal{O}^{*}$, and $\mathfrak{m}$ are a ring, the group of units of $\mathcal{O}$, and the unique maximal ideal of $\mathcal{O}$, respectively.
Proof. Direct verification using the properties of the absolute value will yield $\mathcal{O}$ is a ring and $\mathcal{O}^{*}$ is the group of units in $\mathcal{O}$. To see $\mathfrak{m}$ is the unique maximal ideal, note that all the elements that are not unit must have their valuation greater than 1. This implies that the set of such elements form a maximal ideal. This proves that $\mathfrak{m}$ is the unique maximal ideal.

Definition 2.41 (Complete field). Let $K$ be a field with an absolute value $|\cdot|$. A Cauchy sequence $\left\{x_{n}\right\}$ in $K$ is a sequence from $K$ such that for every $\epsilon>0$, there is $N \in \mathbb{N}$ such that for all $n, m \geq N$

$$
\left|x_{n}-x_{m}\right|<\epsilon .
$$

$K$ is complete if every Cauchy sequence in $\left\{x_{n}\right\}$ satisfies

$$
\lim _{n \rightarrow \infty}\left|x_{n}-x\right|=0
$$

for some $x \in K$. Such $x$ is called the limit of $\left\{x_{n}\right\}$ with respect to $|\cdot|$.

Remark 2.42. The set of Cauchy sequences in a field $K$ forms a ring under

$$
\begin{aligned}
\left\{x_{n}\right\}+\left\{y_{n}\right\} & =\left\{x_{n}+y_{n}\right\} \\
\left\{x_{n}\right\}\left\{y_{n}\right\} & =\left\{x_{n} y_{n}\right\}
\end{aligned}
$$

with the additive identity $\{0\}$, the constant sequence of 0 s, and the unity $\{1\}$, the constant sequence of 1 s.

Definition 2.43 (Completion of a field). Let $K$ be a field with an absolute value $|\cdot|$. Consider the set of all Cauchy sequence in $K$ and the equivalence relation $\sim$ defined by

$$
\left\{x_{n}\right\} \sim\left\{y_{n}\right\} \Longleftrightarrow \lim _{n \rightarrow \infty}\left|x_{n}-y_{n}\right|=0
$$

A completion $\hat{K}$ of $K$ is the quotient set obtained under the equivalence relation $\sim$.

Remark 2.44. For a field $K$, we may consider the canonical map

$$
\begin{aligned}
K & \rightarrow \hat{K} \\
x & \mapsto[\{x\}]=\left[\left\{x_{n}=x: n \in \mathbb{N}\right\}\right]
\end{aligned}
$$

where the equivalence class of a Cauchy sequence $\left\{a_{n}\right\}$ is denoted by $\left[\left\{a_{n}\right\}\right]$.

Remark 2.45. We may extend the absolute value $|\cdot|$ and the corresponding valuation $v$ for $K$ to $\hat{K}$ by

$$
\begin{gathered}
|x|=\lim _{n \rightarrow \infty}\left|x_{n}\right| \\
v(x)=\lim _{n \rightarrow \infty} v\left(x_{n}\right)
\end{gathered}
$$

where $x=\left\{x_{n}\right\} \in \hat{K} .|x|$ exists since $\left\{\left|x_{n}\right|\right\}$ is a convergent Cauchy sequence in $\mathbb{R}$ by

$$
\left|\left|x_{n}\right|-\left|x_{m}\right|\right| \leq\left|x_{m}-x_{n}\right|
$$

and $\left\{v\left(x_{n}\right)\right\}$ is convergent by this. Moreover, $\hat{K}$ has the ring structure given by

$$
\begin{aligned}
{\left[\left\{x_{n}\right\}\right]+\left[\left\{y_{n}\right\}\right] } & =\left[\left\{x_{n}+y_{n}\right\}\right] \\
{\left[\left\{x_{n}\right\}\right]\left[\left\{y_{n}\right\}\right] } & =\left[\left\{x_{n} y_{n}\right\}\right]
\end{aligned}
$$

with the additive identity $[\{0\}]$ and the unity $[\{1\}]$, where $\left[\left\{x_{n}\right\}\right]$ denotes the equivalence class of $\left\{x_{n}\right\}$.

Proposition 2.46 (Completion has the unique maximal ideal). Let $K,|\cdot|$, and $v$ be a field, an absolute value defined on $K$, and the corresponding valuation, respectively. Let $R$ be the ring of all Cauchy sequences of a field $K$. Then $R$ has the unique maximal ideal

$$
m=\left\{x=\left\{x_{n}\right\} \in R:\left\{\left|x_{n}\right|\right\} \text { is a Cauchy sequence in } \mathbb{R} \text { converging to 0. }\right\} .
$$

Moreover,

$$
\hat{K} \cong R / m
$$

Proof. First, we show $m$ is a maximal ideal. This is because for $\left\{x_{n}\right\} \in R$ and $\left\{y_{n}\right\},\left\{z_{n}\right\} \in m$, we know that

$$
\begin{gathered}
\lim _{n \rightarrow \infty}\left|x_{n} y_{n}\right|=\lim _{n \rightarrow \infty}\left|x_{n} \| y_{n}\right|=0 \\
\lim _{n \rightarrow \infty}\left|y_{n}+z_{n}\right| \leq \lim _{n \rightarrow \infty} \max \left\{\left|y_{n}\right|,\left|z_{n}\right|\right\} \leq 0
\end{gathered}
$$

making $m$ an ideal. This ideal $m$ is a maximal ideal since if there is an ideal $I$ with $m \subsetneq I$, then there is a Cauchy sequence $\left\{x_{n}\right\} \in I$ converging to a non zero constant $c$. But then, $\left\{x_{n}^{-1}\right\}$ is a Cauchy sequence because of

$$
\left|x_{n}^{-1}-x_{m}^{-1}\right|=\left|\left(x_{m}-x_{n}\right) x_{n}^{-1} x_{m}^{-1}\right|=\left|x_{m}-x_{n}\right|\left|x_{n}^{-1}\right|\left|x_{m}^{-1}\right|
$$

and it converges to $c^{-1}$ by a property of the absolute value. The uniqueness follows from the fact every element in $R \backslash m$ has its inverse given by the argument above. As a result, we know that $R / m$ is a field. Note that this coincide with $\hat{K}$ because given two elements $\left\{x_{n}\right\} m$ and $\left\{y_{n}\right\} m$ of $R / m$,

$$
\left\{x_{n}\right\} m-\left\{y_{n}\right\} m=0 \Longleftrightarrow\left\{x_{n}-y_{n}\right\} m=0 \Longleftrightarrow \lim _{n \rightarrow \infty}\left|x_{n}-y_{n}\right|=0 \Longleftrightarrow\left\{x_{n}\right\} \sim\left\{y_{n}\right\}
$$

making the elements in $R / m$ given by equivalence classes under $\sim$.

## Proposition 2.47.

$$
\hat{\mathcal{O}} / \hat{\mathfrak{m}}^{n} \cong \mathcal{O} / \mathfrak{m}^{n}
$$

for every positive integer $n$ where $\hat{\mathcal{O}}$ and $\hat{\mathfrak{m}}$ are defined analogous to $\mathcal{O}$ and $\mathfrak{m}$ as in Proposition 2.40 with respect to the extended absolute value and valuations for the completion of $\mathbb{F}(t)$.

Proof. See 18 Chapter II $\S 4$.

Proposition 2.48. Let $R$ be the subset of $\mathcal{O}$ consisting of representatives for $\mathcal{O} / \mathfrak{m}$. Let $\pi \in \mathcal{O}$ satisfy $v(\pi)=1$. Then every nonzero element in the completion of $\mathbb{F}(t)$ has a unique representation in the form of

$$
\pi^{n}\left(a_{0}+a_{1} \pi+a_{2} \pi^{2}+\ldots\right)
$$

where $a_{i} \in R$ for each $i \in \mathbb{N}$ and $a_{0}$ is nonzero.

Proof. See 18 Chapter II $\S 4$.

Corollary 2.49. The completion of $\mathbb{F}(t)$ is given by $\mathbb{F}\left(\left(t^{-1}\right)\right)$ with respect to $|\cdot|_{\infty}$. The completion of $\mathbb{F}(t)$ is given by $\mathbb{F}((t))$ with respect to $|\cdot|_{t}$.

Proof. Note that the element $\pi$ such that $v_{\infty}(\pi)=1$ has the form $t^{-1}\left(a_{0}+a_{1} t^{-1}+\ldots+a_{n} t^{-n}\right)$ where each $a_{i}$ is in $\mathbb{F}$ and $n \in \mathbb{N}$ by construction. This shows that the completion of $\mathbb{F}(t)$ is

$$
\mathbb{F}\left(\left(t^{-1}\right)\right)=\left\{t^{m}\left(a_{0}+a_{1} t^{-1}+a_{2} t^{-2}+\ldots\right): m \in \mathbb{Z}, a_{i} \in \mathbb{F} \text { for each } i\right\}
$$

By the similar argument, the element $\pi$ such that $v_{\infty}(\pi)=1$ has $t\left(a_{0}+a_{1} t+\ldots+a_{n} t^{n}\right)$. This shows that the completion of $\mathbb{F}(t)$ with respect to $v_{t}$ is

$$
\mathbb{F}((t))=\left\{t^{m}\left(a_{0}+a_{1} t+a_{2} t^{2}+\ldots\right): m \in \mathbb{Z}, a_{i} \in \mathbb{F} \text { for each } i\right\}
$$

### 2.3 Residue symbol

Similar to the number field case, we may define a residue symbol for a function field. Throughout, $\mathbb{F}$ is a finite field with $q$ elements and $n$ is a natural number dividing $q-1$. The materials introduced in this section are taken from 21.

Definition 2.50 ( $n$th power residue symbol). Let $P$ be an irreducible polynomial in $\mathbb{F}[t]$. The $n$th power residue symbol of $f \in \mathbb{F}[t]$ is

$$
\left(\frac{f}{P}\right)_{n} \equiv \begin{cases}f^{\frac{|P|-1}{n}} & (\bmod P) \\ 0 & \text { if } P \nmid f \\ 0 & \text { otherwise }\end{cases}
$$

where $|\cdot|$ is the infinite absolute value as defined in Definition 2.33. If $n$ is understood from the context, it will be omitted in this thesis.

Proposition 2.51. Let $P$ be an irreducible polynomial in $\mathbb{F}[t]$. Suppose that $P \nmid f$. Then

1. The congruence $x^{n} \equiv f(\bmod P)$ is solvable if and only if $\left(\frac{f}{P}\right)_{n}=1$,
2. The number of nth power in $(\mathbb{F}[t] /(P))^{*}$ is $\frac{|P|-1}{n}$, and
3. There is a unique element $\alpha \in \mathbb{F}$ such that it is congruent to $f^{\frac{|P|-1}{n}}$ modulo $P$ so that $\left(\frac{f}{P}\right)_{n}$ takes on values in $\mathbb{F}$.

Proof. See 21 Chapter 3.

Proposition 2.52. Let $P$ be an irreducible polynomial in $\mathbb{F}[t]$. Then, for $f, g \in \mathbb{F}[t]$, we have the following.

1. If $f \equiv g(\bmod P)$, then $\left(\frac{f}{P}\right)_{n}=\left(\frac{g}{P}\right)_{n}$.
2. $\left(\frac{f g}{P}\right)_{n}=\left(\frac{f}{P}\right)_{n}\left(\frac{g}{P}\right)_{n}$.
3. $\left(\frac{f}{P}\right)_{n}=1$ if and only if $x^{n} \equiv f(\bmod P)$ is solvable in $\mathbb{F}[t]$,
4. If $\alpha \in \mathbb{F}^{*}$ has multiplicative order dividing $n$, then there is $x \in \mathbb{F}[t]$ such that $\left(\frac{x}{P}\right)_{n}=\alpha$.
5. If $\alpha \in \mathbb{F}$, then $\left(\frac{\alpha}{P}\right)_{n}=\alpha^{\frac{q-1}{n} \operatorname{deg} P}$

Proof. See [21] Chapter 3.

The $n$th power residue symbol can be extended as in the following definition. This extended residue symbol satisfies the similar properties.

Definition 2.53. Let $f, g \in \mathbb{F}[t]$ with $g \neq 0$. If $g$ has the prime factorization given by $g=u P_{1}^{e_{1}} P_{2}^{e_{2}} \ldots P_{r}^{e_{r}}$ where the $P_{i}$ are monic irreducible polynomials and $u \in \mathbb{F}^{*}$, then define

$$
\left(\frac{f}{g}\right)_{n}=\prod_{i=1}^{r}\left(\frac{f}{P_{i}}\right)_{n} .
$$

Proposition 2.54. Let $f, g, h \in \mathbb{F}[t]$. Then we have the following.

1. If $f \equiv g(\bmod h)$, then $\left(\frac{f}{h}\right)_{n}=\left(\frac{g}{h}\right)_{n}$.
2. $\left(\frac{f g}{h}\right)_{n}=\left(\frac{f}{h}\right)_{n}\left(\frac{g}{h}\right)_{n}$.
3. $\left(\frac{f}{g h}\right)_{n}=\left(\frac{f}{g}\right)_{n}\left(\frac{f}{h}\right)_{n}$.
4. $\left(\frac{f}{g}\right)_{n} \neq 0$ if and only if $f$ and $g$ are relatively prime.
5. Given $f$ and $g$ are relatively prime, if there is $x$ such that $x^{n} \equiv f$, then $\left(\frac{f}{g}\right)_{n}=1$.

Proof. See 21] Chapter 3.

It is known that the following statement hold for residue symbols.

Proposition 2.55 (Reciprocity law). Let $f, g \in \mathbb{F}[t] \backslash\{0\}$ be relatively prime. Then

$$
\left(\frac{f}{g}\right)_{n}\left(\frac{g}{f}\right)_{n}^{-1}=(-1)^{\frac{q-1}{n} \operatorname{deg}(f) \operatorname{deg}(g)} \operatorname{sgn}_{n}(f)^{\operatorname{deg}(g)} \operatorname{sgn}_{n}(g)^{-\operatorname{deg}(f)}
$$

where $\operatorname{sgn}_{n}(f)$ is the leading coefficient of $f$ raised to $\frac{q-1}{n}$ th power. In particular, if $f$ and $g$ are monic irreducible polynomials, then we have

$$
\left(\frac{f}{g}\right)_{n}\left(\frac{g}{f}\right)_{n}^{-1}=(-1)^{\frac{q-1}{n} \operatorname{deg}(f) \operatorname{deg}(g)}
$$

Proof. See 21] Chapter 3.

Example 2.56. Consider the irreducible polynomial $P=t^{2}+t+2 \in \mathbb{F}[t]$ over $\mathbb{F}=\mathbb{F}_{3}$. Then the quadratic residue symbol of $t^{3}+2 t+1$ over $P$ is

$$
\left(\frac{t^{3}+2 t+1}{P}\right)_{2} \equiv\left(t^{3}+2 t+1\right)^{\frac{9-1}{2}} \equiv-1 \quad(\bmod P)
$$

Meanwhile, from the properties of residue symbol, we know that

$$
\left(\frac{\left(t^{3}+2 t+1\right)^{2}}{P}\right)_{2} \equiv 1
$$

This is certainly equivalent to the fact that there is a root of

$$
x^{2} \equiv t^{6}+t^{4}+2 t^{3}+t^{2}+t+1 \quad(\bmod P)
$$

in $\mathbb{F}[t]$ since $t^{6}+t^{4}+2 t^{3}+t^{2}+t+1=\left(t^{3}+2 t+1\right)^{2}$.

On the other hand, the reciprocity law states that

$$
\begin{aligned}
\left(\frac{t^{3}+2 t+1}{P}\right)_{2}\left(\frac{P}{t^{3}+2 t+1}\right)_{2}^{-1} & =(-1)^{\frac{3-1}{2} \cdot 3 \cdot 2} \cdot 1^{2} \cdot 1^{-2} \\
& =1
\end{aligned}
$$

As a result,

$$
\left(\frac{t^{3}+2 t+1}{P}\right)_{2}=\left(\frac{P}{t^{3}+2 t+1}\right)_{2}=-1
$$

### 2.4 S-units

In this section, we provide the function field analogue of the Dirichlet's unit theorem. In particular, we are interested in the unit group of the integral closure of $\mathbb{F}[t]$ in $K:=\mathbb{F}(t)(\sqrt{d})$. In general, the function field analogue of the Dirichlet's unit theorem is given by the notion of $S$-units. Throughout this section, let $d$ and $S$ be a nonconstant monic squarefree even degree polynomial in $\mathbb{F}[t]$ and the set of inequivalent valuations of $\mathbb{F}(t)(\sqrt{d})$ such that their restrictions to $\mathbb{F}(t)$ are $v_{\infty}$, respectively.

Proposition 2.57. Let $P_{\infty}$ be the ideal generated by $t^{-1}$ in $\mathbb{F}\left[t^{-1}\right]$ and let $B=\mathbb{F}\left[t^{-1}\right][\sqrt{d}]$. Then

$$
P_{\infty} B=P_{1} P_{2}
$$

where $P_{1}$ and $P_{2}$ are distinct prime ideals in $B$.

Proof. See 21] Chapter 14.

Remark 2.58. For us, Proposition 2.24 and Proposition 2.57 imply that there are only two valuations in $K$ whose restrictions to $\mathbb{F}(t)$ are $v_{\infty}$ and each of them bijectively corresponds to one of $P_{1}$ or $P_{2}$. As a result of this, we have

$$
S=\left\{v_{P_{1}}, v_{P_{2}}\right\}
$$

Proposition 2.59. Let $E(S)$ be given by

$$
E(S)=\{\alpha \in K: v(\alpha)=0 \text { for all valuation } v \notin S \text { in } K\}
$$

Then the unit group $\mathcal{U}$ of the integral closure $\mathbb{F}[t][\sqrt{d}]$ of $\mathbb{F}[t]$ in $K$ is $E(S)$.
Proof. See 21] Chapter 14.

Proposition 2.60. There exists an element $u \in\left(\mathbb{F}[t][\sqrt{d}]^{*} \backslash \mathbb{F}\right)^{*}$ such that for all $x \in \mathbb{F}[t][\sqrt{d}]^{*}$, there are unique $c \in \mathbb{F}^{*}$ and $n \in \mathbb{Z}$ such that $x=c u^{n}$.

Proof. From Corollary 1 in Chapter 14 of 21], we know that

$$
\mathbb{F}[t][\sqrt{d}]^{*} \cong G \times F
$$

where $G$ is an abelian group whose elements have finite order and $F$ is a free group of rank 1. From this, for all $x \in \mathbb{F}[t][\sqrt{d}]^{*}$, there are $c, u \in \mathbb{F}[t][\sqrt{d}]^{*} \backslash \mathbb{F}^{*}$, and $n \in \mathbb{Z}$ such that $x=c u^{n}$. We claim that $c \in \mathbb{F}^{*}$. To see this, suppose that $x=a+b \sqrt{d} \in \mathbb{F}[t][\sqrt{d}]^{*}$ has a finite order $m$. Then we know that

$$
x^{m}=(a+b \sqrt{d})^{m}=1
$$

must happen and this implies $x$ is algebraic over $\mathbb{F}$ and it is an element in $\mathbb{F}(x)$ whose order is $q^{r}$ where $q=|\mathbb{F}|$. Then, since $\mathbb{F}$ has the characteristic greater than 2 making $q$ odd, we have

$$
x^{q^{r}}=x \Longleftrightarrow(a+b \sqrt{d})^{q^{r}}=a^{q^{r}}+b^{q^{r}} d^{\frac{q^{r}-1}{2}} \sqrt{d}=a+b \sqrt{d} .
$$

Since $\operatorname{deg}\left(b^{q^{r}} d^{\frac{q^{r}-1}{2}}\right)>\operatorname{deg}(b)$ for nonzero $b, b=0$ must happen. Similarly, $\operatorname{deg}\left(a^{q^{r}}\right)>\operatorname{deg}(a)$ for $a \notin \mathbb{F}$ and $x \in \mathbb{F}[t][\sqrt{d}]^{*}$, we have $a \in \mathbb{F}^{*}$. As a result, we have

$$
\mathbb{F}[t][\sqrt{d}]^{*} \cong \mathbb{F}^{*} \times F
$$

where $F$ is a free abelian group of rank 1 . The uniqueness follows from the isomorphism

$$
\mathbb{F}[t][\sqrt{d}]^{*} \cong G \times F
$$

### 2.5 Complex analysis

The major complex analytic tools used in this thesis is the convergence of infinite products. The materials here are taken from 10 Chapter 8.

Definition 2.61 (Infinite products). Let $\left\{a_{n}\right\}$ be a sequence of nonzero complex numbers. An infinite
product of $\left\{a_{n}\right\}$ is an ordered pair of sequences $\left[\left\{a_{n}\right\},\left\{p_{n}\right\}\right]$ where for each $n$,

$$
p_{n}=\prod_{i=1}^{n} a_{i} .
$$

For each $n$, the element $a_{n}$ of the sequence $\left\{a_{n}\right\}$ is called the nth factor and the element $p_{n}$ of the sequence $\left\{p_{n}\right\}$ is called the nth partial product. When we consider the infinite product $\left[\left\{a_{n}\right\},\left\{p_{n}\right\}\right]$, we often denote this by

$$
\prod_{n=1}^{\infty} a_{n}
$$

We say the infinite product $\left[\left\{a_{n}\right\},\left\{p_{n}\right\}\right]$ converges if there are at most finitely many zeros in the sequence $\left\{a_{n}\right\}$ and the sequence of partial products of nonzero factors of $\left\{a_{n}\right\}$ converges to a nonzero constant.

Remark 2.62. Let $\prod_{n=1}^{\infty} a_{n}$ be a convergent infinte product and let $\left\{p_{n}\right\}$ be its sequence of nonzero partial products. Then

$$
\lim _{n \rightarrow \infty} \frac{p_{n}}{p_{n-1}}=1
$$

and therefore,

$$
\lim _{n \rightarrow \infty} a_{n}=1 .
$$

As a result, the convergent infinte product is also often denoted as

$$
\prod_{n=1}^{\infty}\left(1+b_{n}\right)
$$

where $\left\{b_{n}\right\}$ is a sequence converging to 0 .
Definition 2.63 (Absolute convergence of infinite products). An infinite product $\prod_{n=1}^{\infty}\left(1+a_{n}\right)$ converges absolutely if the series $\sum_{n=1}^{\infty} \log \left(1+a_{n}\right)$ converges absolutely.
Proposition 2.64. Consider an infinite product

$$
\prod_{n=1}^{\infty}\left(1+a_{n}\right)
$$

with nonzero factors. Then the following hold.

1. The infinite product converges if and only if the series $\sum_{n=1}^{\infty} \log \left(1+a_{n}\right)$ converges,
2. The series $\sum_{n=1}^{\infty} \log \left(1+a_{n}\right)$ absolutely converges if and only if the series $\sum_{n=1}^{\infty} a_{n}$ converges absolutely where $\log (x)$ denotes the principal value of $x$.

Proof. See 10 Chapter 8.

Proposition 2.65. Given a nonzero sequence $\left\{a_{n}\right\}$ with $\left|a_{n}\right|<1$ converging to 0 and a sequence of nonzero numbers $\left\{c_{n}\right\}$, if the series

$$
\sum_{n=1}^{\infty} c_{n} a_{n}
$$

converges absolutely, then the infinite product

$$
\prod_{n=1}^{\infty}\left(1+a_{n}\right)^{c_{n}}
$$

converges. Moreover, we may rearrange the order of the factors in the infinite product.

Proof. The proof is analogous to the argument seen in Chapter IV of [4] but is included for convenience for the readers. Since $\left\{a_{n}\right\}$ is a converging sequence with limit 0 , we know that for a positive real number $M<\frac{1}{2}$, there is $N$ such that for all $n \geq N,\left|a_{n}\right|<M$. This implies that $\left|c_{n} a_{n}\right|<M\left|c_{n}\right|$. Now, using the power series expression of the logarithm

$$
\log (1+x)=\sum_{n=1} \frac{(-1)^{n+1} x^{n}}{n}
$$

for $n \geq N$, we have

$$
\begin{aligned}
\left|\log \left(1+a_{n}\right)\right| & \leq \sum_{k=1}^{\infty} \frac{\left|a_{n}\right|^{k}}{k} \\
& \leq\left|a_{n}\right|+\sum_{k=2}^{\infty} \frac{\left|a_{n}\right|^{k}}{k} \\
& \leq\left|a_{n}\right|+\sum_{k=2}^{\infty} \frac{\left|a_{n}\right|^{k}}{2} \\
& =\left|a_{n}\right|+\frac{1}{2} \cdot \frac{\left|a_{n}\right|^{2}}{1-\left|a_{n}\right|} \\
& <2\left|a_{n}\right|
\end{aligned}
$$

since $\frac{\left|a_{n}\right|}{1-\left|a_{n}\right|}<1$ by $\left|a_{n}\right|<\frac{1}{2}$. As a result, we have

$$
0 \leq\left|c_{n}\right|\left|\log \left(1+a_{n}\right)\right|=\left|c_{n} \log \left(1+a_{n}\right)\right|<2\left|c_{n}\right|\left|a_{n}\right|=2\left|c_{n} a_{n}\right|
$$

But then, by the assumption that the series $\sum_{n=1}^{\infty} c_{n} a_{n}$ converges absolutely, the series $\sum_{n=1}^{\infty} c_{n} \log \left(1+a_{n}\right)$
converges absolutely. From this, we know that the infinite product $\prod_{n=1}^{\infty}\left(1+a_{n}\right)^{c_{n}}$ converges since

$$
\prod_{n=1}^{\infty}\left(1+a_{n}\right)^{c_{n}}=e^{\sum_{n=1}^{\infty} c_{n} \log \left(1+a_{n}\right)}
$$

Reordering of each factor has no effect on what value the infinite product takes since $\sum_{n=1}^{\infty} c_{n} \log \left(1+a_{n}\right)$ converges absolutely and we may rearrange each term without changing the value of the series.

Example 2.66. Consider the infinite product

$$
\prod_{n=1}^{\infty} \frac{n^{3}+2 n}{n^{3}+1}=\prod_{n=1}^{\infty}\left(1+\frac{2 n-1}{n^{3}+1}\right)
$$

Then we know that $\frac{2 n-1}{n^{3}+1}$ converges to 0 as $n \rightarrow \infty$ and the sum

$$
\sum_{n=1}^{\infty} \frac{2 n-1}{n^{3}+1} \leq \sum_{n=1}^{\infty} \frac{2 n-1}{n^{3}} \leq \sum_{n=1}^{\infty} \frac{2}{n^{2}}
$$

converges absolutely since $\left|\frac{2 n-1}{n^{3}+1}\right|=\frac{2 n-1}{n^{3}+1}$. Therefore,

$$
\sum_{n=1}^{\infty} \log \left(1+\frac{2 n-1}{n^{3}+1}\right)
$$

converges absolutely and the infinite product converges.

### 2.6 Useful Formulas

In this thesis, two functions, the Möbius function and the Gamma function, are used. This section provides the definitions and some formulae about them. The materials in this section are taken from 10 and 12 .

Definition 2.67 (Möbius function). The Möbius function $\mu$ is a function from $\mathbb{Z}^{+}$to $\{-1,0,1\}$ such that

$$
\mu(n)=\left\{\begin{array}{l}
1 \text { if } n=1 \\
0 \text { if } n \text { is not squarefree } \\
(-1)^{l} \text { if } l \text { is the number of distinct prime factors of squarefree } n
\end{array}\right.
$$

Remark 2.68. Notice that when two positive integers $m$ and $n$ are relatively prime, then $\mu(m n)=\mu(m) \mu(n)$. This is because if one of them, say $m$, is 1 , then $\mu(m n)=\mu(n)=\mu(m) \mu(n)$; if neither of them is 1 , then
$m n$ has no square prime factors since $m$ and $n$ are coprime, so we have $\mu(m n)=\mu(m) \mu(n)$ by the prime factorizations of $m, n$, and $m n$.

Proposition 2.69 (Möbius inversion formula). Let $n$ be a positive integer, $f$ be a complex valued function, and

$$
F(n)=\sum_{d \mid n} f(d)
$$

Then

$$
f(n)=\sum_{d \mid n} \mu(d) F\left(\frac{n}{d}\right)
$$

where $\mu$ is the Möbius function.

Proof. See 12 Chapter $2 \S 2$.

Definition 2.70 (Gamma function). The Gamma function $\Gamma(z)$ on $\mathbb{C}$ is defined as

$$
\Gamma(z)=\frac{e^{-\gamma z}}{z} \prod_{n=1}^{\infty}\left(1+\frac{z}{n}\right)^{-1} e^{\frac{z}{n}}
$$

where $\gamma$ is the limit

$$
\gamma=\lim _{n \rightarrow \infty}\left(1+\frac{1}{2}+\frac{1}{3}+\ldots+\frac{1}{n}-\log (n)\right)
$$

The Gamma function has important basic properties, one of which is similar to the factorial function defined on positive integers.

Proposition 2.71 (Properties of gamma function). For a complex number $z$, the following statements hold.

1. $\Gamma(z+1)=z \Gamma(z)$. In particular, for a positive integer $n, \Gamma(n)=n$ !.
2. $\Gamma(z) \Gamma(1-z)=\frac{\pi}{\sin (\pi z)}$
3. $\Gamma\left(\frac{1}{2}\right)=\sqrt{\pi}$
4. $\left(\frac{\Gamma^{\prime}(z)}{\Gamma(z)}\right)^{\prime}=\sum_{n=0}^{\infty} \frac{1}{(z+n)^{2}}$

Proof. See 10 Chapter 8 §8.4.

Proposition 2.72 (Equivalent definition of gamma function).

$$
\Gamma(z)=\lim _{n \rightarrow \infty} \frac{n^{z} n!}{(z)_{n+1}}=\int_{0}^{\infty} e^{-\sigma} \sigma^{x-1} d \sigma
$$

where $(z)_{m}=\prod_{k=0}^{m}(z+k)$.

Proof. See 10 Chapter $8 \S 8.4$.

Proposition 2.73 (Legendre duplication formula).

$$
\frac{\Gamma(z) \Gamma\left(z+\frac{1}{2}\right)}{\Gamma(2 z)}=2^{1-2 z} \sqrt{\pi}
$$

Proof. See 10 Chapter 8 §8.4.

## Chapter 3

## The Solvability of the Pell's Equation

Throughout this chapter, $\mathbb{F}$ is a finite field with characteristic greater than 2 . The Pell's equation over the polynomial ring $\mathbb{F}[t]$ is a Diophantine equation

$$
X^{2}-d Y^{2}=c^{2}
$$

where $c \in \mathbb{F}^{*}$ and $d \in \mathbb{F}[t] \backslash \mathbb{F}$. Notice that, by $X=c X^{\prime}$ and $Y=c Y^{\prime}$, we may assume the Pell's equation is given by

$$
X^{2}-d Y^{2}=1
$$

We can see that it always has at least one solution, the trivial solution $(X, Y)=( \pm 1,0)$. This poses a question about whether a nontrivial solution, a solution with $Y \neq 0$, exists or not.

Question. Given a polynomial $d \in \mathbb{F}[t] \backslash \mathbb{F}$, is there a nontrivial solution to the Pell's equation over $\mathbb{F}[t]$ ?

In this chapter, we provide a complete answer to this question. When the polynomial $d$ has odd degree and $Y$ is nonzero, then

$$
\operatorname{deg}\left(X^{2}-d Y^{2}\right)=\max \left\{\operatorname{deg}\left(X^{2}\right), \operatorname{deg}\left(d Y^{2}\right)\right\}>0
$$

This means that there is at least one non-constant term. As a result, $X^{2}-d Y^{2}$ cannot be in $\mathbb{F}^{*}$ and the Pell's equation does not have a nontrivial solution. This implies that $d$ must be an even degree polynomial to give a nontrivial solution. Furthermore, the polynomial $d$ must have a square leading coefficient. Otherwise, the degree of $X^{2}-d Y^{2}$ is at least that of $d Y^{2}$ since the leading term of $d Y^{2}$ is not cancelled out. If $d$ has a square leading coefficient $c_{d}^{2}$ for some $c_{d} \in \mathbb{F}^{*}$, by setting $Y=c_{d}^{-1} Y^{\prime}$, we may assume $d$ to be monic. For
this reason, we may assume $d \in \mathbb{F}[t]$ is a nonconstant monic even degree squarefree polynomial.
It is well known that the Pell's equation over the integers has a nontrivial solution as in, for example, [13]. Using the analogous techniques for the integers, we may prove that the Pell's equation over $\mathbb{F}[t]$ for $d$ above has a nontrivial solution, as in, for example, 23. In this chapter, we explore the solvability of the Pell's equation. Precisely, we are interested in the following statement.

Theorem 3.1. Let d be a nonconstant monic even degree squarefree polynomial. The Pell's equation

$$
X^{2}-d Y^{2}=1
$$

has a nontrivial solution $(X, Y)$ (i.e., $Y \neq 0$ ) in $\mathbb{F}[t]$.

We prove this statement in two different ways. In the first section 3.1, a proof by $S$-units is presented. Then, in the following sections, a proof by continued fractions is presented. The motivation behind to prove in two ways is that this allows us to construct tools and examples in Chapter 4 .

### 3.1 The existence of nontrivial solutions by S-Units

This section provides a proof of Theorem 3.1 using $S$-units.
Proof. Let $S$ be the set of primes lying above the place at infinity in $\mathbb{F}(t)(\sqrt{d})$. Notice first that the existence of a nontrivial solution to $X^{2}-d Y^{2}=1$ is equivalent to the existence of a unit $a+b \sqrt{d}$ with norm 1 in the integral closure of $\mathbb{F}[t]$ in $\mathbb{F}(t)(\sqrt{d})$ and $b \neq 0$. Since the polynomial $d$ is a monic squarefree even degree polynomial, the unit group of this integral closure of $\mathbb{F}[t]$ in $\mathbb{F}(t)(\sqrt{d})$ is $E(S)$ from Proposition 2.59 . Moreover, by Proposition 2.60, we have

$$
E(S)=\mathbb{F}^{*} \times\langle a+b \sqrt{d}\rangle
$$

for some nonzero $a, b \in \mathbb{F}[t]$. By

$$
N(a+b \sqrt{d})^{2}=N\left((a+b \sqrt{d})^{2}\right)
$$

$N\left((a+b \sqrt{d})^{2}\right)$ is a square in $\mathbb{F}^{*}$. If we set $u=N(a+b \sqrt{d})$, we have an element

$$
u^{-1}(a+b \sqrt{d})^{2}=u^{-1}\left(\left(a^{2}+d b^{2}\right)+2 a b \sqrt{d}\right)
$$

in the unit group. This element certainly satisfies

$$
N\left(u^{-1}(a+b \sqrt{d})^{2}\right)=u^{-2}\left(\left(a^{2}+d b^{2}\right)^{2}-(2 a b \sqrt{d})^{2}\right)=u^{-2}\left(a^{2}+d b^{2}\right)^{2}-d u^{-2}(2 a b)^{2}=1
$$

From this, we have a norm 1 element in the unit group and, therefore, we now have a nontrivial solution $(X, Y)=\left(u^{-1}\left(a^{2}+d b^{2}\right), 2 u^{-1} a b\right)$ to Pell's equation.

### 3.2 Continued fractions in a function field

While we have already established Theorem 3.1. we aim to show the same result using continued fractions. By a similar argument used in classical number theory over the integers as in 9, we may characterize elements in $\mathbb{F}\left(\left(t^{-1}\right)\right)$ in terms of the length of their continued fraction expansion. In particular, we show an element in $\mathbb{F}\left(\left(t^{-1}\right)\right)$ has an infinite continued fraction expansion if and only if it is not in $\mathbb{F}(t)$. This and the following section mainly refer to a book by Hardy and Wright [9], a dissertation by Malagoli [15], and a paper by Schmidt 23 .

Notation 3.2. For the remainder, let the absolute value $|\cdot|$ and $v$ denote the infinite absolute value $|\cdot|_{\infty}$ and the infinite valuation $v_{\infty}$ as defined in Definition 2.33. Recall that completion of $\mathbb{F}(t)$ with respect to $|\cdot|$ is $\mathbb{F}\left(\left(t^{-1}\right)\right)$ which is given in Proposition 2.49.

### 3.2.1 Finite continued fractions

In order to define an infinite continued fraction, we first need the notion of a finite continued fraction. This is because an infinite continued fraction is defined as the limit of a converging sequence of finite continued fractions.

Definition 3.3 (Finite Continued fractions). Let $p_{0}, p_{1}, \ldots, p_{n}$ be in $\mathbb{F}\left(\left(t^{-1}\right)\right)$ where each $p_{i}$ is nonzero for $i \geq 1$. A finite continued fraction or a finite continued fraction expansion is

$$
\left[p_{0}, p_{1}, \ldots, p_{n}\right]= \begin{cases}p_{0} & \text { if } n=0 \\ p_{0}+\frac{1}{p_{1}} & \text { if } n=1 \\ {\left[p_{0}, p_{1}, \ldots, p_{n-1}+\frac{1}{p_{n}}\right]} & \text { if } n \geq 2\end{cases}
$$

In particular, if all of the $p_{i}$ are polynomials in $\mathbb{F}[t]$ with $\left|p_{i}\right|>1$ for each $i>0,\left[p_{0}, p_{1}, \ldots, p_{n}\right]$ is a finite regular continued fraction.

Remark 3.4. By the definition, for $1 \leq m \leq n,\left[p_{0}, p_{1}, \ldots, p_{n}\right]=\left[p_{0}, p_{1}, \ldots, p_{m},\left[p_{m+1}, \ldots, p_{n}\right]\right]$.
A finite regular continued fraction plays an important role because it provides another expression for the elements in $\mathbb{F}(t)$.

Proposition $3.5(\mathbb{F}(t)$ is the field of finite regular continued fractions). An element in $\mathbb{F}(t)$ has a unique finite regular continued fraction expansion.

Proof. This is well-known but we include a proof for the convenience for readers.
Let $x=\frac{h_{0}}{k_{0}} \in \mathbb{F}(t)$ with $h_{0}$ and nonzero $k_{0}$ are in $\mathbb{F}[t]$. Notice first that by the definition of $x$, we know that we may express $x$ as the following:

$$
x=a_{0}+\epsilon_{0}=\frac{h_{0}}{k_{0}}
$$

where $a_{0} \in \mathbb{F}[t]$ is the quotient of the Euclidean division $\frac{h_{0}}{k_{0}}$ and $\epsilon_{0} \in \mathbb{F}(t)$ is defined so that $k_{0} \epsilon_{0}$ is the remainder. Note that $|\epsilon|<1$. If $\epsilon_{0}=0$, then we have $x=\left[a_{0}\right]$. Otherwise, by $\alpha_{0}=\frac{1}{\epsilon_{0}}$,

$$
x=a_{0}+\frac{1}{\alpha_{0}} .
$$

Now, since $\epsilon_{0}=x-a_{0} \in \mathbb{F}(t)$, we may consider $a_{1} \in \mathbb{F}[t]$ and $\epsilon_{1} \in \mathbb{F}(t)$, analogous to $a_{0}$ and $\epsilon_{0}$ with $\left|a_{1}\right|>1$ and $\left|\epsilon_{1}\right|<1$. If $\epsilon_{1}=0$, then $x$ has a finite regular continued fraction expansion $x=\left[a_{0}, a_{1}\right]$. Otherwise, repeat this process and define $k_{n+1}$ for $n \geq 0$ by $k_{n+1}=\epsilon_{n} k_{n}$. Then we obtain the following sequence.

$$
\begin{aligned}
& \frac{h_{0}}{k_{0}}=a_{0}+\epsilon_{0} \\
& \frac{k_{0}}{k_{1}}=a_{1}+\epsilon_{1} \\
& \frac{k_{1}}{k_{2}}=a_{2}+\epsilon_{2}
\end{aligned}
$$

By construction, notice that $\left\{\left|k_{n}\right|\right\}$ is a strictly decreasing sequence by the recursive definition of $k_{n}$ and the multiplicative property of $|\cdot|$. Moreover, from the sequence above, we have

$$
\begin{aligned}
& h_{0}=a_{0} k_{0}+\epsilon_{0} k_{0} \\
& k_{0}=a_{1} k_{1}+\epsilon_{1} k_{1} \\
& k_{1}=a_{2} k_{2}+\epsilon_{2} k_{2}
\end{aligned}
$$

and, because of $k_{n+1}=\epsilon_{n} k_{n}, k_{0} \in \mathbb{F}[t]$, and $h_{0} \in \mathbb{F}[t]$, we have each of $k_{n}$ to be in $\mathbb{F}[t]$. This implies that $\left\{\left|k_{n}\right|\right\}$ is a strictly decreasing sequence and, therefore, $\left\{\operatorname{deg}\left(k_{n}\right)\right\}$ is a strictly decreasing sequence of positive integers. So, this process terminates after at most finitely many steps. As a result, we have

$$
\begin{aligned}
& h_{0}=a_{0} k_{0}+\epsilon_{0} k_{0} \\
& k_{0}=a_{1} k_{1}+\epsilon_{1} k_{1} \\
& k_{1}=a_{2} k_{2}+\epsilon_{2} k_{2} \\
& \vdots \\
& k_{N}=a_{N+1} k_{N+1} .
\end{aligned}
$$

From this, we have a finite continued fraction

$$
x=\left[a_{0}, a_{1}, \ldots, a_{N+1}\right] .
$$

Furthermore, the choice of each $a_{n}$ is unique because each of them is chosen so that $\left|a_{n}\right|>1$ for $n \geq 1$ and $\left|\epsilon_{n}\right|<1$ for all $n$ by their definitions.

By this proposition, given an element in $\mathbb{F}(t)$, we may construct two sequences $\left\{P_{n}\right\}$ and $\left\{Q_{n}\right\}$ of polynomials in $\mathbb{F}[t]$ from its finite continued fraction expansion. These sequences have the following important properties.

Proposition 3.6. Let $\left[a_{0}, \ldots, a_{n}\right] \in \mathbb{F}(t)$ be a finite regular continued fraction expansion. Define the sequences $\left\{P_{n}\right\}$ and $\left\{Q_{n}\right\}$ starting from $n=-2$ as

- $P_{-2}=0, Q_{-2}=1, P_{-1}=1, Q_{-1}=0$
- $P_{n}=a_{n} P_{n-1}+P_{n-2}, Q_{n}=a_{n} Q_{n-1}+Q_{n-2}$.

Then

1. $Q_{n} P_{n-1}-P_{n} Q_{n-1}=(-1)^{n}$ for $n \geq-1$.
2. $\left[a_{0}, \ldots, a_{n}\right]=\frac{a_{n} P_{n-1}+P_{n-2}}{a_{n} Q_{n-1}+Q_{n-2}}=\frac{P_{n}}{Q_{n}}$ for $n \geq 0$.
3. $\left|P_{n}\right|=\left|a_{n}\right|\left|P_{n-1}\right|$ and $\left|Q_{n}\right|=\left|a_{n}\right|\left|Q_{n-1}\right|$ for $n \geq 1$.
4. $P_{n}$ and $Q_{n}$ are relatively prime for $n \geq-1$.

Proof. The proof is analogous to the integer case. See 9 Chapter X and use properties of the absolute value |-|.

Using the same notation as in the preceding proposition, we have the following corollary.

Corollary 3.7. For a finite regular continued fraction $x=\left[a_{0}, a_{1}, \ldots, a_{n}\right]$, we have the following.

1. $P_{k} Q_{k-2}-Q_{k} P_{k-2}=(-1)^{k} a_{k}$ and $\frac{P_{k}}{Q_{k}}-\frac{P_{k-2}}{Q_{k-2}}=\frac{(-1)^{k} a_{k}}{Q_{k} Q_{k-2}}$ for $k \geq 0$.
2. $\frac{P_{k+1}}{Q_{k+1}}-\frac{P_{k}}{Q_{k}}=\frac{(-1)^{k+1}}{Q_{k+1} Q_{k}}$.
3. If $\alpha_{k}=\left[a_{k}, a_{k+1}, \ldots, a_{n}\right]$, then $x=\frac{\alpha_{k} P_{k-1}+P_{k-2}}{\alpha_{k} Q_{k-1}+Q_{k-2}}$ for $k \geq 0$.
4. If $\alpha_{k}=\left[a_{k}, a_{k+1}, \ldots, a_{n}\right]$ for $1 \leq k \leq n$, then for $\left|\alpha_{k}\right|=\left|a_{k}\right|$.
5. If $\alpha_{k}=\left[a_{k}, a_{k+1}, \ldots, a_{n}\right]$ for $1 \leq k \leq n$, then $\left|P_{n}\right|=\left|\alpha_{n}\right|\left|P_{n-1}\right|$ and $\left|Q_{n}\right|=\left|\alpha_{n}\right|\left|Q_{n-1}\right|$ for $n \geq 1$.
6. $\left|\left[a_{0}, a_{1}, \ldots, a_{n}, \alpha_{n+1}\right]-\frac{P_{n}}{Q_{n}}\right|=\frac{1}{\left|Q_{n}\right|\left|Q_{n+1}\right|}=\frac{1}{\left|a_{n+1}\right|\left|Q_{n}\right|^{2}}$ for $n \geq 0$.

Proof. The proof is analogous to the integer case. See (9] Chapter X and apply properties of absolute value $|\cdot|$.

Example 3.8. Let $\mathbb{F}=\mathbb{F}_{3}$ and consider an element $\frac{t^{3}+2 t+2}{t^{2}+t+2}$ in $\mathbb{F}(t)$. Applying polynomial long division, we have

$$
\begin{aligned}
\frac{t^{3}+2 t+2}{t^{2}+t+2} & =t+2+\frac{t+1}{t^{2}+t+2} \\
\frac{t^{2}+t+2}{t+1} & =t+\frac{2}{t+1} \\
\frac{t+1}{2} & =2 t+2
\end{aligned}
$$

From this, we obtain a finite continued fraction expansion $\frac{t^{3}+2 t+2}{t^{2}+t+2}=[t+2, t, 2 t+2]$. In addition, we have the sequences $\left\{P_{n}\right\}$ and $\left\{Q_{n}\right\}$ as:

$$
\begin{array}{cccc}
P_{-2}=0, & P_{-1}=1, & P_{0}=t+2, & P_{1}=t^{2}+2 t+1,
\end{array} P_{2}=2 t^{3}+t+1, ~\left(Q_{1}=t, \quad Q_{2}=2 t^{2}+2 t+1 .\right.
$$

If we let $\alpha_{1}=[t, 2 t+2]$ and $\alpha_{2}=[2 t+2]$, then

$$
\frac{\alpha_{1} P_{0}+P_{-1}}{\alpha_{1} Q_{0}+Q_{-1}}=\frac{\frac{t(2 t+2)+1}{2 t+2}(t+2)+1}{\frac{t(2 t+2)+1}{2 t+2}+0}=\frac{t^{3}+2 t+2}{t^{2}+t+2}
$$

and

$$
\frac{\alpha_{2} P_{1}+P_{0}}{\alpha_{2} Q_{1}+Q_{0}}=\frac{(2 t+2)\left(t^{2}+2 t+1\right)+t+2}{(2 t+2) t+1}=\frac{t^{3}+2 t+2}{t^{2}+t+2}
$$

Moreover,

$$
\begin{aligned}
\left|\left[t+2, \alpha_{1}\right]-\frac{P_{0}}{Q_{0}}\right| & =\left|\frac{\alpha_{1} P_{0}+P_{-1}}{\alpha_{1} Q_{0}+Q_{1}}-\frac{P_{0}}{Q_{0}}\right| \\
& =\left|\frac{P_{-1} Q_{0}-P_{0} Q_{-1}}{\left(\alpha_{1} Q_{0}+Q_{-1}\right) Q_{0}}\right| \\
& =\left|\frac{(-1)^{1}}{Q_{1} Q_{0}}\right|=\frac{1}{\left|Q_{1}\right|\left|Q_{0}\right|} \\
& =\frac{1}{\left|\left(\alpha_{1} Q_{0}+Q_{-1}\right)\right|\left|Q_{0}\right|}=\frac{1}{\left|\alpha_{1}\right|\left|Q_{0}\right|^{2}}
\end{aligned}
$$

### 3.2.2 Infinite continued fractions

In the previous section, we defined finite continued fractions in $\mathbb{F}\left(\left(t^{-1}\right)\right)$ and their properties. We may extend the definition of finite continued fractions to infinite continued fractions using the notion of limit with respect to $|\cdot|$. In particular, we are interested in infinite regular continued fractions.

Definition 3.9 (Infinite regular continued fraction). Let $a_{0}, a_{1}, a_{2}, \ldots$ be polynomials in $\mathbb{F}[t]$ such that $\left|a_{i}\right|>1$ for $i \geq 1$. Let $\left\{x_{n}\right\}$ be a sequence in $\mathbb{F}[t]$ where each term is a finite regular continued fraction expansion given by

$$
x_{n}=\left[a_{0}, a_{1}, a_{2}, \ldots, a_{n}\right] .
$$

An infinite regular continued fraction expansion $x=\left[a_{0}, a_{1}, \ldots\right]$ is the limit of $\left\{x_{n}\right\}$ with respect to $|\cdot|$, if it exists. If such limit exists, we call each $a_{n}$ the $n$-th partial quotient and $\alpha_{n}=\left[a_{n}, a_{n+1}, \ldots\right]$ the $n$-th complete quotient. Moreover, we call each $\left[a_{0}, a_{1}, \ldots, a_{n}\right]$ the $n$-th convergent.

Remark 3.10. Because each $x_{n}$ is an element in $\mathbb{F}(t)$ in the above definition, the infinite sequences $\left\{P_{n}\right\}$ and $\left\{Q_{n}\right\}$ analogously defined in Proposition 3.6 are well-defined.

Remark 3.11. Notice that direct verification yields that for $\alpha=\left[a_{0}, a_{1}, \ldots\right] \in \mathbb{F}\left(\left(t^{-1}\right)\right)$ and for $a \in \mathbb{F}^{\times}$, $a \alpha=\left[a a_{0}, a^{-1} a_{1}, a a_{2}, \ldots\right]$.

Similar to how a finite regular continued fraction provides another expression for an element in $\mathbb{F}(t)$, an infinite regular continued fraction provides a new expression for an element in $\mathbb{F}\left(\left(t^{-1}\right)\right) \backslash \mathbb{F}(t)$.

Proposition 3.12. An element $x \in \mathbb{F}\left(\left(t^{-1}\right)\right)$ can be expressed as a unique regular infinite continued expansion of polynomials in $\mathbb{F}[t]$ if and only if it is not in $\mathbb{F}(t)$.

Proof. This is well-known as pointed out in [23] but the proof is included for the readers' convenience. Define
a function $G: \mathfrak{M} \rightarrow \mathfrak{M}$ such that

$$
x \mapsto \begin{cases}0 & \text { if } x=0 \\ \frac{1}{x}-\left\lfloor\frac{1}{x}\right\rfloor & \text { otherwise }\end{cases}
$$

where $\mathfrak{M}$ is the set of elements in $\mathbb{F}\left(\left(t^{-1}\right)\right)$ with absolute value strictly less than 1 and $\lfloor x\rfloor$ is the polynomial $x^{\prime} \in \mathbb{F}[t]$ with the largest possible degree so that $\left|x-x^{\prime}\right|<1$.

Now, suppose $x \in \mathbb{F}\left(\left(t^{-1}\right)\right) \backslash \mathbb{F}(t)$ with $|x|<1$ and define a sequence $\left\{a_{n}\right\}$ starting from $n=1$ as

$$
\begin{aligned}
& a_{1}=\left\lfloor\frac{1}{x}\right\rfloor \\
& a_{n}=\left\lfloor\frac{1}{G^{n-1}(x)}\right\rfloor \text { for } n>1
\end{aligned}
$$

Notice that since $x \notin \mathbb{F}(t)$, we know that this definition enumerates infinitely many nonzero terms for the sequence. This is because if it only enumerates finitely many nonzero terms, say $N+1$ gives the last nonzero term in the sequence, then we know that, by the definition of $G$,

$$
G^{k+1}(x)=\frac{1}{G^{k}(x)}-\left\lfloor\frac{1}{G^{k}(x)}\right\rfloor \Longrightarrow G^{k}(x)=\frac{1}{G^{k+1}(x)-\left\lfloor\frac{1}{G^{k}(x)}\right\rfloor}
$$

for each $1 \leq k \leq N$ and applying this repeatedly up to $k=N$ implies $G(x) \in \mathbb{F}(t)$. This further implies that $x \in \mathbb{F}(t)$ which is a contradiction to $x \notin \mathbb{F}(t)$. We claim and prove $\left|x-\left[0, a_{1}, a_{2}, \ldots, a_{n}\right]\right| \leq c^{n}$ by induction where $\left|t^{-1}\right|=c<1$. To see this, notice first that $|x| \leq c$ by $|x|<1$ and $\left|a_{1}\right| \geq \frac{1}{c}>1$ since $a_{1} \in \mathbb{F}[t]$. Then we have

$$
\left|x-\frac{1}{a_{1}}\right| \leq c
$$

For the induction, suppose that for $k \geq 1$, we have

$$
\left|x-\left[0, a_{1}, a_{2}, \ldots, a_{k}\right]\right| \leq c^{k}
$$

Then notice that we have

$$
\frac{1}{\left[0, a_{1}, a_{2}, \ldots, a_{k+1}\right]}=a_{1}+\left[0, a_{2}, \ldots, a_{k+1}\right]
$$

and

$$
\left|\frac{1}{x}-\frac{1}{\left[0, a_{1}, a_{2}, \ldots, a_{k+1}\right]}\right|=\left|\frac{1}{x}-a_{1}-\left[0, a_{2}, \ldots, a_{k+1}\right]\right| \leq c^{k}
$$

by applying the induction hypothesis for $\frac{1}{x}-a_{1}$. At the same time, since

$$
\left|\frac{1}{x}-\frac{1}{\left[0, a_{1}, a_{2}, \ldots, a_{k+1}\right]}\right|=\left|\frac{\left[0, a_{1}, a_{2}, \ldots, a_{k+1}\right]-x}{x\left[0, a_{1}, a_{2}, \ldots, a_{k+1}\right]}\right|
$$

we have

$$
\left|\frac{\left[0, a_{1}, a_{2}, \ldots, a_{k+1}\right]-x}{x\left[0, a_{1}, a_{2}, \ldots, a_{k+1}\right]}\right| \leq c^{k}
$$

This implies that

$$
\left|\left[0, a_{1}, a_{2}, \ldots, a_{k+1}\right]-x\right| \leq c^{k}|x|\left|\left[0, a_{1}, a_{2}, \ldots, a_{k+1}\right]\right| \leq c^{k+2}<c^{k+1}
$$

because $c<1,|x| \leq c$, and $\left|\left[0, a_{1}, a_{2}, \ldots, a_{k+1}\right]\right| \leq c$. By induction, we have $\left|x-\left[0, a_{1}, a_{2}, \ldots, a_{n}\right]\right| \leq c^{n}$ for each $n$, and this gives

$$
\lim _{n \rightarrow \infty}\left|x-\left[0, a_{1}, a_{2}, \ldots, a_{n}\right]\right|=0
$$

concluding that $x$ has the infinite regular continued fractions expansion $\left[0, a_{0}, a_{1}, \ldots\right]$. For $x \notin \mathbb{F}(t)$ with $|x| \geq 1$, consider $x^{\prime}=x-\lfloor x\rfloor$. Suppose that after applying the argument above, we have $x^{\prime}=\left[0, b_{1}, b_{2}, \ldots\right]$. Then, with $b_{0}=\lfloor x\rfloor$,

$$
\lim _{n \rightarrow \infty}\left|x-\left[b_{0}, b_{1}, b_{2}, \ldots, b_{n}\right]\right|=\lim _{n \rightarrow \infty}\left|x^{\prime}-\left[0, b_{1}, b_{2}, \ldots, b_{n}\right]\right|=0
$$

holds so that $x=\left[b_{0}, b_{1}, b_{2}, \ldots\right]$. The uniqueness follows from the definition of $G$ since $\lfloor y\rfloor$ is the polynomial in $\mathbb{F}[t]$ with the largest possible degree so that $|y-\lfloor y\rfloor|<1$ for each $y \in \mathbb{F}\left(\left(t^{-1}\right)\right)$.

For the other direction, this is the contrapositive of Proposition 3.5 .

Remark 3.13. As a result of Proposition 3.12, we know that for every squarefree polynomial $d$ in $\mathbb{F}[t]$, the roots of

$$
x^{2}-d=0
$$

must have an infinite continued fraction expansion if they exist in $\mathbb{F}\left(\left(t^{-1}\right)\right)$.

One of the important classes of infinite continued fraction expansions are the pseudoperiodic continued fraction expansions:

Definition 3.14 (Pseudoperiodic infinite continued fraction by 15$)$. Let $x \in \mathbb{F}\left(\left(t^{-1}\right)\right)$ have an infinite continued fraction expansion and let $\alpha_{k}$ be the $k$-th complete quotient. If there are natural numbers $n \geq 0$ and $m \geq 1$ and $c \in \mathbb{F}^{*}$ such that $\alpha_{n+m}=c \alpha_{n}$, then we say $x$ has a pseudoperiodic continued fraction
expansion; if $c=1$, we say $x$ has a periodic continued fraction expansion. The smallest $m$ satisfying this is called the pseudoperiod of $x$ if $c \neq 1$, and period of $x$ if $c=1$. In particular, if there are $n$ and $m$ such that for every natural number $k, \alpha_{n+m+k}=c \alpha_{n+k}$ holds, we have

$$
\left[a_{0}, a_{1}, \ldots, a_{n-1}, c b_{1}, c^{-1} b_{2}, c b_{3}, \ldots, c^{(-1)^{m}} b_{m}, c^{2} b_{1}, c^{-2} b_{2} \ldots, c^{(-2)^{m}} b_{m}, c^{3} b_{1}, \ldots\right]
$$

where each $a_{i}$ and $b_{j}$ are in $\mathbb{F}[t]$ with positive degree for $i, j>0$ and $\alpha \in \mathbb{F}$. We denote the above pseudoperiodic continued fraction as

$$
\left[a_{0}, a_{1}, \ldots, a_{n-1},{\overline{b_{1}, b_{2}, \ldots, b_{m}}}^{c}\right]
$$

and, in particular, if it is periodic

$$
\left[a_{0}, a_{1}, \ldots, a_{n-1}, \overline{b_{1}, b_{2}, \ldots, b_{m}}\right]
$$

This is significant since it implies an important result used to prove Theorem 3.1 .

Theorem 3.15 (Lagrange's theorem on continued fractions). Let $x \in \mathbb{F}\left(\left(t^{-1}\right)\right) \backslash \mathbb{F}(t)$ be quadratic over $\mathbb{F}(t)$. Then $x$ has a periodic continued fraction expansion.

Proof. For the convenience of readers, the proof is included in this section.
Let $x \in \mathbb{F}\left(\left(t^{-1}\right)\right) \backslash \mathbb{F}(t)$ be a root of

$$
A X^{2}+B X+C=0
$$

$A, B$, and $C$ are in $\mathbb{F}(t)$ and $A \neq 0$. Without loss of generality, we may assume they are in $\mathbb{F}[t]$ by multiplying by common denominator on both sides. Let $x=\left[a_{0}, a_{1}, \ldots\right]$ be its infinite regular continued fraction expansion. Then for $n>0$, the $n$-th complete quotient $\alpha_{n}$ of $x$ satisfies

$$
x=\frac{\alpha_{n} P_{n-1}+P_{n-2}}{\alpha_{n} Q_{n-1}+Q_{n-2}} .
$$

This implies that we have $A_{n} \alpha_{n}^{2}+B_{n} \alpha_{n}+C_{n}=0$ where

$$
\begin{aligned}
& A_{n}=A P_{n-1}^{2}+B P_{n-1} Q_{n-1}+C Q_{n-1}^{2} \\
& B_{n}=2 A P_{n-1} P_{n-2}+B\left(P_{n-1} Q_{n-2}+P_{n-2} Q_{n-1}\right)+2 C Q_{n-1} Q_{n-2} \\
& C_{n}=A_{n-1}
\end{aligned}
$$

Notice that $A_{n}$ must be non zero because if $A_{n}=0$, then this allows for $A t^{2}+B t+C=0$ to have at least
two solutions, the $n$-th convergent $\frac{P_{n}}{Q_{n}}$ of $x$ and $x$. But then, by the Vieta's formula yields

$$
x+\frac{P_{n}}{Q_{n}}=-\frac{B}{A}
$$

which clearly contradicts to our choice of $x \notin \mathbb{F}(t)$. Now, notice that

$$
\begin{aligned}
x-\frac{P_{n-1}}{Q_{n-1}} & =\frac{(-1)^{n}}{Q_{n-1}\left(\alpha_{n} Q_{n-1}+Q_{n-2}\right)}, \\
A_{n} & =-\frac{(-1)^{n}(2 A x+B) Q_{n-1}}{\alpha_{n} Q_{n-1}+Q_{n-2}}+\frac{A}{\left(\alpha_{n} Q_{n-1}+Q_{n-2}\right)^{2}}, \\
B_{n}^{2}-4 A_{n} C_{n} & =B^{2}-4 A C .
\end{aligned}
$$

This implies that

$$
A_{n}=-\frac{(-1)^{n}(2 A x+B) Q_{n-1}}{\alpha_{n} Q_{n-1}+Q_{n-2}}+\frac{A}{\left(\alpha_{n} Q_{n-1}+Q_{n-2}\right)^{2}}
$$

by $P_{n-1}=Q_{n-1} x-\frac{(-1)^{n}}{\alpha_{n} Q_{n-1}+Q_{n-2}}$. As a result,

$$
\begin{aligned}
\left|A_{n}\right| & \leq\left|\frac{(-1)^{n}(2 A x+B) Q_{n-1}}{\alpha_{n} Q_{n-1}+Q_{n-2}}\right|+\left|\frac{A}{\left(\alpha_{n} Q_{n-1}+Q_{n-2}\right)^{2}}\right| \\
& =\frac{|2 A x+B|\left|Q_{n-1}\right|}{\left|\alpha_{n} Q_{n-1}+Q_{n-2}\right|}+\frac{|A|}{\left|\alpha_{n} Q_{n-1}+Q_{n-2}\right|^{2}} \\
& \leq \frac{(|A||x|+|B|)\left|Q_{n-1}\right|}{\left|\alpha_{n} Q_{n-1}\right|}+\frac{|A|}{\left(\left|\alpha_{n} Q_{n-1}\right|\right)^{2}} \\
& <|A|(|x|+1 \mid)+|B| \\
\left|B_{n}\right|^{2} & =\left|B^{2}-4 A C+4 A_{n} C_{n}\right| \\
& \leq\left|B^{2}-4 A C\right|+\left|4 A_{n} C_{n}\right| \\
& <\left|B^{2}-4 A C\right|+(|A|(|x|+1 \mid)+|B|)^{2} \\
\left|C_{n}\right| & =\left|A_{n-1}\right| \\
& <|A|(|x|+1 \mid)+|B| .
\end{aligned}
$$

As a result, we may have at most finitely many choices for a triplet $A_{n}, B_{n}$, and $C_{n}$ since they are in $\mathbb{F}[t]$.

Because the choice of $n$ is countably infinite, we have distinct $n_{1}, n_{2}$, and $n_{3}$ such that

$$
\begin{aligned}
& A_{n_{1}}=A_{n_{2}}=A_{n_{3}} \\
& B_{n_{1}}=B_{n_{2}}=B_{n_{3}} \\
& C_{n_{1}}=C_{n_{2}}=C_{n_{3}}
\end{aligned}
$$

by the pigeonhole principle. This implies that if there is a root of

$$
A_{n_{i}} X^{2}+B_{n_{i}} X+C_{n_{i}}=0
$$

for any of $i=1,2$, or 3 , it must also be a root of the other two equations as well. Since $A_{n} \alpha_{n}^{2}+B_{n} \alpha_{n}+C_{n}=0$ for each $n>0$, this shows that at least two of $\alpha_{n_{1}}, \alpha_{n_{2}}$, and $\alpha_{n_{3}}$ are equal. This shows the periodicity.

Example 3.16. In the polynomial ring $\mathbb{F}[t]$ over the field $\mathbb{F}=\mathbb{F}_{3}$, we know that $d=t^{2}+t+2$ is a monic irreducible polynomial. To obtain the infinite continued fraction expansion for $\alpha$ where $\alpha^{2}-d=0$, notice first that

$$
\alpha=t\left(1+\frac{1}{t}+\frac{2}{t^{2}}\right)^{\frac{1}{2}}
$$

in the completion $\mathbb{F}\left(\left(t^{-1}\right)\right)$. Expanding $\left(1+\frac{1}{t}+\frac{2}{t^{2}}\right)^{\frac{1}{2}}$ as a binomial series, we have

$$
\alpha=t\left(1+\frac{2}{t}+\frac{2}{t^{2}}+\frac{1}{t^{3}}+\ldots\right)=t+2+O\left(t^{-1}\right)
$$

Now, notice that if we let $\beta=\frac{1}{\alpha-(t+2)}$, then this $\beta$ is a root of

$$
X^{2}-(2 t+1) X-1=0
$$

and $|\beta|>1$ while the other root has absolute value strictly less than 1. At the same time, the infinite continued fraction $[\overline{2 t+1}]$ is a solution to the same equation with $|[\overline{2 t+1}]|>1$. This implies that $\beta=[\overline{2 t+1}]$. As a result, we have the periodic continued fraction expansion

$$
\alpha=[t+2, \overline{2 t+1}]
$$

### 3.3 The existence of nontrivial solutions by continued fractions

Finally, after all the necessary materials are presented in this section, the proof of Theorem 3.1 is given. We begin with an equivalence relation on $\mathbb{F}\left(\left(t^{-1}\right)\right)$.

Proposition 3.17 (Equivalence relation on $\left.\mathbb{F}\left(\left(t^{-1}\right)\right)\right)$. The binary relation $\sim$ on $\mathbb{F}\left(\left(t^{-1}\right)\right)$ defined by

$$
\alpha \sim \beta \Longleftrightarrow \beta=\frac{R \alpha+S}{T \alpha+U}
$$

for some $R, S, T, U \in \mathbb{F}[t]$ with $R U-S T \in \mathbb{F}^{*}$ is an equivalence relation.

Proof. See 23.

Remark 3.18. For the rest of this chapter, when we use $\sim$, it means this equivalence relation.

The equivalence $\sim$ has useful properties. In particular, these properties imply Proposition 3.23 which is important for the solvability of the Pell's equation.

Proposition 3.19 (Properties of the equivalence relation $\sim$ ). The equivalence relation $\sim$ satisfies the following properties.

1. If $\alpha_{n}$ is the $n$-th complete quotient of $\alpha \in \mathbb{F}\left(\left(t^{-1}\right)\right)$, then $\alpha \sim \alpha_{n}$.
2. If $\beta \in \mathbb{F}(t)$ and $\alpha \sim \beta$, then $\alpha \in \mathbb{F}(t)$.
3. Any two elements in $\mathbb{F}(t)$ are equivalent under $\sim$.

Proof. 1. The statement follows from Proposition 3.6 for infinite regular continued fraction expansions if $\alpha \in \mathbb{F}(t)$ and the analogous statement to this proposition if $\alpha \notin \mathbb{F}(t)$.
2. By Definition 3.17, we have

$$
\beta=\frac{R \alpha+S}{T \alpha+U}
$$

with $R U-S T \in \mathbb{F}^{*}$. The statement follows since

$$
\alpha=\frac{(-U) \beta+S}{T \beta+(-R)}
$$

Note that $T \beta+(-R)$ must be non zero; otherwise, if $T \neq 0$, then we have $\beta=\frac{R}{T}=\frac{S}{U}$ making $R U-S T=0 \notin \mathbb{F}^{*} ;$ if $T=0$, then $R=0$ making $R U-S T \notin \mathbb{F}^{*}$.
3. Recall that an element in $\mathbb{F}(t)$ is given by a finite continued fraction expansion of polynomials and an element in $\mathbb{F}(t)$ is equivalent to a polynomial in $\mathbb{F}[t]$ by Proposition 3.6. Note that for every $f \in \mathbb{F}[t]$, we have

$$
f=\frac{1 \cdot 1+1-f}{0 \cdot f+1}
$$

Since $\sim$ is an equivalence relation, we have the desired result.
4. Direct verification yields the statement we want.

The equivalence relation $\sim$ has two important properties that are used in the proof of Proposition 3.23 .

Proposition 3.20 (Lemma 1 in 23$)$. Suppose that for $\alpha$ and $\beta$ in $\mathbb{F}\left(\left(t^{-1}\right)\right) \backslash \mathbb{F}(t)$ we have

$$
\alpha=\frac{A \beta+B}{C \beta+D}
$$

where all of $A, B, C$, and $D$ are in $\mathbb{F}[t]$ satisfying $|D|<|C|, a=A D-B C \in \mathbb{F}^{*}$, and $|\beta|>1$. Let $\frac{P_{n}}{Q_{n}}$ and $\alpha_{n}$ be the convergents and the complete quotients of $\alpha$ for $n \geq 0$. Then there exist $n$ such that

$$
\begin{aligned}
& \frac{A}{C}=\frac{P_{n}}{Q_{n}} \\
& \frac{B}{D}=\frac{P_{n-1}}{Q_{n-1}}
\end{aligned}
$$

and $\beta=b \alpha_{n+1}$ where $b \in(-1)^{n+1} a\left(\mathbb{F}^{*}\right)^{2}$ and $a\left(\mathbb{F}^{*}\right)^{2}$ denotes the coset of $\left(\mathbb{F}^{*}\right)^{2}=\left\{c^{2}: c \in \mathbb{F}^{*}\right\}$ in $\mathbb{F}^{*}$ by $a$. Proof. See 23, Lemma 1].

Proposition 3.21 (Lemma 2 in 23$)$. Let $x \in \mathbb{F}\left(\left(t^{-1}\right)\right) \backslash \mathbb{F}(t)$. Then $x$ is pseudoperiodic if and only if there is $M \in \mathcal{M}$ such that $M$ is not a multiple of the identity matrix and

$$
x=M x,
$$

where $\mathcal{M}$ is the multiplicative group of $2 \times 2$ matrices of $\mathbb{F}[t]$ whose determinants are in $\mathbb{F}^{*}$ and the group action by $\mathcal{M}$ on $\mathbb{F}\left(\left(t^{-1}\right)\right)$ is given by

$$
\left(\begin{array}{ll}
A & B \\
C & D
\end{array}\right) x:=\frac{A x+B}{C x+D}
$$

Proof. See 23, Lemma 2].

Example 3.22. In the previous section, we saw that the infinite continued fraction expansion of $\alpha$ satisfying $\alpha^{2}-\left(t^{2}+t+2\right)=0$ is $[t+2, \overline{2 t+1}]$ as in Example 3.16. Since it is periodic, there is a matrix $M$, which is not a multiple of the identity such that $\alpha=M \alpha$ from Proposition 3.23. In particular, such a matrix $M$ is given by

$$
M=\left(\begin{array}{ll}
P_{n} & P_{n-1} \\
Q_{n} & Q_{n-1}
\end{array}\right)\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right)\left(\begin{array}{ll}
P_{n-1} & P_{n-2} \\
Q_{n-1} & Q_{n-2}
\end{array}\right)^{-1}
$$

where $n \geq 0$ since $\alpha_{n+1}=1 \alpha_{n}$. This matrix is obtained through the proof of Lemma 2 which is in [23]. For example, we have

$$
\begin{aligned}
M & =\left(\begin{array}{ll}
P_{1} & P_{0} \\
Q_{1} & Q_{0}
\end{array}\right)\left(\begin{array}{ll}
P_{0} & P_{-1} \\
Q_{0} & Q_{-1}
\end{array}\right)^{-1} \\
& =\left(\begin{array}{cc}
2 t^{2}+2 t & t+2 \\
2 t+1 & 1
\end{array}\right)\left(\begin{array}{cc}
t+2 & 1 \\
1 & 0
\end{array}\right)^{-1} \\
& =\left(\begin{array}{cc}
t+2 & t^{2}+t+2 \\
1 & t+2
\end{array}\right)
\end{aligned}
$$

Proposition 3.23 (Theorem 2 in 23$)$. Suppose that $\alpha \in \mathbb{F}\left(\left(t^{-1}\right)\right)$ quadratic over $\mathbb{F}(t)$ satisfies

$$
A \alpha^{2}+B \alpha+C=0
$$

where $A, B, C$ are relatively prime and $A$ is nonzero. Then, for $d=B^{2}-4 A C$,

$$
X^{2}-d Y^{2} \in \mathbb{F}^{\times}
$$

has a nontrivial solution, a solution with $Y \neq 0$ in $\mathbb{F}[t]$.

Proof. By Theorem 3.15, we know that $\alpha$ has a periodic continued fraction expansion. This, together with the fact that $B^{2}-4 A C$ is a square and the arguments in 23 . Theorem 2] prove the result.

Example 3.24. In the preceding example 3.22, for $\alpha$ satisfying $\alpha^{2}-\left(t^{2}+t+2\right)=0$, there is a matrix

$$
\left(\begin{array}{cc}
R & S \\
T & U
\end{array}\right)=\left(\begin{array}{cc}
t+2 & t^{2}+t+2 \\
1 & t+2
\end{array}\right)
$$

whose determinant is in $\mathbb{F}^{*}=\mathbb{F}_{3}^{*}$ such that

$$
\alpha=\left(\begin{array}{cc}
R & S \\
T & U
\end{array}\right) \alpha
$$

After rearranging, we have

$$
T \alpha^{2}+(U-R) \alpha-S=0
$$

This implies that

$$
R U-S T=(t+2)^{2}-\left(t^{2}+t+2\right) \cdot 1=2 \in \mathbb{F}^{*}
$$

which is the norm of $(t+2)+\alpha$ relative to the quadratic extension $\mathbb{F}(t)(\alpha) / \mathbb{F}(t)$. Since the norm is multiplicative, we have

$$
\left.N((t+2)+\alpha)^{2}\right)=N\left(\left(2 t^{2}+2 t\right)+(2 t+1) \alpha\right)=\left(2 t^{2}+2 t\right)^{2}-\left(t^{2}+t+2\right)(2 t+1)^{2}=1
$$

As a result, the Pell's equation

$$
X^{2}-\left(t^{2}+t+2\right) Y^{2}=1
$$

has a nontrivial solution $\left(2 t^{2}+2 t, 2 t+1\right)$.
In order to show the existence of a solution for Pell's equation using continued fractions, the Hensel's lemma is useful. The major reason for this is that given a squarefree polynomial $d$, the Hensel's lemma assures the existence of an element $\alpha \in \mathbb{F}\left(\left(t^{-1}\right)\right)$ with $\alpha^{2}-d=0$. Since such $\alpha$ has a periodic infinite continued fraction expansion, this allows us to use 3.23 .

Proposition 3.25 (Hensel's lemma). Let $R$, $m$, and $k$ be a complete discrete valuation ring with respect to $|\cdot|$, a maximal ideal of $R$, and the field $k=R / m$, respectively. Let

$$
f(t)=a_{n} t^{n}+a_{n-1} t^{n-1}+\ldots a_{0} \in R[t]
$$

be a polynomial such that $f$ is not congruent to 0 modulo $m, f^{\prime}(t)$ is the formal derivative of $f$, and $\bar{g}(t) \in k[t]$ be the reduction of the polynomial $g(t) \in R[t]$ modulo $m$. If $\bar{f}(t)$ has a solution $\bar{a}$ such that $\overline{f^{\prime}}(a) \neq 0$, then
there is a lift a in $R$ such that $f(a)=0$. In other words, there is a in $R$ such that

$$
a \equiv \bar{a}(\bmod m) \text { and } f(a)=0
$$

Proof. See 18 Chapter II.
We have the immediate consequence of the existence of an element $\alpha \in \mathbb{F}\left(\left(t^{-1}\right)\right)$ such that $\alpha^{2}-d=0$. This eventually allows us to apply Proposition 3.23 in the proof of Theorem 3.1 .

Corollary 3.26. Let $d \in \mathbb{F}[t]$ be a squarefree even degree polynomial. Suppose that the leading coefficient of $d$ is a square in $\mathbb{F}^{*}$. Then there is $\alpha \in \mathbb{F}\left(\left(t^{-1}\right)\right)$ such that

$$
\alpha^{2}-d=0
$$

Proof. Let

$$
d=a_{2 n}^{2} t^{2 n}+a_{2 n-1} t^{2 n-1}+\ldots+a_{0}
$$

and let $R=\mathbb{F}\left[\left[t^{-1}\right]\right]$. Note that

$$
d=a_{2 n}^{2} t^{2 n}\left(1+\frac{a_{2 n-1}}{a_{2 n}^{2} t}+\frac{a_{2 n-2}}{a_{2 n}^{2} t^{2}}+\ldots+\frac{a_{0}}{a_{2 n}^{2} t^{2 n}}\right)
$$

Now, consider the polynomial

$$
p=x^{2}-\left(1+\frac{a_{2 n-1}}{a_{2 n}^{2} t}+\frac{a_{2 n-2}}{a_{2 n}^{2} t^{2}}+\ldots+\frac{a_{0}}{a_{2 n}^{2} t^{2 n}}\right) \in R[x] .
$$

Then, by the maximality of the ideal $m=t^{-1} R$, we know that $p(1)=0$ in $R / m[x]$ but $p^{\prime}(1) \neq 0$ in $R / m[x]$. By Proposition 3.25 , we know that there exists $\beta \in R \subseteq \mathbb{F}\left(\left(t^{-1}\right)\right)$ such that $p(\beta)=0$ in $R[x]$. Thus, by letting $\alpha=a_{2 n} t^{n} \beta \in \mathbb{F}\left(\left(t^{-1}\right)\right)$, we have $\alpha^{2}-d=0$.

Finally, we have the existence of a nontrivial solution of Pell's equation.
Theorem 3.27. The Pell equation

$$
X^{2}-d Y^{2}=1
$$

has a nontrivial solution $(x, y)$, a solution with $y \neq 0$ and $x, y \in \mathbb{F}[t]$.
Proof. By Corollary 3.26, we know that there is $\alpha \in \mathbb{F}\left(\left(t^{-1}\right)\right) \backslash \mathbb{F}(t)$ which is quadratic over $\mathbb{F}(t)$ such that

$$
\alpha^{2}-\frac{d}{4}=0
$$

Since $\alpha$ has an infinite periodic continued fraction expansion from Theorem 3.15 we have

$$
x^{2}-d y^{2}=a
$$

for some $x, y \in \mathbb{F}[t]$ with $y \neq 0$ and $a \in \mathbb{F}^{*}$ from Proposition 3.23. If $a$ is a square, then we have a nontrivial solution. Otherwise, notice that

$$
\left(x^{2}-d y^{2}\right)^{2}=\left(x^{2}+d y^{2}\right)^{2}-d(2 x y)^{2}=a^{2} .
$$

Since $x^{2}-d y^{2}=a, y \neq 0$, and $d$ is a nonconstant polynomial, $x$ must be nonzero. This implies that there is a nontrivial solution to the equation. As a result, in both cases of $a$ is a square or not, we now know that there is always a nontrivial solution to the Pell equation.

Remark 3.28. For the classical Pell's equation over integers, the existence of a nontrivial solution can be proven analogously.

## Chapter 4

## The Solvability of the Negative Pell's

## Equation

As in the previous chapter, let $\mathbb{F}$ and $d$ be a finite field with characteristic different from 2 and a monic squarefree even degree polynomial in $\mathbb{F}[t]$ throughout this chapter, respectively. In the previous chapter, we observed that over a function field $\mathbb{F}(t)$ the Pell's equation

$$
\begin{equation*}
X^{2}-d Y^{2}=c^{2} \tag{4.1}
\end{equation*}
$$

has a nontrivial solution $(x, y)$, a solution with $y \neq 0$, given $c \in \mathbb{F}^{*}$. This poses a question which we will examine in the second half of this thesis. The question we investigate is the existence of a solution of

$$
\begin{equation*}
X^{2}-d Y^{2}=a \tag{4.2}
\end{equation*}
$$

where $a \in \mathbb{F}^{*} \backslash\left(\mathbb{F}^{*}\right)^{2}$ and $\left(\mathbb{F}^{*}\right)^{2}:=\left\{c^{2}: c \in \mathbb{F}^{*}\right\}$. We refer to this Equation 4.2 as the "negative" Pell's equation.

Question. Given a monic squarefree even degree polynomial $d \in \mathbb{F}[t]$, does a solution for the negative Pell's equation exist?

It is known that the negative Pell's equation does not have a solution in general. For example, consider the following.

Example 4.1. Let $\mathbb{F}=\mathbb{F}_{3}$. Then $d=t^{2}-1$ gives a nontrivial solution $(X, Y)=( \pm t, \pm 1)$ for the Pell's equation (4.1) but no solutions for the negative Pell's equation 4.2. The reason will be provided later in

## Proposition 4.4.

In the classical case, consider this equation over integers. Peter Stevenhagen proposed the following conjecture on the negative Pell's equation in 1993 24].

Conjecture 4.2 (Stevenhagen conjecture). The number of squarefree integers up to $N$ for which the negative Pell equation is solvable is asymptotically equal to $\frac{c N}{\sqrt{\log (N)}}$ where

$$
c=\frac{3}{2 \pi}\left(1-\prod_{\substack{j \geq 1 \\ j \text { odd }}}\left(1-2^{-j}\right)\right) \prod_{\substack{p \text { prime } \\ p \equiv 1 \text { mod } 4}}\left(1-p^{-2}\right)^{\frac{1}{2}} \approx 0.2697
$$

Furthermore,

$$
\lim _{N \rightarrow \infty} \frac{\left|\mathcal{D}_{\leq N}^{-}\right|}{\left|\mathcal{D}_{\leq N}\right|}=1-\prod_{\substack{j \geq 1 \\ j: \text { odd }}}\left(1-2^{-j}\right) \approx 0.58058
$$

where $\mathcal{D}_{\leq N}$ and $\mathcal{D}_{\leq N}^{-}$are the set of discriminants up to $N$ of real quadratic fields that are not divisible by any prime congruent to 3 mod 4 and the subset of $\mathcal{D}_{\leq N}$ whose elements are discriminants for which the norm of the fundamental units is -1 , respectively.

Over the integers, Stevenhagen reports that the denominator of the limit

$$
\lim _{N \rightarrow \infty} \frac{\left|\mathcal{D}_{\leq N}^{-}\right|}{\left|\mathcal{D}_{\leq N}\right|}
$$

has the asymptotic formula given by Rieger [20] as

$$
\left|\mathcal{D}_{\leq N}\right| \sim \frac{c N}{\sqrt{\log (N)}}
$$

where

$$
c=\frac{9}{8 \pi} \prod_{\substack{p \text { prime } \\(\bmod 4)}}\left(1-p^{-2}\right)^{\frac{1}{2}},
$$

while Nagell was the first mathematician to conjecture the limit converges within $(0,1)$ [17. Moreover, Blomer determined that the numerator of the limit satisfies $\left|\mathcal{D}_{\leq(N)}^{-}\right| \gg \frac{N}{(\log (N))^{0.62}}$ as $N \rightarrow \infty$ in 3 ; on the other hand, however, one of Dirichlet's results imply that $\left|\mathcal{D}_{\leq N} \backslash \mathcal{D}_{\leq N}^{-}\right| \gg \frac{N \log (\log (N))}{\log (N)}$ as $X \rightarrow \infty$ in 24. In 2022, the Stevenhagen conjecture was proven by Koymans and Pagano [14].

The first goal of this chapter is to explore some conditions for the negative Pell's equation to be solvable or not with some examples. To present those conditions and examples, we consider the unit group of $\mathbb{F}[t][\sqrt{d}]$
and continued fraction of $\sqrt{d}$. As a result, this section allows us to construct the function field analogue of $\mathcal{D}_{\leq X}$. However, the conditions we explore here are not sufficient to fully answer the problem of solvability. To see this, we introduce two infinite classes of $d$, one admits a solution and the other does not.

The second goal of this chapter is to provide the asymptotic expression of the function field analogue of $\left|\mathcal{D}_{\leq X}\right|$. In the end of this chapter, we formulate a problem of the solvability of the negative Pell's equation. More precisely, we aim to propose the function field analogue of the question whether

$$
\lim _{X \rightarrow \infty} \frac{\left|\mathcal{D}_{\leq X}^{-}\right|}{\left|\mathcal{D}_{\leq X}\right|}
$$

exists as in the Stevenhagen's paper [24]. We refer this question as the Stevenhagen's limit problem.

### 4.1 Solutions of the negative Pell's equation

In the previous chapter, we have observed that for a monic polynomial $d$ in $\mathbb{F}[t]$ with even degree, the Pell's equation 4.1 has a nontrivial solution. However, it is not true that the negative Pell's equation 4.2 has a solution for the same $d$.

Example 4.3. Over the finite field $\mathbb{F}=\mathbb{F}_{3}$, let $d=t^{2}+t=t(t+1)$, then there is a nontrivial solution $(2 t+1,1)$ to the Pell's equation. On the other hand, $X^{2}-d Y^{2}=-1$ does not have a solution to the negative Pell's equation. Indeed, if there is a solution $x, y \in \mathbb{F}[t]$, then we have $x^{2}=d y^{2}-1$. However, this is not possible since $x^{2}$ must have the square constant term while it is not. In general, it is known that if $d$ has an odd degree irreducible factor, there is no solution to $X^{2}-d Y^{2}=-1$. The proof of this result will be given in Proposition 4.4

To see whether a negative Pell's equation has a solution, we may rule out several classes of polynomials $d$. One class of polynomials making the equation not solvable is the class of odd degree polynomials by the same reason that there is no nontrivial solution to the Pell's equation. This implies that for the negative Pell's equation to be solvable, $d$ must have an even positive degree. However, even if this even degree criteria is met, there is at least one class of polynomials that makes the negative Pell's equation not solvable.

### 4.1.1 Conditions for the existence of solutions to the negative Pell's equation

A class of monic even degree polynomials that does not allow a solution for the negative Pell's equation is the class of polynomials with an odd degree irreducible factor.

Proposition 4.4. Let $d \in \mathbb{F}[t]$ have an odd degree irreducible factor. Then there is no solution $(X, Y)$ in $\mathbb{F}[t]$ for

$$
X^{2}-d Y^{2}=a
$$

where $a \in \mathbb{F}^{*} \backslash\left(\mathbb{F}^{*}\right)^{2}$.

Proof. For the sake of contradiction, suppose there is a solution $\left(x_{0}, y_{0}\right)$ to

$$
X^{2}-d Y^{2}=a
$$

where $a \in \mathbb{F}$ is not square. Notice first that $y_{0}$ must be non zero and

$$
2 \operatorname{deg}\left(x_{0}\right)=\operatorname{deg}(d)+2 \operatorname{deg}\left(y_{0}\right) \geq 2
$$

forcing $\operatorname{deg}\left(x_{0}\right) \geq 1$. Let $d_{0}$ be an odd degree irreducible factor of $d$. Then we have

$$
x_{0}^{2} \equiv a\left(\bmod d_{0}\right)
$$

This implies that, by the quadratic residue symbol, we have

$$
\left(\frac{x_{0}^{2}}{d_{0}}\right)_{2}=\left(\frac{a}{d_{0}}\right)_{2}=1
$$

But then, because

$$
\left(\frac{x_{0}}{d_{0}}\right)_{2}=x_{0}^{\frac{\left|d_{0}\right|-1}{2}}
$$

by Proposition 2.50, we have

$$
\left(\frac{x_{0}^{2}}{d_{0}}\right)_{2}=\left(\frac{x_{0}}{d_{0}}\right)_{2}^{2}=x_{0}^{\left|d_{0}\right|-1}=1
$$

So, we have $x_{0}^{\left|d_{0}\right|}=x_{0}$ implying $x_{0}$ is necessarily in $\mathbb{F}^{*}$ since $\left|d_{0}\right|>1$. Hence, we have a contradiction.

Proposition 4.4 reduces the solvability of the negative Pell's equation to the problem of a class of monic even degree polynomials with no odd degree irreducible factors. However, as we will see later in Example 4.10 this condition alone does not guarantee the solvability of the negative Pell's equation.

In general, whether the negative Pell's equation has a solution can be identified by looking at the unit group in $\mathbb{F}[t][\sqrt{d}]$. For the remainder of this chapter, let $\mathcal{U}$ and $\mathcal{U}^{+}$be the set of all units in the integral closure $\mathbb{F}[t][\sqrt{d}]$ of $\mathbb{F}[t]$ in $\mathbb{F}(t)(\sqrt{d})$ and the subset of $\mathcal{U}$ with square norm, respectively.

Proposition 4.5. Let $\mathcal{U}=\langle a+b \sqrt{d}\rangle \times \mathbb{F}^{*}$.

1. There is a generator $a+b \sqrt{d}$ of $\mathcal{U}$ such that both $a$ and $b$ are monic.
2. There is an element $x+y \sqrt{d} \in \mathcal{U}$ where the degree of $x \in \mathbb{F}[t]$ is the smallest among the elements in $\mathcal{U}$. In addition, for this element, the degree of $y \in \mathbb{F}[t]$ is the smallest among the elements in $\mathcal{U}$.

Proof. 1. To begin with, recall that by Proposition 2.60, the unit group $\mathcal{U}$ is given by $\mathcal{U}=\langle a+b \sqrt{d}\rangle \times \mathbb{F}^{*}$ for some $a, b \in \mathbb{F}[t]$ with $b \neq 0$. Since $b \neq 0$ and $d$ is monic, if $a$ has leading coefficient $c$, then $b$ must have the leading coefficient $\pm c$ since $a^{2}-d b^{2} \in \mathbb{F}^{*}$. If $b$ has leading coefficient $-c$, then

$$
a+b \sqrt{d}=\left(a^{2}-d b^{2}\right)(a-b \sqrt{d})^{-1}
$$

implies that

$$
\mathcal{U}=\langle a-b \sqrt{d}\rangle \times \mathbb{F}^{*}=\langle a+b \sqrt{d}\rangle \times \mathbb{F}^{*}
$$

As a result, we may pick a generator $a+b \sqrt{d}$ of $\mathcal{U}$ to have both $a$ and $b$ to have the same leading coefficient. By factoring out the coefficients of $a$ and $b$, we may pick a generator $a+b \sqrt{d}$ where both $a$ and $b$ are monic.
2. Since $x \in \mathbb{F}[t]$ is a polynomial and the degree of polynomials is a non negative integer or $-\infty$ for $x=0$, we may order an element in $\mathcal{U}$ based on the degree of $x$ as in $x+y \sqrt{d}$. Moreover, because $x^{2}-d y^{2} \in \mathbb{F}^{*}$ for $x+y \sqrt{d} \in \mathcal{U}$, we know that

$$
2 \operatorname{deg}(x)=\operatorname{deg}(d)+2 \operatorname{deg}(y)
$$

must hold. Given the polynomial $d$, this implies that once we have $x$ with the smallest degree, $y$ must also have the smallest degree. Note that by a similar argument, we may order $x+y \sqrt{d}$ based on the degree of $y$ and the smallest degree of $y$ forces the polynomial $x$ to have the smallest degree.

As an immediate consequence of this proposition above, we have the following definition.

Definition 4.6 (Minimal units). An element $x+y \sqrt{d} \in \mathcal{U}$ is a minimal element if $\operatorname{deg}(x)$ and $\operatorname{deg}(y)$ are the smallest among elements in $\mathcal{U}$. Similarly, we have the notion of a minimal element in $\mathcal{U}^{+}$.

The following proposition shows conditions on $\mathcal{U}$ and $\mathcal{U}^{+}$when the negative Pell's equation is solvable.

Proposition 4.7. Let $x+y \sqrt{d} \in \mathcal{U}=\langle a+b \sqrt{d}\rangle \times \mathbb{F}^{*}$ with $y \neq 0$ a minimal element of $\mathcal{U}$ and $a, b \in \mathbb{F}[t]$ monic.

1. $\mathcal{U}=\langle x+y \sqrt{d}\rangle \times \mathbb{F}^{*}$.
2. $\left[\mathcal{U}: \mathcal{U}^{+}\right] \leq 2$.
3. The followings are equivalent
(a) $x+y \sqrt{d} \in \mathcal{U}^{+}$.
(b) $\mathcal{U}=\mathcal{U}^{+}$.
(c) The negative Pell's equation $x^{2}-d y^{2} \in \mathbb{F}^{*} \backslash\left(\mathbb{F}^{*}\right)^{2}$ has no solution.

Proof. 1. Consider a sequence $\left\{a_{n}\right\}$ and $\left\{b_{n}\right\}$ of $\mathbb{F}[t]$ defined by

$$
a_{n}+b_{n} \sqrt{d}=(a+b \sqrt{d})^{n}
$$

where $a$ and $b$ are monic and $n$ is a positive integer. Notice that, by induction, $a_{n}$ and $b_{n}$ have the same leading coefficient for each $n$ and $\left\{\operatorname{deg}\left(a_{n}\right)\right\}$ and $\left\{\operatorname{deg}\left(b_{n}\right)\right\}$ are strictly increasing sequences of integers. Indeed, sicne $a$ and $b$ are monic,

$$
(a+b \sqrt{d})^{2}=\left(a^{2}+d b^{2}\right)+2 a b \sqrt{d}
$$

so that the leading coefficients of $a_{2}$ and $b_{2}$ are the same, and we have $\operatorname{deg}\left(a_{2}\right)>\operatorname{deg}\left(a_{1}\right)$ and $\operatorname{deg}\left(b_{2}\right)>$ $\operatorname{deg}\left(b_{1}\right)$. For the inductive step, $\operatorname{suppose}$ that $\operatorname{deg}\left(a_{k+1}\right)>\operatorname{deg}\left(a_{k}\right)$ and $\operatorname{deg}\left(b_{k+1}\right)>\operatorname{deg}\left(b_{k}\right)$, and $a_{k+1}$ and $b_{k+1}$ have the same leading coefficient for some positive integer $k$. Then we have

$$
\begin{aligned}
a_{k+2}+b_{k+2} \sqrt{d} & =(a+b \sqrt{d})^{k+2} \\
& =\left(a_{k+1}+b_{k+1}\right)(a+b \sqrt{d}) \\
& =\left(a_{k+1} a+b_{k+1} b d\right)+\left(a_{k+1} b+b_{k+1} a\right) \sqrt{d}
\end{aligned}
$$

This shows that $a_{k+2}$ and $b_{k+2}$ have the same leading coefficient and $\operatorname{deg}\left(a_{k+2}\right)>\operatorname{deg}\left(a_{k+1}\right)$ and $\operatorname{deg}\left(b_{k+2}\right)>\operatorname{deg}\left(b_{k+1}\right)$. By a similar argument, we know that $a_{n}^{\prime}+b_{n}^{\prime} \sqrt{d}=(a+b \sqrt{d})^{-n}=\left(a^{2}-\right.$ $\left.d b^{2}\right)^{-1}(a-b \sqrt{d})$ gives strictly increasing sequences $\left\{\operatorname{deg}\left(a_{n}^{\prime}\right)\right\}$ and $\left\{\operatorname{deg}\left(b_{n}^{\prime}\right)\right\}$.

Now, consider a minimal element $x+y \sqrt{d} \in \mathcal{U}$. Then there are $n \in \mathbb{Z}$ and $c \in \mathbb{F}^{*}$ such that

$$
x+y \sqrt{d}=c(a+b \sqrt{d})^{n}
$$

This implies that $\langle x+y \sqrt{d}\rangle \times \mathbb{F}^{*} \subseteq \mathcal{U}$. Moreover, this forces $n=1$ or -1 by the minimality of $x+y \sqrt{d}$.

As a result, we have

$$
x+y \sqrt{d}=c(a+b \sqrt{d}) \text { or } x+y \sqrt{d}=c(a+b \sqrt{d})^{-1} .
$$

In either case, this implies that $\mathcal{U} \subseteq\langle x+y \sqrt{d}\rangle \times \mathbb{F}^{*}$ as desired.
2. Notice first that $\mathcal{U}^{+} \subseteq \mathcal{U}$ by the definition. Notice that we have $\left\langle(a+b \sqrt{d})^{2}\right\rangle \times \mathbb{F}^{*} \subseteq \mathcal{U}^{+}$regardless of $\left[\mathcal{U}: \mathcal{U}^{+}\right]$since the norm $N$ is multiplicative. If $a+b \sqrt{d}$ has a square norm, we have $\left[\mathcal{U}: \mathcal{U}^{+}\right]=1$. Now, suppose $a+b \sqrt{d}$ does not have a square norm. Note that for all $x+y \sqrt{d} \in \mathcal{U}^{+}$, there are $c \in \mathbb{F}^{*}$ and $k \in \mathbb{Z}$ such that

$$
x+y \sqrt{d}=c(a+b \sqrt{d})^{k} .
$$

Pick $x+y \sqrt{d}$ to be a minimal element in $\mathcal{U}^{+}$. This implies that

$$
N(x+y \sqrt{d})=N\left(c(a+b \sqrt{d})^{k}\right)=c^{2} N(a+b \sqrt{d})^{k}
$$

is a square. This shows that $k$ must be an even number and the minimality of $x+y \sqrt{d}$ forces $k= \pm 2$. This implies

$$
\mathcal{U}^{+}=\left\langle(a+b \sqrt{d})^{2}\right\rangle \times \mathbb{F}^{*}
$$

forcing

$$
\left[\mathcal{U}: \mathcal{U}^{+}\right]=2 .
$$

3. $3 \mathrm{a} \Longrightarrow 3 \mathrm{~b}$ is given because the generator $x+y \sqrt{d}$ has a square norm and this forces all elements in $\mathcal{U}$ to have square norm.
$3 \mathrm{~b} \Longrightarrow 3 \mathrm{~d}$ is given since every element in the unit group has a square norm.
$3 \mathrm{c} \Longrightarrow 3 \mathrm{a}$ is given as a result of $N(x+y \sqrt{d}) \in\left(\mathbb{F}^{*}\right)^{2}$ obtained from the assumption.

Remark 4.8. By a similar argument to the proof in Proposition 4.7, we know that if $x_{0}+y_{0} \sqrt{d} \in \mathcal{U}^{+}$is a minimal element of $\mathcal{U}^{+}$with $y_{0} \neq 0$,

$$
\mathcal{U}^{+}=\left\langle x_{0}+y_{0} \sqrt{d}\right\rangle \times \mathbb{F}^{*} .
$$

Remark 4.9. If $\left[\mathcal{U}: \mathcal{U}^{+}\right]=2$ and $\mathcal{U}=\langle a+b \sqrt{d}\rangle \times \mathbb{F}^{*}$, then $\mathcal{U}^{+}=\left\langle(a+b \sqrt{d})^{2}\right\rangle \times \mathbb{F}^{*}$
The following example illustrates the conditions above.
Example 4.10. Let $\mathbb{F}=\mathbb{F}_{7}$. Consider the unit group $\mathcal{U}$ of $\mathbb{F}[t][\sqrt{d}]$ where $d=t^{2}+t+4$. Notice that this
polynomial is irreducible and squarefree. Notice that the Pell's equation

$$
X^{2}-\left(t^{2}+t+4\right) Y^{2}=1
$$

has a nontrivial solution $(X, Y)=\left(t^{2}+t+3, t+4\right)$. Notice further that this nontrivial solution is minimal in $\mathcal{U}^{+} \backslash \mathbb{F}^{*}$. This is because if there is another nontrivial solution $(X, Y)=(\alpha t+\beta, \gamma)$ for some $\alpha, \beta, \gamma \in \mathbb{F}$ with $\gamma \neq 0$,

$$
(\alpha t+\beta)^{2}-\left(t^{2}+t+4\right) \gamma^{2}=1
$$

must happen and finding such $\alpha, \beta$, and $\gamma$ gives a contradiction; in particular, $\alpha=0$ or $\alpha=2 \beta$ must happen and the former implies $\gamma=0$ and the latter implies $\beta^{2}=-1 \notin\left(\mathbb{F}^{*}\right)^{2}$. As a result, $\mathcal{U}^{+}=\left\langle\left(t^{2}+t+3\right)+(t+\right.$ 4) $\sqrt{d}\rangle \times \mathbb{F}^{*}$ as in Remark 4.8

On the other hand, recall that for

$$
\begin{aligned}
& a_{n}+b_{n} \sqrt{d}=(a+b \sqrt{d})^{n} \\
& a_{n}^{\prime}+b_{n}^{\prime} \sqrt{d}=(a+b \sqrt{d})^{-n}
\end{aligned}
$$

where $n$ is a positive integer and $a, b \in \mathbb{F}[t]$ with $b \neq 0,\left\{\operatorname{deg}\left(b_{n}\right)\right\}$ and $\left\{\operatorname{deg}\left(b_{n}^{\prime}\right)\right\}$ are strictly increasing sequences as in the argument in the proof of Proposition 4.7. This implies that $(2 t+1)+2 \sqrt{d}$ is a minimal element in $\mathcal{U}$ up to the multiplication by an element in $\mathbb{F}^{*}$. Moreover, $(2 t+1)+2 \sqrt{d}$ is not in $\mathcal{U}^{+}$. Therefore, there is no solution to the negative Pell's equation for this polynomial d.

### 4.1.2 Continued fractions and the negative Pell's equation

In the previous section, we have covered some criteria that would provide polynomials $d$ such that the negative Pell's equation does not have a nontrivial solution. In this section, we aim to provide some examples of $d$ that admit a nontrivial solution to the negative Pell's equation. For such purpose, continued fraction expansions could be useful. One example that may be useful is the following proposition in the thesis of Malagoli 15 Lemma 2.1.16.].

Proposition 4.11 (Period length and Pell's equation). Let $\alpha=\sqrt{d} \in \mathbb{F}\left(\left(t^{-1}\right)\right)$ have a pseudoperiodic continued fraction expansion $\left[a_{0}, a_{1}, a_{2}, \ldots\right]$ with period $n$ and pseudoperiod $m$ such that $a_{m}=2$ ca $a_{0}$ for some $c \in \mathbb{F}^{*}$. Then the solutions to the Pell's equation $X^{2}-d Y^{2}$ are given up to multiplicative constants as follows:

1. if $n=m$ and it is even, then $c=1$ and $P_{j m-1}^{2}-d Q_{j m-1}^{2}=1$ for every $j \in \mathbb{N}$
2. if $n=m$ and it is odd, then $c=1$ and $P_{j m-1}^{2}-d Q_{j m-1}^{2}=(-1)^{j}$ for every $j \in \mathbb{N}$
3. if $n=2 m$ and $m$ is odd, then $P_{j m-1}^{2}-d Q_{j m-1}^{2}= \begin{cases}1 & \text { if } j \text { is even } \\ -c^{-1} & \text { if } j \text { is odd }\end{cases}$
where $\frac{P_{n}}{Q_{n}}=\left[a_{0}, a_{1}, \ldots, a_{n}\right]$ is $n$-th convergent of $\alpha$.
Proof. See 15, Lemma 2.1.16.].

Remark 4.12. The preceding proposition implies that the convergents of $\sqrt{d}$ can give the solutions to Pell's equation. Moreover, in certain cases, this proposition above can be used to conclude the negative Pell's equation has a solution. In addition, we may be able to find a solution to the negative Pell's equation from the convergents of $\sqrt{d}$.

Using the preceding proposition, we have the following example.

Example 4.13. Let $\mathbb{F}=\mathbb{F}_{3}$ and $d=t^{2}+t+2 \in \mathbb{F}[t]$. Then we know that $\alpha$ such that $\alpha^{2}-d=0$ has a periodic continued fraction expansion

$$
\sqrt{d}=[t+2, \overline{2 t+1}]
$$

from Example 3.16. Because it has an odd period length, we expect to have a non-trivial solution to the negative Pell's equation from Proposition 4.11. Notice that we have

$$
P_{-2}=0, P_{-1}=1, P_{0}=t+2, P_{1}=2 t^{2}+2 t, Q_{-2}=1, Q_{-1}=0, Q_{0}=1, Q_{1}=2 t+1
$$

Then we have

$$
\begin{aligned}
& P_{0 \cdot 1-1}^{2}-d Q_{0 \cdot 1-1}^{2}=1^{2}-\left(t^{2}+t+2\right) \cdot 0^{2}=1 \\
& P_{1 \cdot 1-1}^{2}-d Q_{1 \cdot 1-1}^{2}=(t+2)^{2}-\left(t^{2}+t+2\right) \cdot 1^{2}=-1 \\
& P_{2 \cdot 1-1}^{2}-d Q_{2 \cdot 1-1}^{2}=(2 t(t+1))^{2}-\left(t^{2}+t+2\right) \cdot(2 t+1)^{2}=1
\end{aligned}
$$

From this, we know that

$$
\begin{gathered}
\mathcal{U}=\langle(t+2)+\sqrt{d}\rangle \times \mathbb{F}^{*} \\
\mathcal{U}^{+}=\langle 2 t(t+1)+(2 t+1) \sqrt{d}\rangle \times \mathbb{F}^{*}=\left\langle((t+2)+\sqrt{d})^{2}\right\rangle \times \mathbb{F}^{*}
\end{gathered}
$$

### 4.2 Asymptotics of certain squarefree polynomials

In this section, we aim to find the asymptotic expression for the number of monic squarefree polynomials without odd degree irreducible factors. Finding such expression corresponds to $\left|\mathcal{D}_{\leq X}\right|$ in the Stevenhagen conjecture 4.2

To do so, we need Corollary 4.15 and Proposition 4.16 which are given below.

Proposition 4.14 (Darboux's theorem). Let $t_{0}$ and $v$ be in $\mathbb{C}$ with $t_{0} \neq 0$ and $v \notin \mathbb{Z}$. For $\left|\arg \left(1-t t_{0}^{-1}\right)\right|<$ $\pi$, let

$$
p(t)=\left(1-\frac{t}{t_{0}}\right)^{-\nu} r(t)
$$

where $r(t)$ is an analytic function in $|t|<\rho$ for some $\rho>\left|t_{0}\right|$ and the power has its principal value. For $\left|t-t_{0}\right|<\rho-\left|t_{0}\right|$, let

$$
r(t)=\sum_{k=0}^{\infty} b_{k}\left(t-t_{0}\right)^{k}
$$

Then the sequence of coefficients $\left\{p_{n}\right\}$ of $p(t)$ has the following asymptotic expression as $n \rightarrow \infty$ :

$$
p_{n} \sim t_{0}^{-n} \sum_{k=0}^{\infty}(-1)^{k} b_{k} t_{0}^{k} \frac{(\nu-k)_{n}}{n!}
$$

where $(z)_{m}=z(z+1) \cdots(z+m-1)$.

Proof. See 10 Chapter 11.

Hunter and Guerrieri obtained a simpler formula for the asymptotic of the sequence $\left\{p_{n}\right\}$ :

Corollary 4.15. Let $p(t), r(t),\left\{p_{n}\right\}$, and $t_{0}$ are given as in Proposition 4.14. Then we have

$$
p_{n} \sim \frac{b_{0} n^{\nu-1}}{t_{0}^{n} \Gamma(\nu)}
$$

Proof. See 11.

Proposition 4.16. Let $c_{K, n}$ be the number of degree $n$ monic irreducible polynomials in $K[t]$ where $K$ is a finite field with $q_{0}>2$ elements. Then

$$
c_{K, n}=\frac{1}{n} \sum_{d \mid n} \mu(d) q_{0}^{\frac{n}{d}}=\frac{q_{0}^{n}}{n}+O\left(\frac{q_{0}^{\frac{n}{2}}}{n}\right)
$$

where $\mu$ is the Möbius function. Moreover, the series

$$
\mathcal{Z}_{K}(t)=\sum_{g} t^{\operatorname{deg}(g)}
$$

where the sum is taken over monic even degree polynomials, converges absolutely for $|t|<\frac{1}{q_{0}}$ and is equal to an infinite product

$$
\prod_{p}\left(1+t^{\operatorname{deg}(p)}+t^{\operatorname{deg}\left(p^{2}\right)}+\ldots\right)=\prod_{k=1}^{\infty}\left(1+t^{k}+t^{2 k}+\ldots\right)^{c_{K}, k}
$$

Proof. See [21] Chapter 2 for the proof. For convenience for the readers, the proof for the second claim is included. Let $g=p_{1, g}^{e_{1, g}} p_{2}^{e_{2, g}} \ldots p_{r, g}^{e_{r, g}}$ be the factorization of a monic polynomial $g$ in irreducibles into $K[t]$. Then

$$
\begin{aligned}
\mathcal{Z}_{K}(t) & =\sum_{g} t^{\operatorname{deg} g} \\
& =\sum_{g} t^{\operatorname{deg}\left(p_{1, g}^{e_{1, g}} p_{2}^{e_{2, g}} \ldots p_{r, g}^{e_{r, g}}\right)} \\
& =\sum_{g} t^{\operatorname{deg}\left(p_{1, g}^{e_{1, g}}\right) t^{\operatorname{deg}\left(p_{2, g}^{e_{2, g}}\right)} \ldots t^{\operatorname{deg}\left(p_{r, g}^{e_{r, g}}\right)}} \\
& =\prod_{p}\left(1+t^{\operatorname{deg}(p)}+t^{\operatorname{deg}\left(p^{2}\right)}+\ldots\right) \\
& =\prod_{k=1}^{\infty}\left(1+t^{k}+t^{2 k}+\ldots\right)^{c_{K, k}}
\end{aligned}
$$

where $g$ in the sum is taken over monic polynomials in $K[t]$ and $p$ in the product is taken over monic irreducible polynomials in $K[t]$. To see the absolute convergence, we want

$$
\sum_{k=1}^{\infty} c_{K, k}\left(t^{k}+t^{2 k}+\ldots\right)
$$

to be absolutely convergent because of Proposition 2.65 . Notice that if $|t|<\frac{1}{q_{0}}$, then

$$
\begin{aligned}
\sum_{k=1}^{\infty}\left|c_{K, k}\left(t^{k}+t^{2 k}+\ldots\right)\right| & \leq \sum_{k=1}^{\infty}\left|c_{K, k}\right|\left(|t|^{k}+|t|^{2 k}+\ldots\right) \\
& =\sum_{k=1}^{\infty}\left|c_{K, k}\right| \frac{|t|^{k}}{1-|t|^{k}} \\
& \leq 2 \sum_{k=1}^{\infty}\left|c_{K, k}\right||t|^{k}
\end{aligned}
$$

since $\frac{1}{1-|t|^{k}}$ is strictly decreasing for positive real number $k$ and $\frac{1}{1-|t|^{k}} \leq 2$. By the definition, we know that there are positive $M$ and $N \in \mathbb{Z}$ such that for $k \geq N$

$$
\left|c_{K, k}\right| \leq \frac{q_{0}^{k}}{k}+\frac{M q_{0}^{\frac{k}{2}}}{k} \leq \frac{(M+1) q_{0}^{k}}{k}
$$

As a result,

$$
\begin{aligned}
\sum_{k=1}^{\infty}\left|c_{K, k}\right||t|^{k} & \leq \sum_{k=1}^{N}\left|c_{K, k} \| t\right|^{k}+\sum_{k=N+1}^{\infty}\left|\frac{(M+1) q_{0}^{k}}{k}\right||t|^{k} \\
& \leq \sum_{k=1}^{N}\left|c_{K, k} \| t\right|^{k}+\sum_{k=N+1}^{\infty}(M+1) q_{0}^{k}|t|^{k}
\end{aligned}
$$

Since $\sum_{k=N+1}^{\infty}(M+1) q_{0}^{k}|t|^{k} \leq \sum_{k=0}^{\infty}(M+1) q_{0}^{k}|t|^{k}=\frac{M+1}{1-q_{0}|t|}$ by $|t|<\frac{1}{q_{0}}$, the series $\sum_{k=1}^{\infty} c_{K, k}\left(t^{k}+t^{2 k}+\ldots\right)$ is absolutely convergent. From this, $\mathcal{Z}_{K}(t)$ converges absolutely.

The next lemma provides the convergence of the infinite product appearing in the asymptotics which we will see in Theorem 4.19.

Lemma 4.17. The series

$$
\sum_{k=0}^{\infty}-\frac{c_{\mathbb{F}, 2 k+1}}{2}\left(t^{2 k+1}+t^{2(2 k+1)}+\ldots\right)
$$

converges absolutely for $|t|<\frac{1}{q}$, and therefore, the infinite product

$$
\prod_{k=0}^{\infty}\left(1+t^{2 k+1}+t^{2(2 k+1)}+\ldots\right)^{-\frac{c_{\mathbb{F}, 2 k+1}}{2}}
$$

converges absolutely where $\mathbb{F}$ is a finite field of $q$ elements.
Proof. The proof is analogous to Proposition 4.16
Finally, we have the following results.
Theorem 4.18. Let $s_{n}$ denote the number of monic polynomials of degree $n$ without odd degree irreducible factors over the finite field $\mathbb{F}$ with $q$ elements. Then

$$
s_{2 n} \sim \frac{c q^{4 n}}{\sqrt{2 n}}
$$

where

$$
c=\left(\Gamma\left(\frac{1}{2}\right)\right)^{-1} \prod_{k=0}^{\infty}\left(\frac{1}{1-q^{-2(2 k+1)}}\right)^{-\frac{c_{\mathbb{F}, 2 k+1}}{2}}
$$

Proof. For the finite field $\mathbb{F}$, define a function $f$ from the set of monic polynomials in $\mathbb{F}[t]$ to $\mathbb{C}$ by

$$
f(g)= \begin{cases}1 & \text { if } g \text { has no odd degree irreducible factors } \\ 0 & \text { otherwise }\end{cases}
$$

Now, let a series $\mathcal{F}(t)$ be given by

$$
\mathcal{F}(t)=\sum_{g} f(g) t^{\frac{\operatorname{deg}(g)}{2}}
$$

where the sum is taken over even degree monic polynomials in $\mathbb{F}[t]$. Then notice that

$$
\mathcal{F}(t)=\sum_{g} f(g) t^{\frac{\operatorname{deg}(g)}{2}}=\sum_{k=0}^{\infty} s_{2 k} t^{k}
$$

by the definition of $\mathcal{F}(t)$. Moreover, by a similar argument as in the proof of Proposition 4.16. we have

$$
\begin{aligned}
\mathcal{F}(t) & =\sum_{g} f(g) t^{\frac{\operatorname{deg}(g)}{2}} \\
& =\prod_{p}\left(1+t^{\frac{\operatorname{deg}(p)}{2}}+t^{\frac{\operatorname{deg}\left(p^{2}\right)}{2}}+\ldots\right) \\
& =\prod_{k=1}^{\infty}\left(1+t^{k}+t^{2 k}+\ldots\right)^{c_{\mathbb{F}}, 2 k}
\end{aligned}
$$

which is nonzero and converges absolutely for $|t|<\frac{1}{q^{2}}$ by applying the analogous method as in Proposition 4.16 where the $p$ appearing in the infinite product above is taken over the set of monic even degree irreducible polynomials in $\mathbb{F}[t]$. Let $K$ be the finite field with $q^{2}$ elements and consider

$$
Z_{K}(t)=\sum_{g} t^{\operatorname{deg} g}=\prod_{k=1}^{\infty}\left(1+t^{k}+t^{2 k}+\ldots\right)^{c_{K, k}}
$$

as in Proposition 4.16 . Note that if $|t|<\frac{1}{q^{2}}$, then we have

$$
\mathcal{Z}_{K}(t)=\sum_{k=0}^{\infty} q^{2 k} t^{k}=\frac{1}{1-q^{2} t}
$$

In order to get the asymptotic expression of $s_{2 k}$, we aim to compare and express $\mathcal{F}(t)$ using $\mathcal{Z}_{K}(t)$. To do
this, define

$$
\begin{aligned}
c_{\mathbb{F}, n}^{\prime} & =c_{\mathbb{F}, n}-\frac{q^{n}}{n} \\
c_{K, n}^{\prime} & =c_{K, n}-\frac{q^{2 n}}{n}
\end{aligned}
$$

Using them, we may express $\mathcal{F}(t)$ and $\mathcal{Z}_{K}(t)$ as

$$
\begin{aligned}
\mathcal{F}(t) & =\prod_{k=1}^{\infty}\left(1+t^{k}+t^{2 k}+\ldots\right)^{\frac{q^{2 k}}{2 k}} \prod_{k=1}^{\infty}\left(1+t^{k}+t^{2 k}+\ldots\right)^{c_{\mathbb{P}, 2 k}^{\prime}} \\
\mathcal{Z}_{K}(t) & =\prod_{k=1}^{\infty}\left(1+t^{k}+t^{2 k}+\ldots\right)^{\frac{q^{2 k}}{k}} \prod_{k=1}^{\infty}\left(1+t^{k}+t^{2 k}+\ldots\right)^{c_{K, k}^{\prime}}
\end{aligned}
$$

because of the absolute convergence. As a result, for $|t|<\frac{1}{q^{2}}$, we have

$$
\begin{aligned}
\mathcal{F}(t) & =\sqrt{\mathcal{Z}_{K}(t) \cdot \frac{1}{\prod_{k=1}^{\infty}\left(1+t^{k}+t^{2 k}+\ldots\right)^{c_{K, k}^{\prime}}}} \prod_{k=1}^{\infty}\left(1+t^{k}+t^{2 k}+\ldots\right)^{c_{\mathbb{F}, 2 k}^{\prime}} \\
& =\sqrt{\mathcal{Z}_{K}(t)} \prod_{k=1}^{\infty}\left(1+t^{k}+t^{2 k}+\ldots\right)^{c_{\mathrm{F}, 2 k}^{\prime}-\frac{c_{K, k}^{\prime}}{2}} \\
& =\left(1-q^{2} t\right)^{-\frac{1}{2}} \prod_{k=1}^{\infty}\left(1+t^{k}+t^{2 k}+\ldots\right)^{c_{\mathrm{F}, 2 k}^{\prime}-\frac{c_{K, k}^{\prime}}{2}}
\end{aligned}
$$

Because of the definition of $c_{\mathbb{F}, 2 k}^{\prime}$ and $c_{K, k}^{\prime}$, together with Proposition 4.16,

$$
\begin{aligned}
c_{\mathbb{F}, 2 k}^{\prime}-\frac{c_{K, k}^{\prime}}{2} & =c_{\mathbb{F}, 2 k}-\frac{c_{K, k}}{2} \\
& =\frac{1}{2 k} \sum_{d \mid 2 k} \mu(d) q^{\frac{2 k}{d}}-\frac{1}{2 k} \sum_{d \mid k} \mu(d) q^{\frac{2 k}{d}} \\
& =\frac{1}{2 k} \sum_{\substack{d \mid 2 k \\
d \nmid k}} \mu(d) q^{\frac{2 k}{d}}
\end{aligned}
$$

Now, note that if $d$ is a divisor of $2 k$ and $k$ is given by $k=2^{e_{0}} p_{1}^{e_{1}} p_{2}^{e_{2}} \ldots p_{r}^{e_{r}}$ where each $p_{i}$ is an odd prime number and each $e_{i}$ is a nonnegative integer, $d$ has the form

$$
d=2^{l_{0}} p_{1}^{l_{1}} p_{2}^{l_{2}} \ldots p_{r}^{l_{r}}
$$

where each $l_{i}$ is a nonnegative integer and $l_{i} \leq e_{i}$. If this $d$ does not divide $k$, this forces $l_{0}=e_{0}+1$ and
$l_{i} \leq e_{i}$ for each positive $i$. This implies that

$$
c_{\mathbb{F}, 2 k}^{\prime}-\frac{c_{K, k}^{\prime}}{2}=\frac{1}{2 k} \sum_{\substack{d \mid k \\ d \text { odd }}} \mu\left(2^{e_{0}+1} d\right) q^{\frac{2 k}{2^{e_{0}+1} d}}
$$

If $k$ is an even number, then $\mu\left(2^{e_{0}+1} d\right)=0$ for $d$ in the sum above since $2^{e_{0}+1} d$ is not squarefree and by Definition 2.67 of the Möbius function. As a result, we have

$$
\begin{aligned}
c_{\mathbb{F}, 2 k}^{\prime}-\frac{c_{K, k}^{\prime}}{2} & =\left\{\begin{array}{l}
0 \text { if } k \text { is even } \\
-\frac{1}{2 k} \sum_{d \mid k} \mu(d) q^{\frac{k}{d}}=-\frac{c_{\mathbb{F}}, k}{2} \text { if } k \text { is odd }
\end{array}\right. \\
\mathcal{F}(t) & =\left(1-q^{2} t\right)^{-\frac{1}{2}} \prod_{k=0}^{\infty}\left(1+t^{2 k+1}+t^{2(2 k+1)}+\ldots\right)^{-\frac{c_{\mathbb{F}}, 2 k+1}{2}}
\end{aligned}
$$

The infinite product appearing in the above expression is analytic for $|t|<\frac{1}{q}$ because of a similar argument in Proposition 4.16 and by Lemma 4.17. As a result, we may express this infinite product as

$$
s(t)=\sum_{k=0}^{\infty} b_{k}\left(t-\left(\frac{1}{q^{2}}\right)\right)^{k}
$$

using some sequence $\left\{b_{k}\right\}$. This sequence $\left\{b_{k}\right\}$ is given by taking the Taylor series representation of the infinite product. In particular, $b_{0}$ is

$$
b_{0}=\prod_{k=0}^{\infty}\left(1+q^{-2(2 k+1)}+q^{-4(2 k+1)}+\ldots\right)^{-\frac{c_{\mathbb{F}, 2 k+1}}{2}}=\prod_{k=0}^{\infty}\left(\frac{1}{1-q^{-2(2 k+1)}}\right)^{-\frac{c_{\mathbb{F}}, 2 k+1}{2}}
$$

By Corollary 4.15, we have

$$
s_{2 k} \sim \frac{c(2 k)^{-\frac{1}{2}}}{\left(\frac{1}{q^{2}}\right)^{2 k}}=\frac{c q^{4 k}}{\sqrt{2 k}}
$$

where

$$
c=\left(\Gamma\left(\frac{1}{2}\right)\right)^{-1} \prod_{k=0}^{\infty}\left(\frac{1}{1-q^{-2(2 k+1)}}\right)^{-\frac{c_{\mathbb{F}, 2 k+1}}{2}}
$$

Using this theorem, we have the asymptotic expression of the number of monic even degree squarefree polynomials with no odd degree irreducible factors.

Theorem 4.19. Let $s_{n}^{*}$ denote the number of monic squarefree polynomials of degree $n$ with no odd degree
irreducible factor over the finite field $\mathbb{F}$ of $q$ elements. Then

$$
s_{2 n}^{*} \sim \frac{c^{*} q^{4 n}}{\sqrt{2 n}}
$$

where $c^{*}$ is

$$
c^{*}=\left(\Gamma\left(\frac{1}{2}\right)\right)^{-1} \prod_{k=0}^{\infty}\left(\frac{1}{1-q^{-2(2 k+1)}}\right)^{-\frac{c_{\mathbb{F}, 2 k+1}}{2}} \prod_{k=1}^{\infty}\left(\frac{1}{1-q^{-4 k}}\right)^{-c_{\mathrm{F}, 2 k}}
$$

Proof. Let $\mathcal{F}^{*}(t)$ denote the infinite product given by

$$
\mathcal{F}^{*}(t)=\prod_{k=1}^{\infty}\left(1+t^{k}\right)^{c_{\mathbb{P}, 2 k}}
$$

which converges absolutely for $|t|<\frac{1}{q^{2}}$ by a similar argument to Proposition 2.65. Notice that, by a similar argument to Proposition 4.16 and Theorem 4.18, $\mathcal{F}^{*}(t)$ can be expressed as

$$
\mathcal{F}^{*}(t)=\sum_{g} f^{*}(g) t^{\frac{\operatorname{deg}(g)}{2}}=\sum_{k=0}^{\infty} s_{2 k}^{*} t^{k}
$$

where $g$ in the sum above is taken over the set of monic even degree polynomials in $\mathbb{F}[t]$ and $f^{*}$ is a function from the set of monic polynomials in $\mathbb{F}[t]$ to $\mathbb{C}$ by

$$
f^{*}(g)= \begin{cases}1 & \text { if } g \text { is squarefree and has no odd degree irreducible factors } \\ 0 & \text { otherwise }\end{cases}
$$

Notice that every monic polynomial $g \in \mathbb{F}[t]$ can be uniquely written as a product $g=g_{1}^{2} g_{2}$ where $g_{1} \in \mathbb{F}[t]$ and a squarefree polynomial $g_{2} \in \mathbb{F}[t]$. Moreover, $g$ has no odd degree irreducible factors if and only if both $g_{1}$ and $g_{2}$ have no odd degree irreducible factors. Using the notations we see in the proof of Theorem 4.18 . we have

$$
\mathcal{F}(t)=\left(\sum_{g_{1}} t^{\frac{\operatorname{deg}\left(g_{1}^{2}\right)}{2}}\right)\left(\sum_{g_{2}} t^{\frac{\operatorname{deg}\left(g_{2}\right)}{2}}\right)=\mathcal{F}\left(t^{2}\right) \mathcal{F}^{*}(t)
$$

where the polynomial $g_{1} \in \mathbb{F}[t]$ in the sum is a monic even degree polynomial with no odd degree irreducible factors and the polynomial $g_{2} \in \mathbb{F}[t]$ in the sum is a monic squarefree even degree polynomial with no odd degree irreducible factors. Since $\mathcal{F}(t)$ and, therefore, $\mathcal{F}\left(t^{2}\right)$ are nonzero, we know that

$$
\mathcal{F}^{*}(t)=\mathcal{F}(t)\left(\mathcal{F}\left(t^{2}\right)\right)^{-1}=\left(1-q^{2} t\right)^{-\frac{1}{2}} \prod_{k=0}^{\infty}\left(1+t^{2 k+1}+t^{2(2 k+1)}+\ldots\right)^{-\frac{c_{\mathbb{F}, 2 k+1}}{2}}\left(\mathcal{F}\left(t^{2}\right)\right)^{-1}
$$

Since

$$
\mathcal{F}\left(t^{2}\right)=\prod_{k=1}^{\infty}\left(1+t^{2 k}+t^{4 k}+\ldots\right)^{c_{\mathbb{F}, 2 k}}
$$

is nonzero and absolutely convergent for $|t|<\frac{1}{q}$ as in the argument in Proposition 4.16. we know that

$$
\prod_{k=0}^{\infty}\left(1+t^{2 k+1}+t^{2(2 k+1)}+\ldots\right)^{-\frac{c_{\mathbb{F}}, 2 k+1}{2}}\left(\mathcal{F}\left(t^{2}\right)\right)^{-1}
$$

is nonzero, analytic, and absolutely convergent for $|t|<\frac{1}{q}$. Applying Corollary 4.15 we have

$$
s_{2 k}^{*} \sim \frac{c^{*} q^{4 n}}{\sqrt{2 n}}
$$

where $c^{*}$ is

$$
c^{*}=\left(\Gamma\left(\frac{1}{2}\right)\right)^{-1} \prod_{k=0}^{\infty}\left(\frac{1}{1-q^{-2(2 k+1)}}\right)^{-\frac{c_{\mathbb{F}, 2 k+1}}{2}} \prod_{k=1}^{\infty}\left(\frac{1}{1-q^{-4 k}}\right)^{-c_{\mathrm{F}, 2 k}}
$$

### 4.3 Function Field Analogue of the Stevenhagen Problem

In the previous sections of this chapter, we have explored some examples and conditions when the negative Pell's equation is solvable. Moreover, we found the asymptotic expression of the function field analogue of $\left|\mathcal{D}_{\leq x}\right|$ in the Stevenhagen conjecture. As in one of the statement in the Stevenhagen conjecture 4.2, the next question to ask is how likely even degree polynomials without odd degree irreducible factors would give a solution to the negative Pell's equation. More precisely, the next question is to formulate and find a solution to the function field analogue of the Stevenhagen's limit problem:

Problem 4.20 (Stevenhagen limit problem). Let $\mathcal{D}_{\leq X}$ and $\mathcal{D}_{\leq X}^{-}$be the set of discriminants of real quadratic field that are not divisible by any prime up to $X$ congruent to $3 \bmod 4$ and the subset of $\mathcal{D}_{\leq X}$ whose elements are discriminants for which the norm of the fundamental units is -1 , respectively. Does the limit

$$
\lim _{X \rightarrow \infty} \frac{\left|\mathcal{D}_{\leq X}^{-}\right|}{\left|\mathcal{D}_{\leq X}\right|}
$$

exists? If it exists, determine its value.
Over integers, notice that if $d \in \mathbb{N}$ has a prime factor congruent to 3 modulo 4 , then we have $x^{2}-d y^{2}$ $\bmod 4$ is one of 0,1 , and 2 , for $x \in \mathbb{Z}$ and $y \in \mathbb{Z}$. As a result, the negative Pell's equation over integers has no solution. In addition, when $d$ is a negative integer so that $\mathbb{Q}(\sqrt{d}) / \mathbb{Q}$ is an imaginary quadratic extension,
then we know that the units of algebraic integers in $\mathbb{Q}(\sqrt{d})$ are 1 and -1. In this case, there is no solution to negative Pell's equation.

As a result, in the Stevenhagen's limit problem, the only quadratic extensions $\mathbb{Q}(\sqrt{d}) / \mathbb{Q}$ we are considering are the ones with $d>0$ and discriminants not divisible by primes congruent to $3 \bmod 4$. However, this condition alone does not guarantee the solvability of the negative Pell's equation.

This arguments provide the analogues of $d$ in $\mathbb{F}[t]$ and the analogue of $d$ in $\mathbb{Z}$. If we denote a monic polyomial in $\mathbb{F}[t]$ and a square free integer by $d(t)$ and $d$, respectively, then an odd degree polynomial $d$ corresponds to a negative $d$; an even degree $d(t)$ with an odd degree irreducible factor corresponds to a positive $d$ with a prime factor congruent to 3 under modulo 4 ; an even degree $d(t)$ without an odd degree irreducible factor corresponds to a positive $d$ without a prime factor congruent to 3 under modulo 4 . Since we are interested in units in quadratic extension of $\mathbb{F}(t)$ with the norm in $\mathbb{F}^{*} \backslash\left(\mathbb{F}^{*}\right)^{2}$, which corresponds to units in the extension of $\mathbb{Q}$ with squarefree norm -1, we may formulate the function field analogue of the limit problem:

Problem 4.21 (Function field analogue of Stevenhagen's limit problem). Let $d \in \mathbb{F}[t]$ be a monic positive even degree polynomial with no odd degree irreducible factor. Let $\mathcal{D}_{\mathbb{F}}, \leq N$ be the set of polynomials d up to degree $N$ and let $\mathcal{D}_{\mathbb{F}, \leq N}^{-}$be the subset $\mathcal{D}_{\mathbb{F}, \leq N}$ where the negative Pell's equation has a nontrivial solution. Does the following limit exists?

$$
\lim _{N \rightarrow \infty} \frac{\left|\mathcal{D}_{\mathbb{F}, \leq N}^{-}\right|}{\left|\mathcal{D}_{\mathbb{F}, \leq N}\right|}
$$

Notice that from our result for the asymptotics in Theorem4.19, we know that the asymptotic expression of $\left|\mathcal{D}_{\mathbb{F}, \leq N}\right|$ is given by

$$
\left|\mathcal{D}_{\mathbb{F}, \leq N}\right| \sim \frac{c q^{4 N}}{\sqrt{2 N}}
$$

where

$$
c=\left(\Gamma\left(\frac{1}{2}\right)\right)^{-1} \prod_{k=0}^{\infty}\left(\frac{1}{1-q^{-2(2 k+1)}}\right)^{-\frac{c_{\mathbb{F}}, 2 k+1}{2}} \prod_{k=1}^{\infty}\left(\frac{1}{1-q^{-4 k}}\right)^{-c_{\mathbb{F}, 2 k}} .
$$

In the final section of this thesis, we explore this problem through two infinite classes of even degree polynomials, one of which guarantees the solvability and the other does not. The first class we consider is the function field analogue of twin primes with constant gap and the second class is the polynomials in the form of $f^{2}-c$ where $c \in \mathbb{F}^{*}$ is not a square.

Over the integers, there is a notion of twin primes, a pair of prime numbers with difference 2. Analogous to this, we may consider a pair of irreducible polynomials $\left(p_{1}, p_{2}\right)$ of $\mathbb{F}[t]$ such that $p_{1}-p_{2}= \pm c$ for some $c \in \mathbb{F}^{*}$. We call such pair as a twin prime pair in $\mathbb{F}[t]$. For such pairs, we have the following result.

Proposition 4.22. Let $d=f^{2}-c$ where $f \in \mathbb{F}[t]$ and $c \in\left(\mathbb{F}^{*}\right)^{2}$. Then there is no solution to the negative Pell's equation.

Proof. Since $f+\sqrt{d}$ is minimal in both $\mathcal{U}$ and $\mathcal{U}^{+}$, we know that

$$
\mathcal{U}=\mathcal{U}^{+}=\langle f+\sqrt{d}\rangle \times \mathbb{F}^{*}
$$

by Proposition 4.7. forcing that there is no solution to the negative Pell's equation.

Proposition 4.22 provides some polynomials $d$ that make the negative Pell's equation not solvable and, in particular, if $d$ is given by a product of function field analogue of twin prime pairs, then the negative Pell's equation is not solvable. In the paper by Sawin and Shusterman 22], the asymptotics of such $d$ is given by the following result.

Proposition 4.23 (Asymptotics of Twin Prime Polynomials). Let $p$ be an odd prime and let $q$ be a positive integer such that $q>68509 p^{2}$. Let $|\cdot|$ denote the infinite absolute value on the finite field $\mathbb{F}$ where $q=|\mathbb{F}|$ is a prime power. Let $h \in \mathbb{F}[t]$ be nonzero. Define the set $\mathcal{T}(n)$ by

$$
\mathcal{T}(n)=\{f \in \mathbb{F}[t]:|f|=n \text { and both } f \text { and } f+h \text { are primes }\}
$$

Then for all non zero polynomial $h$ over $\mathbb{F}$, the asymptotic expression $\mathfrak{T}(n)$ of $|\mathcal{T}(n)|$ satisfies

$$
\mathfrak{T}(n) \sim \frac{n}{(\log (n))^{2}}\left(\prod_{P}\left(1-|P|^{-1}\right)^{-2}\left(1-|P|^{-1}-|P|^{-1} \boldsymbol{1}_{P \nmid h}\right)\right)
$$

as $n \rightarrow \infty$ through powers of $q$ where the infinite product is taken over monic irreducibles $P$ in $\mathbb{F}[t]$ and $\mathbf{1}_{P \nmid h}$ returns 1 if $P \nmid h$ and 0 otherwise. In particular, if $h \in \mathbb{F}^{*}$, we have

$$
\mathfrak{T}(n) \sim \frac{n}{(\log (n))^{2}}\left(\prod_{P}\left(1-|P|^{-1}\right)^{-1}\right)
$$

Proof. See 22.

As a result, we have an infinite class of polynomials $d$ where the negative Pell's equation is not solvable.
As we have an infinite class of polynomials $d$ that does not allow the existence of nontrivial solutions to negative Pell's equation $X^{2}-d Y^{2}=c \in \mathbb{F}^{*} \backslash\left(\mathbb{F}^{*}\right)^{2}$, there is an infinite class of polynomials $d$ that makes the equation solvable.

Proposition 4.24. Let $d \in \mathbb{F}[t]$ be given by $d=f^{2}-c$ where $f \in \mathbb{F}[t]$ is a monic polynomial and $c \in \mathbb{F}^{*} \backslash\left(\mathbb{F}^{*}\right)^{2}$.
Then there is a solution to

$$
X^{2}-d Y^{2}=c
$$

Proof. A solution is given by $f^{2}-d \cdot( \pm 1)^{2}=c$.

Note that number $\mathfrak{F}(n)$ of degree $2 n$ polynomials $d \in \mathbb{F}[t]$ of the form of $d=f^{2}-c$ for some degree $n$ polynomial $f \in \mathbb{F}[t]$ and squarefree $c \in \mathbb{F}^{*}$ is given by

$$
\mathfrak{F}(n)=\frac{q^{n}(q-1)}{2}
$$

where $q=|\mathbb{F}|$.
Despite the fact there are infinite sets that makes the negative Pell's equation solvable and not solvable, they still fail to show whether lim sup and $\lim \inf$ of the fraction $\frac{\left|\mathcal{D}_{\mathbb{F}}^{-}, \leq N\right|}{\left|\mathcal{D}_{\mathbb{F}, \leq N \mid}\right|}$ in Problem 4.21 is within the open interval $(0,1)$. This is because when we compare the asymptotics of the denominator

$$
\left|\mathcal{D}_{\mathbb{F}, \leq N}\right| \sim \frac{c q^{4 N}}{\sqrt{2 N}}
$$

where

$$
c=\left(\Gamma\left(\frac{1}{2}\right)\right)^{-1} \prod_{k=0}^{\infty}\left(\frac{1}{1-q^{-2(2 k+1)}}\right)^{-\frac{c_{\mathbb{F}}, 2 k+1}{2}} \prod_{k=1}^{\infty}\left(\frac{1}{1-q^{-4 k}}\right)^{-c_{\mathbb{F}}, 2 k}
$$

to those of the examples, we have the following.

## Proposition 4.25.

$$
\begin{aligned}
& \lim _{N \rightarrow \infty} \frac{\mathfrak{T}(N)}{\left|\mathcal{D}_{\mathbb{F}, \leq q^{N}}\right|}=0 \\
& \lim _{n \rightarrow \infty} \frac{\mathfrak{F}(N)}{\left|\mathcal{D}_{\mathbb{F}, \leq N}\right|}=0 .
\end{aligned}
$$

Recall that over the integers, Rieger showed that the asymptotic expression of $\left|\mathcal{D}_{\mathbb{F}, \leq X}\right|$ is $\frac{c X}{\sqrt{\log (X)}}$ where

$$
c=\frac{9}{8 \pi} \prod_{\substack{p: \text { prime } \\ p \equiv 1 \\(\bmod 4)}}\left(1-p^{-2}\right)^{\frac{1}{2}}
$$

[20] while Nagell conjectured the limit converges within $(0,1)$. Moreover, Bloomer showed the asymptotic bound of $\left|\mathcal{D}_{\leq X}^{-}\right|$to be $\left|\mathcal{D}_{\leq X}^{-}\right| \gg \frac{X}{(\log (X))^{0.62}}$ as $X \rightarrow \infty$; on the other hand, however, one of Dirichlet's results implies that the density $\left|\mathcal{D}_{\leq X} \backslash \mathcal{D}_{\leq X}^{-}\right| \gg \frac{X \log (\log (X))}{\log (X)}$ as $X \rightarrow \infty$. Moreover, Koymans and Pagano
proved in 14 that the limit of $\frac{\left|\mathcal{D}_{\leq X}^{-}\right|}{\left|\mathcal{D}_{\leq X}\right|}$ is

$$
\lim _{X \rightarrow \infty} \frac{\left|\mathcal{D}_{\leq X}^{-}\right|}{\left|\mathcal{D}_{\leq X}\right|}=1-\left(\prod_{\substack{j \geq 1 \\ j \text { odd }}}\left(1-2^{-j}\right)\right)
$$

Similar to the negative Pell's equation over integers, we believe it is possible that analogous results would hold for the polynomial negative Pell's equation. In other words, we believe that the limit

$$
\lim _{N \rightarrow \infty} \frac{\left|\mathcal{D}_{\mathbb{F}, \leq N}^{-}\right|}{\left|\mathcal{D}_{\mathbb{F}, \leq N}\right|}
$$

converges to a constant in $(0,1)$, as shown in the negative Pell's equation over integers. In addition, we believe there are asymptotic bounds for $\left|\mathcal{D}_{\mathbb{F}, \leq N}^{-}\right|$and $\left|\mathcal{D}_{\mathbb{F}, \leq N}^{-} \backslash \mathcal{D}_{\mathbb{F}, \leq N}^{-}\right|$as Bloomer and Dirichlet showed. However, to support this claim, this thesis alone could not provide sufficient reasoning for this. The current result of this thesis presents the function field analogue of the result by Rieger, the asymptotic expression of $\left|\mathcal{D}_{\mathbb{F}}, \leq N\right|$. Therefore, future research on the negative Pell's equation over function field would involve finding the asymptotic expressions and bounds of $\left|\mathcal{D}_{\mathbb{F}, \leq N}^{-}\right|$and $\left|\mathcal{D}_{\mathbb{F}, \leq N} \backslash \mathcal{D}_{\mathbb{F}, \leq N}^{-}\right|$. Ultimately, the major goal of research on the negative Pell's equation over function field is to determine the convergence and the limit of

$$
\lim _{N \rightarrow \infty} \frac{\left|\mathcal{D}_{\mathbb{F}, \leq N}^{-}\right|}{\left|\mathcal{D}_{\mathbb{F}, \leq N}\right|}
$$
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