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Abstract
Purpose Diagnostic errors are a large burden on patient safety and improving clinical reasoning (CR) education 
could contribute to reducing these errors. To this end, calls have been made to implement CR training as early as the 
first year of medical school. However, much is still unknown about pre-clerkship students’ reasoning processes. The 
current study aimed to observe how pre-clerkship students use clinical information during the diagnostic process.

Methods In a prospective observational study, pre-clerkship medical students completed 10–11 self-directed online 
simulated CR diagnostic cases. CR skills assessed included: creation of the differential diagnosis (Ddx), diagnostic 
justification (DxJ), ordering investigations, and identifying the most probable diagnosis. Student performances were 
compared to expert-created scorecards and students received detailed individualized formative feedback for every 
case.

Results 121 of 133 (91%) first- and second-year medical students consented to the research project. Students 
scored much lower for DxJ compared to scores obtained for creation of the Ddx, ordering tests, and identifying the 
correct diagnosis, (30–48% lower, p < 0.001). Specifically, students underutilized physical exam data (p < 0.001) and 
underutilized data that decreased the probability of incorrect diagnoses (p < 0.001). We observed that DxJ scores 
increased 40% after 10–11 practice cases (p < 0.001).

Conclusions We implemented deliberate practice with formative feedback for CR starting in the first year of medical 
school. Students underperformed in DxJ, particularly with analyzing the physical exam data and pertinent negative 
data. We observed significant improvement in DxJ performance with increased practice.
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Introduction
Diagnostic errors, defined as missed, wrong, or delayed 
diagnoses, pose a significant burden on patient safety: 
most patients will likely experience one during their 
lifetime, sometimes with devastating consequences [1]. 
Flaws in clinical reasoning (CR), such as cognitive errors 
[2–8] or knowledge deficits, [9–12] are thought to be the 
main causes of diagnostic error [10, 13]. CR encompasses 
many complex cognitive skills [14, 15] and is a core com-
petency for graduating medical students [16]. Therefore, 
improving CR training could contribute to reducing diag-
nostic errors [2, 13, 16, 17].

While teaching students about CR starts early in medi-
cal school, practice opportunities focused on training CR 
skill development does not start until clerkship, typically 
via observing expert clinicians and performing assess-
ments on real patients [18, 19]. It is generally expected 
that students’ CR skills will improve markedly and suf-
ficiently during clerkships; however, this is contradicted 
by research showing that students’ improvements are 
about similar to, or even less than their improvements in 
the pre-clerkship years [20]. This indicates that current 
CR training remains suboptimal, likely due to limitations 
in the methods for training and assessment of CR skills 
throughout medical school [17, 27]. Outside the work-
place, both training and assessment are restricted by the 
time, funding, and manpower resources required to col-
lect and analyze CR relevant data. Additionally, the cur-
rent methods of assessment, such as using students’ final 
diagnostic accuracy, have been doubted in their sensitiv-
ity to truly measure CR [21].

One proposed solution includes beginning CR training 
for pre-clerkship students in first year medical school and 
throughout all phases of undergraduate medical educa-
tion [1, 19, 22−27]. This will increase opportunities for 
formative feedback and allow students to start develop-
ing diagnostic skills prior to clinical rotations. Deliber-
ate practice, the iterative process of repeated practicing 
and receiving formative feedback with simulation has 
also been proposed as an effective strategy for training 
CR [23, 25, 26]. Key aspects of CR that should be incor-
porated into medical school training and assessment 
include: building a Ddx, ordering tests, choosing a most 
probable diagnosis, and importantly, diagnostic justifica-
tion [22, 25−27].

Diagnostic justification (DxJ) is the process of iden-
tifying clinical data that increases or decreases the 
probability that a diagnosis is the correct diagnosis (or 
alternatively, is not the correct diagnosis). DxJ perfor-
mance was observed to be below expectations in medical 
students and differentiates experts from novices [25, 26, 
29−31]. Novices made errors because they had difficulty 
recognizing or interpreting relevant information, [32, 33] 
had limited knowledge of pertinent information [33] and 

underreported both positive, and to a larger extent, nega-
tive pertinent information [34–36]. These findings have 
primarily been observed in medical students during or 
after their clerkship training and much remains unknown 
about the reasoning processes of pre-clerkship students. 
When included as a component of assessment, DxJ was 
found to be the most predictive of graduate competency 
exam performance, have the highest item discrimination 
and increased assessment reliability [26].

The current study aimed to determine how pre-clerk-
ship medical students utilized clinical information in 
diagnostic cases. Our research questions (RQ) focused 
on overall processes of CR:

1. How do students perform at: creating a Ddx, 
performing DxJ, ordering and using investigations, 
and determining the correct Dx, and does this 
performance change with increased practice?

2. Within DxJ, are there differences in scores among the 
different categories of data (history, physical exam, 
and investigation results)?

3. Within DxJ, how do students assign data as increases 
versus decreases probability to the diagnoses in 
their Ddx and does this change with correct versus 
incorrect diagnoses?

4. How do first year students perform on all research 
questions compared to second year students?

We expected students would improve scores for all CR 
skills using deliberate practice (RQ1). RQ2 was obser-
vational and our null hypothesis was that there would 
be no differences. For RQ3 we expected more data to be 
assigned as “increases” than “decreases” for all diagnoses 
but we hypothesized that more data would be assigned to 
“decreases probability” for incorrect diagnoses than for 
correct diagnoses. Finally, we hypothesized that second 
year students would outperform first year students on all 
research questions (RQ4).

Methods
This was a prospective single-site observational study, 
approved by the Conjoint Health Research Ethics Board 
at the University of Calgary (REB19-0065) and the Uni-
versity of North Dakota (IRB00001300).

Participants
First and second year medical students were recruited 
from the University of North Dakota; the average age 
of the first-year medical students was 24. Simulated CR 
cases on teachingmedicine.com/dx were integrated in the 
mandatory curriculum and 133 students completed mul-
tiple cases throughout the school year. Students provided 
informed consent for their data to be included in research 
and did not receive compensation for participating.
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Case creation
Eleven text-based case vignettes were created for train-
ing. A 7-member committee representing internal medi-
cine, critical care, neurology, cardiology, obstetrics, 
general surgery, and paediatrics brainstormed a mini-
mum of three common diagnoses from 15 different sys-
tems/categories (total 58 diagnoses); 11 cases with typical 
presentations were created based on diagnoses from this 
list. The order of case presentation targeted 25% overlap 
with the currently taught organ system and 75% overlap 
with previously taught organ systems.

Each clinical scenario contained four stages: a one sen-
tence introduction, the history, the physical exam, and 
investigations. The student could create a Ddx of up to 
5 diagnoses and assign data from the history and physi-
cal exam to each diagnosis, indicating whether this data 
increases or decreases the probability of the diagnosis 
being correct. Students could do the same with investi-
gation results. No investigation results were provided 
unless ordered by the student. Students could navigate 
back and forth between stages as needed. Further details 
about the CR software are described in a recent Innova-
tion Report [37].

Case completion by student
Students registered an online account on teachingmedi-
cine.com, for which they provided their name, email, 
and a password. Cases were provided one at a time for 
the first-year students and one or two at a time for the 
second-year students. First year students completed 11 
cases, one case per month and started the first case in the 
first month of their first year; second year students com-
pleted 10 cases spaced out over six months and started 
early in the second year. All students were given two to 
four weeks to complete each case and completed them 
during self-study. Students were encouraged to work in 
groups and to use internet searches and textbooks as 
needed. Case order was different between 1st and 2nd 
year students, but was the same for all students in a given 
year.

Students were provided with individualized formative 
feedback for each completed case. This feedback was 
based on a comparison between the over 100 data points 
collected per case and the scorecard (see Scoring below). 
Students’ iterative cycle of practice and feedback with 
each case comprises deliberate practice. The feedback 
provided both quantitative and qualitative information 
on the correct and incorrect choices they made when 
building their differential diagnosis, performing DxJ, 
ordering and using the results of investigations, and iden-
tifying the most probable diagnosis at the end of the case.

Students also attended a whole-class 1  hour video-
conference review of each case, during which a faculty 
member demonstrated a “think aloud” demonstration of 

navigating the case, followed by a review of whole-class 
performance statistics and an informal online survey of 
the students. The survey results were collected and dis-
played to students and faculty during the review session 
and were used for curriculum improvement but were not 
included for research analysis.

Scoring
A scorecard was created for each clinical scenario (see 
Supplemental Material A for example). Specific diagno-
ses were designated as “appropriate” for the case; if an 
appropriate diagnosis was added to the Ddx by the stu-
dent, a point was earned for building their Ddx. Data 
from the history, physical exam, and investigations were 
coded as “required”, “neutral”, or “wrong” for each cat-
egory of “increases” or “decreases” probability for every 
Dx submitted by all students. A point was: earned if data 
was assigned where “required”, missed if not assigned 
where “required” and half point deducted if assigned 
where “wrong”. Investigations were coded as “required” 
or “inappropriate”: the learner earned points for ordering 
appropriate tests and lost points for inappropriate tests. 
If the correct diagnosis was chosen as the most probable 
Dx for the case, the user scored 100% for this section. 
There were algorithms to score partial marks if the user 
did not assign the most probable Dx for the case as most 
probable, but instead, assigned it as less probable. Scores 
out of 10 were calculated for each of: Ddx, DxJ, investiga-
tions, and final diagnosis.

Statistical analysis
Performance data and scoring were collected and calcu-
lated using teachingmedicine.com; the data were then 
de-identified, exported, and analyzed using the program-
ming language and statistical environment R-4.0.1 (R 
Core Team). The Kruskal-Wallis test was used to com-
pare: (1) students’ mean scores on creating a Ddx, per-
forming DxJ, ordering and using investigations, and 
determining the most probable correct Dx; (2) how stu-
dents performed on DxJ on the history, physical exam, 
and investigation results; and (3) how students assign 
pertinent positive and pertinent negative information 
to diagnoses. A linear mixed-effects model was used to 
explore changes in scores across cases. Finally, a Wil-
coxon test and t-test were used to compare performance 
between first year and second year students.

Results
121 of 133 (91%) first- and second-year medical students 
consented to the research project and completed 11 and 
10 clinical cases respectively. All cases were completed 
between August 2021 and May 2022.
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RQ1: Student performance on building Ddx, DxJ, 
investigations, and final diagnosis
Figure 1 shows students’ mean scores across all cases and 
all students. Students’ mean scores differed significantly 
between building the Ddx (8.21, SD = 2.0), performing 
DxJ (3.9, SD = 1.6), investigations (5.65, SD = 2.6), and 
the final diagnosis (7.45, SD = 4.2) (p < 0.001). DxJ scores 
were 30% lower than scores for building the Ddx and 48% 
lower than for investigations. We investigated if these 

scores increased with deliberate practice (Fig.  2). Only 
DxJ scores increased over 10–11 cases, from 3.13 to 4.40, 
showing an increase of 40% improvement (p < 0.001).

RQ4: first year versus second year student performance
Figure  3 shows that second year students scored higher 
than first year students for Ddx (7.88 vs. 8.56), DxJ (3.67 
vs. 4.14), and investigations (5.39 vs. 5.92), (p < 0.001 for 
all) but not for final diagnosis (7.32 vs. 7.58, p = 0.24).

Fig. 2 Changes in mean performance for all students per completed case
The X axis shows completed cases 1 through 11 for both 1st year (11 cases) and 2nd year (10 cases) students; the Y axis shows the scores for each of: 
building the differential diagnosis (Ddx), diagnostic justification (DxJ), ordering investigations, and final diagnosis (Dx). Scores for DxJ increased by 40% 
(p < 0.001); no statistical changes were observed for the scores for Ddx, investigations, and final Dx across the cases

 

Fig. 1 Mean performance of all students on the differential diagnosis, diagnostic justification, investigations, and final diagnosis
Mean scores for building the differential diagnosis (Ddx), performing diagnostic justification (DxJ), ordering investigations, and identifying the correct 
diagnosis for all cases completed by all students. All scores are statistically different from each other (p < 0.001) with DxJ notably having the lowest score. 
The maximum score possible was 10 for each score. All scores are calculated independently from each other
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RQ2: Student DxJ performance in history, physical exam, 
and investigations
Figure  4 displays students’ mean scores for DxJ in the 
history (M = 0.47, SD = 0.2), physical exam (M = 0.38, 
SD = 0.2), and investigations (M = 0.49, SD = 0.2). The 
maximum possible scaled value is 1.0. The physical exam 
score was significantly lower than the history and inves-
tigations scores. (p < 0.001); the difference between his-
tory and investigations was not statistically different 
(p = 0.058).

RQ4: first year versus second year student performance
Figure  5 shows that second year students scored higher 
DxJ scores for history (p = 0.001) and physical exam 
(p < 0.001), but not for investigations (p = 0.12).

RQ3: Student DxJ performance in assign data as increases 
versus decreases probability
Figure  6 shows that students assigned significantly 
more data to the “increase probability” category than 
to the “decrease probability” category (7.7 times more, 
p < 0.001) for both correct and incorrect diagnoses. We 
predicted, but did not observe, that the ratio of “decreases 
to increases” probability data would be higher for incor-
rect diagnoses compared to correct diagnoses (p = 0.41).

RQ4: first year versus second year student performance
There were no differences observed for RQ3 between 1st 
and 2nd year medical students.

Discussion
We provided deliberate practice and formative feed-
back for diagnostic clinical reasoning to pre-clerkship 
medical students starting in the first month of first year 
medical school. We observed and analyzed students’ CR 
performance for the following activities: building a Ddx, 
performing DxJ, ordering investigations, and selecting a 
final dx. We made five important observations. First, stu-
dents scored: well on constructing the Ddx and choosing 
the correct diagnosis; moderately on ordering investiga-
tions; and poorly with diagnostic justification. Second, 
after diagnosing 10–11 cases with formative feedback, 
performance on DxJ increased by 40%; the other scores 
remained unchanged. Third, clinical data was rarely 
assigned as “decreasing probability” for diagnoses, even 
when the diagnoses were incorrect. Fourth, DxJ scores 
were lower for physical exam data than for history and 
investigation data. Fifth, second year students performed 
better than first year students on most measures; nota-
bly however, they did not outperform first year students 
on analyzing data from the investigations section nor on 
identifying the correct diagnosis.

DxJ skills are crucial for medical students to develop 
before they are ready for clinical practice [25]. Once a 
Ddx has been created, the process of DxJ provides the 
structure and evidence to demonstrate that both the cor-
rect diagnosis is indeed present and that all the incor-
rect diagnoses within the Ddx are concurrently absent. 
We believe that DxJ is the most important part of CR; 
the absence of DxJ is no better than assuming or guess-
ing. If DxJ is not being performed, then what process is 

Fig. 3 Mean performance of first year compared to second year students on the differential diagnosis, diagnostic justification, investigations, and final 
diagnosis
Comparison of 1st and 2nd year students. There were statistical differences between 1st and 2nd year students for all scores except the final diagnosis 
(Dx) (p < 0.05)
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being used to determine the probabilities of the diagno-
ses within the Ddx?

Overall, the current findings suggest that DxJ is a skill 
that is difficult to learn and requires a lot of practice or 

experience to develop. The low DxJ scores we observed 
in pre-clerkship students accord with previous stud-
ies reporting that students’ DxJ scores were lower than 
expected despite exhibiting high final diagnostic accuracy 

Fig. 5 Mean performance for first year compared to second year students on diagnostic justification compared for the case history, physical exam, and 
investigations
Comparison of scores for 1st versus 2nd year students. 2nd year students scored higher than 1st year students for diagnostic justification (DxJ) using his-
tory and physical exam data, but there was no observed difference for analyzing the investigation results

 

Fig. 4 Mean performance for all students on diagnostic justification compared for the case history, physical exam, and investigations
Mean diagnostic justification (DxJ) scores when classified by history, physical exam, and investigation results. Scores are scaled to a maximum of 1. Scores 
for the physical exam were significantly lower than both history and investigation results (p < 0.05)
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[25, 28, 38]. One study showed that absences or major 
deficiencies in DxJ were observed in up to 48% of third 
year students [26].

Our study showed that DxJ scores improved 40% with 
one year of deliberate practice. This suggests that DxJ is 
indeed a skill that can be developed and improved with 
formative feedback. This observation supports Hayden 
et al., [38] who showed a dose-response relationship of 
increased DxJ scores with increased attendance of CR 
simulation. However, 1 year of practice is likely inad-
equate, as scores remained low (4.4 out of 10) after 1 year 
of training.

Within DxJ processes, we predicted and observed 
that students assigned more data as “increases” than 
“decreases” probability to their Ddx. However, contrary 
to our prediction, we did not observe more data assigned 
as “decreases” probability for the incorrect diagnoses 
compared to correct diagnoses. This finding comple-
ments previous studies reporting that novices neglected 
to use pertinent negative information [33–36]. Another 
finding within DxJ processes that is important was that 
scores for physical exam data analysis were lower than 
for history or investigations data; to our knowledge, this 
observation has not been previously reported. It is possi-
ble that inexperienced students tend to ignore or under-
appreciate data from the physical exam and similarly, 
data that decreases the probability of diagnoses. It is also 
possible that current methods of instruction do not suffi-
ciently train students to appropriately analyze these clini-
cal data. These findings should receive attention in future 
CR training methods; we have upgraded our curriculum 

accordingly to explicitly highlight this feedback to stu-
dents based on these findings.

We observed that scores for analyzing investigation 
results and identifying the final diagnosis were not differ-
ent between 1st and 2nd year students; this observation 
could suggest that these metrics are invalid or ineffective 
methods of assessing CR. However,  other publications 
have similarly concluded that final diagnostic accuracy 
is an insensitive CR assessment tool because students 
can get to the right diagnosis even if they score low on 
CR processes [21, 25, 28]. DxJ is likely a better indicator 
of the quality of underlying reasoning processes; when 
DxJ is incorporated into assessment of CR, it has been 
observed to be the most predictive of graduate compe-
tency exam performance, have the highest item discrimi-
nation and increases assessment reliability [26].

Strengths of this study include the large sample size, 
the large volume of data collected, and the highly orga-
nized storage structure of the data, making it easily 
analyzed at scale. The absence of multiple assessors of 
performance eliminates inter-observer variability since 
all scores were generated from a single unique scorecard 
for each case. We performed longitudinal data collection 
with 10–11 data collection events over a period of 6 to 
10 months which we believe to be superior to a single 
assessment event. Furthermore, our data provides initial 
validity evidence based on observations that (1) second 
year students consistently outperformed first year stu-
dents on most measures; (2) performance improved with 
practice; and (3) we replicated patterns found in previous 
studies on DxJ.

Fig. 6 Mean performance of all students in assigning data increasing or decreasing the probability of a diagnosis during diagnostic justification
 The ratio of decreases to increases data, compared for correct diagnoses and incorrect diagnoses, was measured using the number of data assigned 
as “increases probability” and “decreases probability”. Data is not weighted with respect to importance or magnitude of impact on probabilities. We 
predicted and observed that data was much more frequently assigned as “increases” compared to “decreases” probability for both correct and incorrect 
diagnoses. We predicted the ratio of “decreases to increases” data to increase for incorrect diagnoses but we observed no statistical difference between 
the ratios (value = 0.13 for both, p = 0.41)
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Limitations of the study include the generalizability of 
the data, the study design, and the creation of the score-
card. Generalizability was limited because all data were 
collected at a single site and on a limited number of 
cases. The study design was observational and does not 
allow us to draw causal conclusions. Lastly, given that 
this was the first year of deployment of this curriculum, 
we had two, but only sometimes three experts to review 
the scorecards of each case. We expect to discover and 
correct minor scorecard errors with increased expert 
review of the data in the scorecards.

Future research will extend our observations over 2 
years and 20 cases for the same cohorts of learners. We 
are currently collecting data for a multi-centered proj-
ect. We have upgraded our software to collect data to not 
only identify when and where the misdiagnoses occur, 
but to also inform why these misdiagnoses are occurring; 
this analysis will be included in our upcoming multi-site 
project.

In conclusion, pre -clerkship 1st and 2nd year medi-
cal students completed 10 and 11 deliberate practice CR 
cases respectively with formative feedback over one year 
in this single site study. Students scored particularly low 
for diagnostic justification processes, especially related 
to physical exam data, and assigning data as “decreases” 
probability. We did observe, however, that diagnostic 
justification scores improved by 40% within 1 year of 
deliberate practice. Diagnostic justification is a key com-
ponent of CR and deliberate practice of CR starting in 
pre-clerkship students has now been shown to be a feasi-
ble and effective strategy to improve diagnostic CR skills.
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