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Abstract

Design reviews play a crucial role in the development process, ensuring the quality and effectiveness

of designs in various industries. However, traditional design review methods face challenges in effectively

understanding and communicating complex 3D models. Immersive technologies, particularly Head-Mounted

Displays (HMDs), offer new opportunities to enhance the design review process.

In this thesis, we investigate using immersive environments, specifically HMDs, for 3D design reviews.

We begin with a systematic literature review to understand the current state of employing HMDs in industry

for design reviews. As part of this review, we utilize a detailed taxonomy from the literature to categorize

and analyze existing approaches.

Additionally, we present four iterations of an immersive design review system developed during my

industry experience. Two of these iterations are evaluated through case studies involving domain experts,

including engineers, designers, and clients. A formal semi-structured focus group is conducted to gain

further insights into traditional design review practices. The outcomes of these evaluations and the focus

group discussions are thoroughly discussed.

Based on the literature review and the focus group findings, we uncover a new challenge associated with

using HMDs in immersive design reviews—asynchronous and remote collaboration. Unlike traditional design

reviews, where participants view the same section on a shared screen, HMDs allow independent exploration

of areas of interest, leading to a shift from synchronous to asynchronous communication. Consequently,

important feedback may be missed as the lead designer disconnects from the users’ perspectives.

To address this challenge, we collaborate with a domain expert to develop a prototype that utilizes

heatmap visualization to display 3D gaze data distribution. This prototype enables lead designers to quickly

identify areas of review and missed regions. The study incorporates the Design Critique approach and

provides valuable insights into different heatmap visualization variants (top view projection, object-based,

and volume-based). Furthermore, a list of well-defined requirements is outlined for future spatio-temporal

visualization applications aimed at integrating into existing workflows.

Overall, this thesis contributes to the understanding and improvement of immersive design review sys-

tems, particularly in the context of utilizing HMDs. It offers insights into the current state of employing

HMDs for design reviews, utilizes a taxonomy from the literature to analyze existing approaches, highlights

challenges associated with asynchronous collaboration, and proposes a prototype solution with heatmap

visualization to address the identified challenge.
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Chapter 1

Introduction

1.1 Design Review

This section provides an overview of design reviews, their significance in the development process, and their

role in ensuring design quality and effectiveness.

1.1.1 What is a design review?

Design reviews are one of the core activities [41] occurring at different design process stages [100]. They

are a ubiquitous part of the product development process [51] and are often used as control mechanisms

to verify proposed designs and plan further actions [118]. Design reviews are also known as coordination

meetings [252]. In those meetings, many stakeholders and experts from various disciplines [175] attend to

communicate, evaluate, merge, and come up with design solutions [252]. During these activities, reviewers

make many vital decisions [118]. Researchers characterized it as an approach to knowledge exchange [100]

with the support of design representations [175].

Modern product and design development require verification and validation in all stages of the develop-

ment process [232]. However, design reviews are most efficient at the early stage of the design process, where

reviewers provide direct user feedback for better design based on the user’s needs [100]. Early design reviews

reduce design changes needed in the later stages by 5–40% [179]. The objective of a design review is to

provide feedback from different points of view. When used correctly, it increases the potential for successful

product delivery regarding reliability, quality, performance, and safety and can reduce costs and delivery

time [100].

When reviewers hold a design review for product validation, the goal is to ensure that the “right product
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is built” [201]. For example, Daniel et al. [174] performed a usability study of an immersive platform for

a building design review. The study’s goal was to identify usability flaws from the end-user standpoint.

Daniel et al. were interested in exploring the specifications and requirements the client needs to operate

their business. The study ignored issues with the technical aspect of the design. On the other hand,

when reviewers hold the design review for product verification, the goal is to ensure the “product is built

right” [201]. Reviewers test the developed or proposed design against the specifications and budget during

product verification.

The design process is iterative [236], complicated, and time-consuming [233]. To compete in technolog-

ically advanced markets, designers must consider many factors, such as strict schedules, budgets, life-cycle

concerns, inclusiveness, and social impact [203]. Design reviews are conducted in every iteration [39], either

internally within the company [119] or externally with the customer [116]. During the early phase of the de-

sign process, reviewers often focus their design reviews on reviewing and comparing alternative designs [100].

After that, design review sessions focus on tangibly reflecting the current state of the design [100,116].

Changes are inevitable [226], time-consuming, and highly costly in any product development process [233].

Design review sessions are optimal for exploring alternative options and documenting the changes. Those

sessions collect and record all feedback, identified issues, and change requests formally [39, 116]. These

reviews are extremely important for handling changes, auditing, and legal purposes. Once the customer is

satisfied with the design’s current state, the project’s actual development can begin [236].

1.1.2 What industries perform design reviews?

Architecture, Engineering, and Construction (AEC) is one of the significant industries that integrated de-

sign reviews into their design process. The construction industry is enormous, and it has been growing

globally [163]. With over $800 billion in annual spending in the United States alone [46], the construction

sector has never been in higher demand. This industry produces complex, customized, and unique prod-

ucts [236]. A high increase in the complexity and number of projects has forced the construction industry

to rely heavily on Building Information Modeling (BIM) systems. These BIM systems have evolved to help

manage projects’ life-cycles [8], including design reviews [179]. Clients, such as oil and gas companies, often

offload their construction projects to specialized construction companies. The clients provide their require-

ments to the construction companies. The construction companies would then plan and design the project.

However, clients were not satisfied with waiting until the building stage to provide feedback, leading to the

rapid adoption of design reviews [236]. For example, Nicholas et al. reviewed a design with 15 adults, includ-

ing locals, commissioners, and planners [186], to review a new proposal for urbanization or higher-density
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infill development. The goal was to prevent further sprawling into the rural landscape while maintaining

affordability.

The design review is also an essential process in the manufacturing industry [232]. Lucilla et al. analyzed

the layout of an e-axle production line during a design review session [61]. The e-axle line extended 1864

meters and included several areas, as shown in Figure 1.1: the loading and unloading for box preparation,

the core section with five modules, and the testing area. The engineering and design phase lasted a total of

25 weeks. The first review session was set 6 weeks after the start of the project. The design lead organized

one weekly review session with internal company members. Other design reviews were conducted from 1 to

4 sessions per month to include the customers. The design review sessions were composed of 2 to 25 people.

Figure 1.1: Layout representation of an e-axle production line [61].

Design reviews are also often used in the automobile, maritime, and aerospace industries and vary in

their applications. Sandhya et al. reviewed an interior aircraft design to evaluate whether cabin crews can

effectively use the galley [203]. Similarly, Lon C. et al. performed a design review on an aircraft [134];

however, they focused on a new cockpit design to improve its quality and reduce the time-to-market. The

review session focused on examining the constraints of the new cockpit design on the out-of-the-window

(OTW) visuals and the pilot’s mobility. The session also evaluated the usability of the new control scheme.

Other industries have also explored the potential of performing design reviews in the design phase, such

as energy [233], health [32], transportation [18], security [63], and software engineering [161]. Jonas et al.

performed a design review to investigate the impact of a new control room layout on the performance of the
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security guards [63]. Yu-Cheng et al. performed a design review on a new cancer center in Taiwan to verify

and demonstrate its effectiveness in practice [155]. Delphine et al. describe a design review performed to

optimize a fusion component’s life cycle [133]. The design review focused on studying accessibility cases of

primary safety essential components. Maletic et al. described how software developers often use the UML

language to represent and review complex software architecture [161]. The developers use the UML language

to represent the models and the relationships between them.

1.1.3 Who is involved in a design review session?

Design reviews are conducted as a team activity [71], and communication is critical to a successful design

review [100]. Design reviews generally involve multidisciplinary stakeholders and combine information from

various areas to optimize product delivery [203]. The reviewers might include customers, project managers

[229], designers [116], architects [179], engineers [232], and experts [203]. A design review is a challenging

phase for all the actors in the process [203]. They collaborate to ensure the product meets the functional

and aesthetic requirements and is properly manufactured at a reasonable price [101].

Design reviews are usually composed of three cycles: (1) understanding the design, (2) evaluating the

design, (3) and planning future actions [122]. The team’s composition might considerably impact the design

review activity [116]. When a design review is conducted internally, the team usually consists of designers

and managers working on the design [119]. Those reviewers are familiar with the design’s requirements

structure, so the understanding cycle is less emphasized, and they spend more time on the other cycles [117].

However, design reviews often include external reviewers and stakeholders who did not work on the design.

In this case, the understanding cycle is essential, where the reviewers get familiar with the design before

proceeding with the evaluation cycle [158].

1.1.4 What is presented in a design review session?

Understanding the product’s requirements and design is a prerequisite for adequately getting feedback from

all the reviewers involved. However, the representation used to convey this information can significantly

impact the learning curve [48] and the quality of decisions [23]. The goal is to simplify the complexity

of the understanding cycle and proceed with the evaluation. Reviewers would need access to various data

types at the different cycles of the design review. Nikola et al. classified those data types into the following

classes [118]: (1) models, (2) metadata, and (3) supporting documents.

1. Models are design representations that act as the base of shared understanding among the review-

ers. Those may include sketches, two-dimensional (2D) drawings/blueprints, three-dimensional (3D)
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models, and physical prototypes [116,147].

2. Metadata is additional information directly related to a model or part of the model. Those include

material properties, part names, mass, volume, and model behaviour [3, 92,137,141,200].

3. Supporting documents are additional information that is not directly related to the model. However,

they can still be critical for adequately understanding and evaluating the design. Those include product

requirements, checklists, legislation, safety, and other reports [2, 3, 179].

Model-centric design reviews enable designers and engineers to communicate better with the customers

leading to the development of a final product that matches the customers’ demands more effectively [200].

When it comes to the model representation, the closer it is to the existential-spatial human experience in

the real world, the better it is for the reviewers to understand [81]. Thus, a rapid shift from the traditional

document-centric to model-centric design reviews has appeared [201].

As part of a model-centric design review, it is still common for designers to create physical prototypes to

help with the final product evaluation [223]. Those prototypes can be 1:1 scale mock-ups to ensure accurate

design reviews [140]. In some scenarios, designers create multiple physical models to analyze multiple designs

and simplify the understanding cycle for non-designers [39]. Creating those physical prototypes could be

inconvenient, slow, costly, and produce much paper waste [100,140].

Design reviews have evolved to use many visualization tools [228]. Those visualization tools support

carrying out the design reviews in simulated environments rather than with physical prototypes [203]. Virtual

prototyping utilizes computer-aided design and engineering systems to validate a design in a computer-based

simulation before committing to making a physical prototype [214]. The reviewers evaluate the physical

layout, operational concepts, and function specifications [121]. The adoption of such systems has increased

tremendously recently [236], which helped reduce the time and cost of projects [100].

Virtual prototyping has enabled the visualization of additional information that was not always possible

with physical prototypes. It has provided a more straightforward approach to assessing the dimensions of

space and ensuring it is sufficient for its purpose [175]. Some virtual prototyping applications allow the

reviewers to visualize and interact with a virtual human model to better understand ergonomic analysis

results [191]. Other applications have also included lighting and acoustics representations. Nikola et al.

referred to that information as application-represented information [118].

While design reviews have helped to gather feedback from clients in the early stage of the project, there

is room for further enhancement. In practice, virtual prototypes during design reviews are usually displayed

on computer monitors, which often leads to limitations in producing spatial sense [179]. This limitation led

5



to clients changing their minds after the production started. In addition, engineers failed to detect some

design mistakes and safety hazards, which caused rework costs to be very high.

This study investigates immersive technologies in design reviews as we seek to help reviewers better

understand their 3D model representations. Researchers have realized the need to better immerse engineers

and clients with their 3D model representations. Thus, researchers investigated using the latest display and

interaction technologies for better immersion.

1.2 Problem Definition and Motivation

This section outlines the research’s key issues and driving factors, shedding light on the challenges associated

with incorporating immersive analytics and technologies into the design review process.

1.2.1 The use of immersive analytics with design reviews

Immersive analytics is a multidisciplinary research field investigating and exploring new display and inter-

action technologies that help immerse users in their data [36]. Augmented, virtual, and mixed realities are

the commonly used platforms.

• Augmented reality (AR) overlays digital information on objects or places in the real world to enhance

the user experience [24]. For example, Gaetano et al. investigated augmented reality through handheld

devices to evaluate their effectiveness in supporting collaborative design review sessions [40]. They

performed a packaging design review session, as shown in Figure 1.2. Similarly, Ryoma et al. used a

handheld device to augment 3D models of plants and lab equipment onto a physical table [235]. They

performed a daylighting simulation to explore how sunlight would be received through a window on

the south side of the room. Yuan et al. created an augmented reality mobile application that allowed

students and professors to review and critique 3D models [154]. The users can scan physical artifacts

and share them with remote collaborators to review and annotate simultaneously. Researchers have

also used head-mounted devices in the manufacturing industry. Ayoub et al. created a tool that

reviewed the design and execution of a product assembly [152]. The review targets the assembly of

complex structures.

• Virtual reality (VR) is the technology that creates a digital or computer-created environment that

completely replaces the user’s view of the physical world. VR applications have been used in various

industries [236]. Yu-Cheng et al. used a large screen that projected the 3D model of the proposed cancer

hospital [155]. The 3D model was displayed in a 1:1 scale allowing the user to navigate the hospital
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Figure 1.2: The AR view through a handheld device: (left) without augmentation - showing the marker
pattern, (right) with augmentation - proposed design [40].

using a gamepad in a 360 panorama. Abhinesh et al. created a prototype that allows concurrent

users to interact, collaborate, and communicate remotely during the design review [189]. The design

review was of an interior furnishing of a facility. The tool was compatible with various HMDs (e.g.

Oculus Quest and HTC Vive). Similarly, Calvin et al. used head-mounted devices to immerse users

in architectural design review sessions [136]. However, they integrated omnidirectional treadmills into

their system to better immerse the users in their review session. Those gaming treadmills enable users

to walk naturally on a stationary platform by reducing foot friction.

• Mixed-reality devices are some of the newest commercially available products for researchers and

developers. Mixed reality (MR) is a hybrid reality that merges real and virtual worlds to produce

a new environment where physical and virtual objects co-exist, allowing users to interact with virtual

objects [221]. Daiki et al. created a deep-learning algorithm capable of computing the occlusion

between virtual and physical objects [138]. Their study aimed to help reviewers assess landscape

images before construction, as shown in Figure 1.3, thus improving environmental impact.

Figure 1.3: MR-based simulation with dynamic occlusion handling in field validation [138].

1.2.2 The challenges of using immersive technologies in design reviews

Immersive technologies have the potential to be very helpful in design reviews, particularly in terms of spatial

comprehension. These technologies allow for a more immersive and realistic experience, which can help users

better understand and engage with the design. For example, using extended reality (XR) devices in design
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reviews can allow users to experience the design more naturally, which can help them identify potential issues

and provide more detailed and accurate feedback. Additionally, by providing a more immersive experience,

XR can aid in understanding by allowing users to perceive the design holistically and grasp the design as a

whole and not only as a set of isolated elements. Daniel et al. highlight the potential benefits of VR/AR

technology, such as improved collaboration, design visualization, and cost savings [175]. Muhammad et al.

found that using VR in design reviews can improve the ability of stakeholders to understand and evaluate

the design [236].

Furthermore, some studies have shown that using XR in design reviews can improve stakeholder com-

munication and collaboration. XR enables users to experience the design in a shared virtual environment,

facilitating more effective communication and feedback, leading to more efficient decision-making and a

streamlined design review process [248]. XR can also help reduce the physical barriers that impede collab-

oration and communication, such as geographical distance or mobility limitations, allowing stakeholders to

participate in the review process regardless of location or ability [69].

Immersive technologies have shown great potential in the industry. There are several case studies of

companies using immersive technology in industrial design reviews:

• Boeing: The aerospace company uses VR to visualize and test designs for its aircraft interiors [33].

They identify and resolve issues before building the physical prototypes, which saves time and money.

• Ford: The car manufacturer uses VR and AR to design and test new vehicles. Engineers can walk

around virtual models of cars, sit in the driver’s seat, and even test drive the virtual vehicles to identify

and resolve issues before building physical prototypes [30].

These are just a few examples of companies using immersive technology in industrial design reviews. As

the technology continues to improve and become more widely available, more and more companies will likely

adopt these tools to improve their design processes. Industries may be hesitant to use immersive technologies

in their design reviews for several reasons:

• Lack of understanding: As the technology is relatively new, companies may not fully understand how

it can be used in the design review process, making them hesitant to invest. For example, VR is not

commonly used as part of BIM during pre-task planning due to the absence of proven workflows and

required standard techniques [66].

• Cost: Implementing immersive technologies can be expensive, and many companies may not see the

immediate benefits of using these technologies. The cost can make it difficult for companies to justify

the investment, especially for small to medium enterprises.
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• Lack of trained personnel: There may be a need for more trained personnel to operate and implement

the technology, which can add to the cost of adoption and make it difficult for companies to adopt the

technology [66].

• Technical challenges: Some industries may have specific requirements that the current immersive tech-

nology solutions still need to meet. Unlike plug-and-play consumer applications, current XR applica-

tions do not easily integrate with existing workflows and other software [66]. Companies restrain from

fully adopting this technology due to the various technical limitations [189].

• Ethical concerns: As the technology is immersive, it can raise ethical concerns, for example, data

privacy, security, and user experience [220].

• Uncertainty of the benefits: As the technology is still relatively new, there may be a need for more

case studies and evidence demonstrating the technology’s real benefits in the industry. Companies

can be hesitant to adopt it as they may not want to be the first to adopt a new technology that may

not work as well as expected. It does not help that several studies have presented conflicting results

regarding the effectiveness of these technologies [140]. Some studies have found that using immersive

technologies can lead to more efficient and effective design reviews, allowing stakeholders to visualize

and understand the design better and to identify and resolve issues more quickly. For example, a

study in architecture found that using VR in design reviews decreased the number of design iterations

and increased stakeholder satisfaction [140]. Other studies have found that immersive technologies in

design reviews can decrease clarity and stakeholder understanding. One explanation for the conflicting

findings in these studies could be that the researchers did not utilize the techniques used to their full

potential [140]. For instance, some studies involved only one person actively controlling the view, while

others observed in collaborative non-immersive virtual environments [247].

Overall, industries may be hesitant to adopt immersive technologies in their design reviews due to a lack

of understanding, cost, lack of trained personnel, the uncertainty of benefits, technical challenges, and ethical

concerns.

1.2.3 The use of head-mounted devices in design reviews

Current design reviews often use Cave Automatic Virtual Environment (CAVE) [153] and other large displays

[56,68] to immerse users in their plans. These technologies are stationary, require spacious installation areas,

and are expensive [178]. Some design review applications must be accessible anywhere [79], including offshore

oil stations in the middle of the ocean. In these cases, the Maintenance and Operations (M&O) employees
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who work on these offshore stations are often absent during the design reviews at the offices. To include

their input and expertise in the review process, they must be flown to the onshore location where the design

review occurs. This process involves extensive logistical arrangements and substantial travel costs. Given the

remote and isolated nature of offshore oil stations, it can be particularly challenging for offshore employees

or those in different regions.

In early 2020, the COVID-19 outbreak significantly impacted business enterprises in all industries requir-

ing millions of people to work virtually, leading to the increased use of virtual conferencing and collaboration

tools [173, 233]. However, this rapid shift to remote work and virtual interactions also posed challenges

accessing immersive technologies [9]. Due to the pandemic restrictions and remote work setups, users en-

countered limitations in physically accessing and utilizing immersive technologies. These technologies often

require specialized equipment, dedicated spaces, and collaboration within a shared physical environment.

With remote work arrangements and limited access to physical workspaces, using immersive technologies

become more challenging for individuals.

Researchers have been actively exploring immersive head-mounted devices (HMDs) to improve users’

understanding and engagement with 3D models [149], particularly in remote and space-constrained envi-

ronments. HMDs offer a cost-effective alternative to bulky immersive display systems like CAVE, making

them suitable for areas where space may not be available for installing large display setups [178]. Addi-

tionally, HMDs enable remote collaboration and review, allowing team members in different locations to

participate in the design review process. This capability is valuable for remote areas with limited access

to traditional design review setups. Considering the possibilities presented by head-mounted devices, this

method of presentation represents a lost opportunity.

However, using head-mounted devices has assisted in the evolution of collaboration in design reviews.

Germani et al. has classified collaboration into four categories [93] as shown in Table 1.1.

Table 1.1: Four different categories of collaboration

Communication
Location

Co-located Remote

Synchronous Synchronous and co-located Synchronous and remote
Asynchronous Asynchronous and co-located Asynchronous and remote

• Synchronous and co-located: working together while communicating in real-time and face-to-face meet-

ings. This method is the most common way to perform formal design reviews with the client.

• Synchronous and remote: working together while communicating in real-time, but some or all the team

members work in different locations. A typical example is using a video conferencing application to
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share the screen while navigating and reviewing the 3D model.

• Asynchronous and co-located: working in the same area but at different times. The communication is

usually through recorded or written messages and comments.

• Asynchronous and remote: also called distributed collaboration. This category applies to working at

different times and from different locations.

1.2.4 My personal experience in the industry

I have worked for the last five years with immersive head-mounted devices, where I have been exploring the

applicability and impact of this technology in engineering and construction. I have focused on developing

advanced engineering design review solutions using extended reality devices. I have worked on the research

and development of several prototypes that were guided and tested by engineers and designers, resulting in

the development of a product called “Panoptica Review”.

Panoptica Review1 is an extended-reality solution that supports multi-user, multi-location model reviews

using various access options, including Microsoft HoloLens, iPad Pro, VR and Web. It supports the complete

model review process, from setting up the meeting to inviting participants, dividing or segmenting the

model into smaller sections or components and importing them, the model review process, and a robust

reporting capability. Panoptica provides an environment for participants to dramatically improve model

review outcomes, including construction rework cost and time reductions.

1.3 Research Questions

1. What does a 3D design review system in an immersive environment look like, and how can it be

integrated into existing workflows to ensure smooth transitions and minimize disruption?

2. What are the main functionality challenges associated with integrating head-mounted devices into

design review processes, and how can they be addressed?

3. How can integrating gaze visualization into immersive design review systems help mitigate the logis-

tical challenges arising from asynchronous and remote collaboration, particularly in identifying and

understanding missing areas?

1https://www.ensureworx.com/services/engineering/
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1.4 Research Scope

As illustrated in Figure 1.4, the scope of the study is driven by two main research areas: design reviews and

immersive analytics. This thesis focuses on 3D model representations of design reviews mainly held in the

AEC industry. The AEC industry is chosen due to the availability of domain expertise and my personal

experience in this field.

This research aims to improve the efficiency and effectiveness of the design review process in the industry

through the integration of immersive analytics. The focus will be evaluating extended realities, specifically

head-mounted devices, to enhance the design review process. Additionally, this thesis will investigate the

use of advanced spatial-temporal visualization techniques, specifically 3D gaze visualization, to gain deeper

insights into the user’s interactions and decision-making during the design review process.

Figure 1.4: Thesis research context

1.5 Methodology and Contributions

This thesis aims to investigate and ease the integration of head-mounted immersive displays into design

reviews within the industry. However, there needs to be more documentation regarding how the industry

performs design reviews. Documentation on how head-mounted devices could impact the design process is

also conflicting.

To begin, I conducted a comprehensive systematic literature review to investigate the current utilization

of head-mounted devices in industrial design reviews. The adoption rate of these devices was compared to

other immersive displays while also examining the evaluation methods and tasks employed. This analysis

aimed to clarify the reasons behind conflicting results reported in the existing literature. The review also

explored main functionality issues and various approaches to address them.
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Furthermore, this thesis documents the development of four iterations of an immersive design review

system, with me taking the lead in technical development. Each iteration presents distinct approaches for

different functional aspects. The findings from the systematic literature review were utilized to evaluate

the effectiveness of these approaches when applicable. Two of these iterations encompassed industrial case

studies, further elaborated upon and described in greater detail, providing further insights into the practical

implementation and outcomes of the reviewed iterations.

To gain a deeper understanding of traditional design review processes and their comparison to those

incorporating head-mounted devices, interviews were conducted with engineers and designers from the in-

dustry. A focus group session was organized, where participants who had attended the two case studies

shared their experiences and perspectives. The insights gathered from this focus group further evaluated the

two iterations utilized in the case studies.

Finally, I investigated a significant issue arising from asynchronous and remote collaboration. In tradi-

tional design reviews, users typically view the same section on a shared or large screen while the lead designer

sequentially switches sections after collecting feedback from everyone required. Many users stick around and

wait until their section arrives. However, maintaining control over users’ focus on the same view becomes

challenging when employing head-mounted mixed-reality devices. Users wander around and explore their

areas of interest independently, leading to a shift from synchronous to asynchronous communication during

the design review sessions. This transition often results in losing important feedback, as the lead designer

becomes disconnected from the users’ perspective.

1.6 Organization of the Thesis

The rest of this thesis is organized as follows. Chapter 2 lists and discusses relevant background. Chapter 3

presents the results of a systematic literature review concerning the use of head-mounted devices in industry

for performing immersive design reviews. Chapter 4 discusses the functionality of four iterations of an

immersive design review system developed and utilized in the industry. Chapter 5 follows with a semi-

structured focus group to document traditional design review processes and interview the participants of the

two industrial case studies that utilized two of the iterations described in Chapter 4. Chapter 6 presents a

prototype that gives lead designers the tools to visualize gaze data. The prototype was evaluated using the

design critique method in collaboration with a domain expert in the field of design reviews. Finally, Chapter

7 concludes this study by discussing our findings and exploring future work.
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Chapter 2

Background

2.1 Immersive Analytics

This section delves into the concept of immersive analytics, exploring its rise and impact on various domains,

including the field of design reviews.

2.1.1 The emergence of immersive analytics

As more data is collected and stored, researchers have developed new methods and technologies to process,

analyze, and understand it. The tremendous increase in data, commonly called big data, has led to the

creation and advancement of several fields within data analysis [74], such as data science, data mining,

machine learning, and artificial intelligence.

Data analysis is the discovery of meaningful information in data and the generalization beyond what is

known. Data mining focuses on finding hidden patterns in data using methods from different fields, such as

artificial intelligence, machine learning, database systems, and statistics [45]. Researchers have developed

several applications to assist them with analyzing their data, such as Weka and R [108]. However; such

applications require improvements in user interfaces and data representations [160].

The growth of big data has also led to the development of new and improved visualization techniques [132].

Information visualization is crucial to working with big data to portray enormous and complicated data

sets for people to comprehend and analyze. Information visualization focuses on creating interactive visual

representations for intuitively conveying data and information [157]. They enable the exploration and analysis

of data in real time, allowing users to instantly spot trends, patterns, and insights that would be challenging

to find with conventional techniques.
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Overall, data visualization plays a crucial role in big data, leading to the development of many tools and

applications to assist in creating and sharing interactive visualizations. Some of these tools target developers,

such as D3.js [126] and Google Charts [35]. Others, such as Tableau, have been commercialized and designed

for a broader range of audiences in industry [169]. These tools may also target researchers, data scientists,

and analysts like Gephi and R [54,124].

Although all the tools mentioned above support data analytics, they are mainly used to create simple

visual representations of data. These tools help explore and understand data, but they can be limited in

their ability to fully immerse the user in the data and provide a complete understanding of the underlying

patterns and relationships. The reason is that these tools are typically viewed on a flat screen, making it

difficult for users to grasp the complexity of large and multi-dimensional data sets fully.

In recent years, there has been a growing interest in immersive analytics. This field aims to create

more immersive and interactive visualizations that can provide a deeper understanding of data. Immersive

analytics utilizes immersive technologies and 3D visualization to create more engaging and intuitive ways

of exploring data [36]. These technologies allow users to interact with data more naturally and intuitively,

enabling them to more easily identify patterns and relationships that might not be immediately obvious in

traditional visualizations.

The term “Immersive Analytics” was previously used by Robertson et al. in 2009 [199], followed by Bown

et al. in 2010 [29]. However, an Australian group from Monash University formally initiated it as a new

research field in 2015 [47]. Since then, more publications have targeted this field using the term “Immersive

Analytics” [82].

2.1.2 Immersive environments and technologies

This subsection investigates the immersive environments and technologies that support immersive analyt-

ics, showcasing the diverse tools and technologies that enable users to interact with data in dynamic and

immersive ways.

2.1.2.1 Immersive environments

Immersive environments refer to digital or virtual spaces designed to simulate real or imagined environments,

allowing users to interact with and experience them as if they were physically present. The two primary

immersive environments are the following:

• Augmented reality is a technology that blends virtual and real-world elements in a single user interface.

It overlays digital information, such as images, videos, and 3D models, onto a user’s view of the
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Figure 2.1: Simulated AR views (HDD and HMD from left to right) [128].

Figure 2.2: A user immersed in a virtual-reality environment inspecting the layout of an oil and gas facility.

physical world, creating an augmented-reality environment, as shown in Figure 2.1. The goal of AR is

to enhance the user’s perception of the physical world with relevant, context-aware digital information.

• Virtual reality is a technology that replaces the user’s view of the physical world with a computer-

generated simulation of a three-dimensional environment while blocking the real world. It provides a

complete immersion experience in which users only see whatever digital picture is placed on the screens

in front of their eyes, thus creating virtual-reality environments, as shown in Figure 2.2.

Microsoft HoloLens is the first commercial, self-contained, and mixed-reality headset to make it possible

to display and interact with virtual holograms in the real world [96]. Microsoft announced the device in

2015, and it helped to popularize the concept of mixed reality and raise awareness of the technology among

consumers and businesses. Mixed reality has emerged and is now quite commonly adopted to support

visualization [240]. It combines virtual and augmented reality but goes beyond overlaying digital information
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Figure 2.3: Two individuals interacting with a virtual map anchored in their lab using a mixed-reality
headset: Microsoft HoloLens.

on top of the user’s view of the real world. It refers to blending the real and virtual worlds to create a new

environment where physical and digital objects coexist and interact in real-time.

Mixed reality is an extended augmented reality version where users can better interact with the holograms

[221]. The spectrum of mixed reality lies between augmented and virtual realities, as shown in Figure 2.4.

Source: https://controlsoftware.eu/index.php/2019/02/22/extended-reality-market-growing/
Figure 2.4: The spectrum of extended reality.

In mixed reality, virtual objects are anchored to the real world, meaning they are placed in the real world

and remain in a specific location so users can interact, as shown in Figure 2.3. Anchoring creates a more

immersive experience than just AR, as the virtual objects can appear more realistic and can be interacted
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Figure 2.5: Display technology categories.

with more naturally.

In practice, the distinction between mixed reality and augmented reality is sometimes unclear, and the

definition of mixed reality continues to evolve as new technologies are developed [221].

2.1.2.2 Display technologies

Immersive display technologies utilize a variety of hardware to provide immersive environments by engaging

the user’s senses and creating a sense of presence and immersion in the simulated or augmented environments.

As shown in Figure 2.5, display technologies can be categorized mainly into the following groups: large

displays, tabletop displays, handheld displays, and head-mounted devices.

• Large displays use projectors [59] or large tiled display walls [130,218] to surround users in cubical or

round rooms.

• Tabletop displays use large horizontal touch screens as the center point for collaboration [210].

• Handheld displays (HHD) use gyroscope sensors, GPS systems, and mobile and tablet cameras. Some

handheld devices can be turned into head-mounted displays using accessories such as cardboard frames.
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• Head-mounted displays use gyroscope sensors, cameras, infrared sensors, hand gestures, and joysticks.

Some of these devices are self-contained, while others require connection to powerful computers.

Large and tabletop displays are stationary and expensive but can render high-resolution images. On

the other hand, handheld and head-mounted displays are portable and cheaper, but they cannot generate

high-resolution models.

2.1.2.2.1 Large display technologies A common environment in this field is CAVE. CAVE creates

an immersive environment by using projectors directed at the walls of a cubic room. CAVE premiered in

1992 [59]. Since then, researchers have been using and improving the technology [47, 194, 234]. CORNEA

is an example of an enhanced version of the original CAVE [178]. CORNEA improves the resolution of the

projection by using 4k projectors.

A few years ago, researchers shifted their preferences to tiled display walls. CAVE2 is a modified version

of the original CAVE that uses high-resolution, tiled-display walls instead of rear projection screens to create

a hybrid-reality environment [75]. Researchers have built and operated many tiled display walls, including

NexCAVE [130], TourCAVE [218], Cyber-Commons [196], and Powerwall [164,244].

2.1.2.2.2 Tabletop displays Tabletop displays have grabbed the attention of researchers, especially in

collaborative areas [210]. Halskov et al. created a device called CAVI [109]. CAVI is a 3d tabletop display

that combines tabletop features with 3D projection. CAVI facilitates the augmentation of visual data on

tangible objects based on their physical shape, position and orientation on the tabletop.

A workbench is a large interactive surface optimized for design, engineering, and data analysis tasks

[144, 148]. Workbenches can also be considered a type of tabletop display. They often include built-in

displays, touch and gesture-based inputs, and various sensors and tools to aid the work [172]. Workbenches

provide interactive and collaborative experiences, similar to a multi-touch table. Some workbenches can be

large and complex, including multiple screens, cameras, and other hardware to support the user’s tasks [207].

2.1.2.2.3 Handheld displays Handheld devices such as smartphones and tablets can also provide im-

mersive environments through virtual and augmented reality experiences.

With the recent growth of virtual reality, several devices have become commercially available that use

mobile phones to immerse users in virtual-reality environments, including cardboards, as shown in Table

2.1. Greenwald et al. state that input methods for mobile VR systems are currently minimal – mainly head

orientation and single-button input [102]. Greenwald et al. has created a proof-of-concept that uses eye-gaze

tracking to generate more interactions for cardboards.
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Handheld devices can also create augmented and mixed-reality environments [10]. Currently, most apps

create spatial awareness by using regular cameras. Recently, new handheld devices have started to embed

infrared cameras. Infrared cameras provide a more accurate spatial understanding and indoor tracking.

Google provided tango technology; it allowed virtual objects and information to appear on top of one’s

surroundings. Tango facilitates spatial awareness of the surrounding world using various motion sensors,

including a 3D depth sensor, an accelerometer and a motion-tracking camera [170].

2.1.2.2.4 Head-mounted devices Head-mounted devices are commercially available, and researchers

are investigating possible advantages and applications [47]. Some of these devices lay virtual objects over the

user’s view of the physical world, creating a mixed-reality environment. Other devices provide a complete

immersion experience in which users only see whatever digital picture is placed on the screens before their

eyes, thereby creating virtual-reality environments. Devices with complete immersion can also create mixed-

reality environments by feeding the digital view with a video stream of the physical world around the user.

Head-mounted devices are known for precisely tracking the rotation of the user’s head, thereby providing an

immersive experience that aligns the digital view with the user’s perspective. However, only a few can track

the user’s indoor location. Most head-mounted devices provide interactions through hand gestures or other

hardware controllers. The cost of these devices varies between the developer and consumer versions and

whether they are self-contained. Self-contained devices can function without computers or phones attached

to them. Table 2.1 and Table 2.2 list and compare a list of devices that researchers can use in the immersive

analytics research field.

Table 2.1: List of some virtual reality devices that can be used in immersive analytics research

Device Cardboards Meta
Quest
2

HTC Vive
Pro 2

HP Reverb
G2

Pico Neo 3
Pro Eye

View Complete
Immersion

Complete
Immersion

Complete
Immersion

Complete
Immersion

Complete
Immersion

Field of view Depends on
cardboard

H: 97◦

V: 93◦
H: 120◦ H: 98◦

V: 90◦
H: 98◦

V: 90◦

Resolution (per eye) Depends on
phone

1832x1920 2448 × 2448 2160 x 2160 1832x1920

Self-contained Requires a
phone

Self-
contained

PC-powered PC-powered Self-
contained

Price =̃ 20 CAD 610 CAD 1849 CAD 850 CAD 1150 CAD

20



Table 2.2: List of some mixed-reality devices that can be used in immersive analytics research

Device Microsoft
HoloLens 2

Magic Leap 2 Nreal Light Varjo XR-3

View Overlays over
physical view

Overlays over
physical view

Overlays over
physical view

Complete Im-
mersion

Field of view H: 42◦

V: 29◦
H: 44◦

V: 53◦
Diagonal: 52◦ H: 115◦

V: 90◦

Resolution (per eye) 1440 × 936 1440 × 1760 1920 x 1080 2880 x 2720
Self-contained Self-contained Self-contained Phone-powered PC-powered
Price 4750 CAD 3500 USD 499 USD 5495 USD

2.2 Space-time Visualization

Temporal datasets are ubiquitous but tricky to visualize, especially when the datasets involve multiple

dimensions in addition to time [17]. This study explores 4D visualizations. This section categorizes the

visualizations based on their primary purpose and intent.

2.2.1 Visualizations for time representation

The first category includes visualizations explicitly dedicated to representing time-related aspects in the

data, such as animations, trajectory visualization, and space-time cube visualization. These visualizations

provide direct means of conveying temporal information.

2.2.1.1 Animation-based visualization

Animation-based visualization simplifies data representation by focusing on a single moment at a time. It

uses a sequence of snapshots displayed over time to create an animated visualization, allowing viewers to

observe the data’s temporal changes visually and intuitively, as shown in Figure 2.6.

Figure 2.6: Visualization of a falling cylinder at different time snapshots (time in seconds). In
animation-based visualization, those snapshots would be displayed simultaneously over time.

The speed at which these snapshots are played determines the smoothness of the animation. Slower
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speeds require more snapshots per second to ensure a fluid viewing experience. Alternatively, the speed can

be adjusted to match real-time, or it can be accelerated or decelerated for specific analysis purposes [43].

To achieve smooth animation, a technique called data tweening or in-betweening can be employed. This

involves interpolating the intermediate states between two adjacent snapshots. For example, in Figure 2.6,

if one wants to display the cylinder at time 0.25s, the rotation and position transformations of the cylinder

can be smoothly interpolated using data tweening, as shown in Figure 2.7.

In the context of 3D modelling, each object has a pivot point and a normal vector. The pivot point acts

as the rotational center of the object, while also defining its position. On the other hand, the normal vector

represents the object’s rotation and direction, always passing through the pivot point.

Figure 2.7: Tweening the fall of a cylinder.

2.2.1.2 Trajectory visualization

Trajectory visualization displays multiple time snapshots simultaneously. Each snapshot’s latitude, longi-

tude, and elevation gets mapped onto the x, y, and z-axes. After computing the points, they are joined and

smoothed by a trajectory, as shown in Figure 2.8. At this stage, it can get tricky, based on the dataset

domain, to detect the speed and direction of the changes.

Buschmann et al. proposed a more advanced version of the trajectory visualization [34], as shown in

Figure 2.9. This visualization has proven effective with dense datasets.

• The trajectory is rendered as a tube.
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• The arrows are overlayed on top of the course to define the direction.

• The acceleration is mapped onto colours.

Air traffic control systems often use trajectory visualization to represent plane paths [34,123]. However,

it is not often used elsewhere.

Figure 2.8: Simplified trajectory visualization of 4D dataset.

2.2.1.3 Space-time cube visualization

Torsten Hägerstrand was an influential Swedish geographer who significantly contributed to human geogra-

phy. He is widely known for his “Time-Geography” concept, which analyzes and visualizes the relationships

between people, activities, and the environment in space and time. Hägerstrand’s work on time geography

provided a foundation for developing the space-time cube visualization [151].

Space-time cube visualization is similar to trajectory visualization, which displays multiple time snapshots

simultaneously. Hägerstrand created this visualization in the early 1970s to study the histories of people’s

interactions [105]. He designed a space-time cube where the base represents the 2D geographical space while

the time gets mapped onto the cube’s height [88], as shown in Figure 2.10.

Space-time cube visualization represents data points as cubes in a 3D environment, where the x and y axes

represent the spatial dimensions and the z-axis represents the temporal dimension. The cubes can be sized,

coloured, and positioned to represent additional variables and provide insight into complex relationships

between events over time and space. For example, people often use colour to distinguish paths of different
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Figure 2.9: Advance trajectory visualization of 4D dataset [34].

Figure 2.10: Simplified space-time-cube visualization.
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entities displayed on the same graph [72].

Because time gets mapped onto the z-axis, sometimes the axis can go relatively high, leading to the

disassociation of a point from its respective 2D location. Shen et al. suggested a visualization adjustment

that could help solve this issue [213], as shown in Figure 2.11. He created this adjustment to categorize

different time segments. This adjustment replicates the cube’s base at various levels across the y-axis. The

repeated floors are semi-transparent enough to allow for the visibility of the data while allowing for a better

association between data points at higher time values and their 2D locations.

Figure 2.11: Space-time-cube visualization with replicated base.

2.2.2 Time-independent visualizations applied to temporal analysis

In contrast, the second category comprises visualizations that are not focused on time representation but

have still been utilized for temporal analysis. Heatmap visualization, for example, can be used to identify

patterns and trends over time. Multiple graphs, on the other hand, can facilitate comparative analysis
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between different periods or variables.

2.2.2.1 Heatmap visualization

Heatmaps are data visualization types that use colour to represent a particular variable’s magnitude at a

given point in space [65]. They provide a quick and intuitive way to understand patterns and trends in the

data, making them a popular choice for data analysts and researchers.

Representation of data points as a 2D grid is usual in heat maps, where each cell is coloured based on the

variable’s value. However, researchers have experimented with expanding the heatmap to 3D spaces [224].

In a 3D environment, there are three generic approaches to viewing a heatmap, as shown in Figure 2.12.

• The projected view uses the projection of the data distribution on a specified 2D plane, for example,

the top view, as shown in Figure 2.12 (a).

• The object-based view uses a single colour on each model, as shown in Figure 2.12 (b). This approach

helps compare the feature’s magnitude between the different models in the 3D environment.

• The surface-based view displays the usual heatmap directly on the model’s surface using a vertex-based

mapping, as shown in Figure 2.12 (c). This approach helps further investigate the area of interest for

users on a 3D object.

Figure 2.12: Different heatmap visualizations in 3D space [224].

While heatmaps are not primarily used for spatio-temporal visualization, researchers have explored their

integration to overlay time over space, such as in the context of gaze visualization [224]. Gaze visualization

is distinct from heatmap visualization, encompassing techniques and methodologies for representing and
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Figure 2.13: Visualizing the sales of the states in the USA across different years [104].

analyzing eye movements. However, heatmap visualizations have been employed within gaze visualization

to provide additional insights and aid in understanding fixation patterns and attention distribution.

2.2.2.2 Multiple graphs

Unlike the previously discussed visualizations, multiple graphs are employed in this visualization approach to

facilitate comparison and uncover trends [104,231]. Each graph represents a distinct time snapshot, resulting

in multiple graphs being arranged and presented alongside each other, as shown in Figure 2.13.

While multiple graphs can be used to visualize various data types, researchers have specifically mapped

each graph to a separate time snapshot in the context of time-based analysis. This allows for examining

trends and patterns across individual variables over time, enabling more effective analysis of inter-variable

relationships [251].
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Figure 2.14: Visualizing the spatial and temporal distributions of food stamps issued in the 100 counties in
North Carolina [231].

Even in this time-based approach, the graphs can be rendered in a 3D space, allowing for additional

dimensions of information to be represented. Similar to trajectory visualizations, the graphs’ x, y, and z

axes can be mapped to latitude, longitude, and elevation, respectively, enabling the exploration of spatial

relationships alongside the temporal aspect of the data [251].

Furthermore, the 3D representation offers flexibility in mapping the z-axis to different data values beyond

elevation [231]. This allows the incorporation of another variable or attribute into the visualization, such as

population density, revenue, or any other relevant parameter, as shown in Figure 2.14. By extending the

visual encoding to the third dimension, the graphs can convey a richer and more comprehensive understanding

of the underlying data, enabling analysts to uncover multi-dimensional insights and correlations within the

temporal-spatial context.

However, one limitation of this approach is its scalability. As the number of time snapshots increases,

the complexity of interpreting and understanding the displayed graphs also grows. This could hinder the

user’s ability to extract meaningful insights from the visualization when dealing with large datasets spanning

numerous time intervals. Furthermore, the multiple graphs approach faces the challenge of limited screen

space for effectively presenting and exploring the data.

Despite these limitations, utilizing multiple graphs provides a valuable method for comparing and an-

alyzing data across different time snapshots, uncovering temporal trends, and exploring spatial-temporal

relationships.
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2.3 Building Information Modeling

This section delves into BIM, its origin, significance, and its relationship with the evolution of design review

practices.

2.3.1 The emergence of BIM

Building Information Modeling creates a digital representation of a building or infrastructure that integrates

design, construction, and operational information into a single model. It emerged in the AEC industry as

a response to the need for a more efficient and collaborative approach to building design and construction

[239]. BIM technology has revolutionized the AEC industry’s operations by providing a shared collaboration

and data exchange platform, reducing waste and rework, and improving project delivery and operational

performance [240].

The origin of BIM goes back to the early days of Computer-Aided Design (CAD) when the first 2D

CAD systems were introduced. During this time, construction companies primarily created 2D blueprints

to communicate design intent [16, 46]. These blueprints were easy to construct and provided descriptive

information about the building design [58].

In the mid-20th century, the introduction of CAD software marked a significant milestone in the evolution

of design processes. Notably, in 1963, Ivan Sutherland introduced Sketchpad, a pioneering CAD system

that allowed users to interactively create and manipulate geometric shapes using a light pen [227]. While

Sketchpad primarily focused on 2D drafting and design, it laid the foundation for future advancements in

CAD technology.

The adoption of CAD software in the industry created new opportunities to communicate architectural

designs digitally in various formats, moving beyond traditional blueprints [23]. Graphical standards for

2D illustrations emerged as CAD systems became more prevalent, facilitating the digital representation of

architectural elements and enhancing the design stage of projects [58].

With the advancement of computer technology and the increasing demand for more sophisticated building

designs, 3D modelling and simulation tools were developed, leading to the development of BIM. BIM allows

a more detailed and accurate representation of the building, including its geometry, construction materials,

and systems [156, 239]. This information is used throughout the entire building lifecycle, from design to

construction, operations, and maintenance [87,114].

In recent years, BIM has become widely adopted in construction, rapidly becoming an industry standard.

Many governments worldwide have adopted BIM as a mandatory requirement for their public projects, and

private sector organizations increasingly recognize the benefits of using BIM. This has led to the development
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of a wide range of BIM tools and services, including software, training programs, and consulting services, all

aimed at helping the AEC industry adopt and implement BIM effectively.

A bill of quantities (B/Q) is a detailed document that construction companies use to outline the cost

breakdown of a project. The bill of quantities has a long history, formally emerging in 1859 when the Standard

Method of Measurement (SMM) was introduced as a standardized system for quantifying construction works

[195]. This system aimed to provide consistency and clarity in measuring and pricing construction materials

and labour.

In the context of BIM, integrating the bill of quantities started gaining attention in the early 2000s as

BIM technology became more prevalent in the construction industry [195]. The goal was to enhance BIM’s

collaborative and information-rich nature by incorporating cost-related data into the digital model.

However, even with the introduction of BIM, clients still felt disconnected and desired a better under-

standing of how construction companies were utilizing their investments [114]. This need arose from the

challenges associated with comprehending traditional 2D design documentation, such as blueprints [216].

Interpreting and understanding complex blueprints can require years of training and experience [58], making

it difficult for clients to fully grasp the cost implications and project scope.

2.3.2 The emergence of design reviews in BIM

The advancement of 3D technology has caused researchers and businesses to view it as a more effective means

of communicating project requirements to clients. The use of 3D models has reduced the need for rework

due to improved jobsite communication and accuracy [58]. Previously, the cost of software and employee

training made the widespread adoption of 3D impractical [58]. However, BIM now utilizes intelligent 3D

models to streamline design, construction, delivery, and facility management processes [46]. Universities

and colleges are also teaching 3D modelling skills [49, 240]. As a result, design reviews, often with client

participation [239], are becoming more common [58].

The design-review process aims to identify any errors or inconsistencies in a design [216]. Participants

in this review typically include architects, engineers, contractors, and clients. The review is documented

and traceable, with the design team examining comments, evaluating them, and resolving any issues. The

design-review process can be time-consuming and result in multiple redesigns.

Incorporating clients into 3D modelling design reviews alone was insufficient to address the rework issue.

Rework accounts for 30% of project costs and results in billions of dollars wasted annually [46], more than

$15 billion in the US alone. Design issues are frequently identified once construction has started [62] due to

last-minute changes requested by clients who did not fully understand the design [62]. It is also important
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to mention that M&O staff are often not invited to these reviews, leading to overlooking O&M costs during

the design and construction phase [114]. The designers perceived these staff to lack design knowledge and

geometric thinking ability, hindering their ability to visualize the design intent [239].

2.3.3 Recent developments in design review

Companies have attempted to immerse clients and M&O employees inside CAD models using immersive

technologies such as the CAVE and other large monitors [216]. These technologies are stationary, require a

spacious lab to set up, and are expensive [178]. Dedicated space is not always applicable, as some applications

must be deployable anywhere [79]; otherwise, M&O employees will have to fly over for each review, which is

costly—especially for offshore employees or employees in different regions.

Companies and researchers started looking into head-mounted devices as alternative solutions to large

displays. Head-mounted devices that provide virtual and augmented reality are suitable due to their porta-

bility and cost-effectiveness. This advantage has led to the increased utilization of those devices in BIM

systems [62,240].

2.3.4 Industry integration and documentation

Many papers extensively discuss the advantages and challenges of utilizing immersive devices for model

visualization. However, there remains a gap in the literature regarding the specific strategies and approaches

for effectively integrating these devices within industry practices and workflows [46, 240]. At the current

state, it requires some effort to get a model into an immersive environment [62], as shown in Figure 2.15.

The user must first finish the 3D model in CAD software. Then they must import it into another modelling

software to convert the 3D model into an immersive compatible format, such as an FBX file format. Finally,

they must import the 3D model into a gaming engine. During this process, BIM metadata often gets

lost. It is also important to mention that the construction industry hesitates to adopt new and emerging

technologies [46, 58, 114]. Therefore, in the early adoption stage, the new technology/system must be an

extension rather than a replacement. However, we must understand how traditional design reviews work

and their issues to build an extension. There is a need for more documentation on this process and the

issues/challenges that companies face while trying to integrate AR/MR/VR into their review processes.
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Figure 2.15: Emerging history of BIM and design reviews.
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Chapter 3

Systematic Literature Review: 3D

Design Review Systems in Immersive

Environments

3.1 Introduction

3.1.1 Overview

The chapter conducts a systematic literature review to explore the current state of using head-mounted

devices in immersive design reviews, explicitly focusing on their application in industrial settings. It examines

reported design review systems, identifies challenges encountered, and investigates the strategies employed

to address them, providing valuable insights into the practical implementation of immersive design review

processes in the industry.

3.1.2 Rationale

Previous literature reviews have investigated the use of immersive technologies in various industries, including

manufacturing systems [73], architecture and construction [188], and Industry 4.0 [188]. These reviews have

focused on the practical applications and challenges of using immersive technologies such as AR, VR, and

MR.

While some of these reviews have touched on the use of immersive technologies in design reviews, they have

not explicitly addressed the questions we seek to answer in this systematic literature review. For example,
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Horvat et al. [118] conducted a systematic literature review on immersive virtual reality applications for

design reviews. However, they only included papers that used VR environments and focused mainly on

classifying the papers based on the functionalities and capabilities of the applications they discussed. Kent

et al. [135] also conducted a literature review on mixed reality in design prototyping but only included papers

focusing on prototyping applications.

Other literature reviews have focused on specific tasks in design reviews, such as the visualization of

subsurface utilities using AR [168] and collaboration in fashion design using VR [253]. However, these

reviews have not provided a comprehensive overview of the use of immersive technologies in design reviews.

Moreover, some previous literature reviews were limited in scope due to their selection of specific date

ranges and the exclusion of older publications, thus hindering the study of historical progression and changes

in research interests over time. Additionally, some reviews overlooked essential data sources, such as IEEE

and ACM, which are important computer science and engineering literature repositories. Furthermore,

excluding conferences and workshops in certain reviews resulted in losing valuable information and insights

from these key academic platforms. For instance, Prabhakaran and Ahmed [188] conducted a literature

review on the challenges of using immersive technology in architecture and construction but only included

journal articles and excluded conference papers. They also limited their search to 2010 to 2019 and used

only Science Direct and Scopus as their data sources.

In contrast, Cardenas et al. [38] focused solely on immersive technology applications in Industry 4.0.

They excluded conceptual studies and early-stage studies that are still in their initial phases of development

or exploration. They also excluded papers that did not directly discuss practical applications and limited

their search to the years 2011 to March 2022. Sidani et al. [217] focused on recent tools and techniques of

BIM-based augmented reality within the AEC domain. Although they briefly mentioned the potential of AR

for design reviews conducted onsite, they did not further discuss this application or the associated challenges.

Their review primarily emphasized the broader use of augmented reality within the AEC industry rather

than explicitly addressing design review processes. Lapointe et al. [146] conducted a systematic literature

review on distributed VR co-design systems but only included papers that support multi-user collaborative

design or design review.

Despite the growing interest in immersive technologies for design reviews, there is a lack of comprehensive

literature that specifically examines the utilization of immersive devices within industry settings. Specifically,

there is a lack of research exploring the immersive head-mounted devices in design reviews, their adoption

rate compared to other immersive technologies, the different evaluation methods used by industry, the types

of tasks used to evaluate the effectiveness of those devices, and the technical challenges faced with using

HMDs during design reviews. Therefore, this systematic literature review aims to fill this gap by reviewing
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the existing literature on immersive HMDs in industry design reviews and further exploring these devices’

adoption rates and the challenges and issues that may arise when using them. This review will provide

insights into the current state of the art in immersive design reviews and highlight areas for future research.

3.1.3 Objectives

More specifically, the presented work is driven by the following research questions:

1. How frequently are authors reporting on the use of head-mounted devices in design reviews within

industry settings?

2. Which industries are prominently discussed in the literature regarding using immersive head-mounted

devices during design reviews?

3. What is the prevalence of head-mounted devices compared to other immersive technologies in the

literature when used for design reviews?

4. What types of realities are more commonly used by the industry?

5. How advanced and developed are the systems used by the industry regarding their functionality, us-

ability, and scalability?

6. What methods are employed in the literature to assess the effectiveness and performance of head-

mounted devices in design reviews within industry settings?

7. What specific tasks or activities were conducted by participants during the evaluation process to assess

the effectiveness of head-mounted devices in design reviews, as discussed in the previous question?

8. What are the technical challenges faced when using head-mounted devices during design reviews?

The remainder of this chapter is organized as follows. Section 3.2 contains an explanation of the research

methods involved in the systematic review. Section 3.3 presents the results of our analysis. After that, we

thoroughly discuss our findings in section 3.4. Finally, we list our limitations and provide our conclusion in

section 3.5.

3.2 Methodology

The systematic literature review follows the PRISMA (Preferred Reporting Items for Systematic Reviews and

Meta-Analyses) framework, a widely recognized guideline for conducting and reporting systematic reviews
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[176]. The PRISMA framework consists of a four-phase flow diagram, which includes the following steps:

identification, screening, eligibility, and inclusion. The first step involves identifying relevant studies through

a comprehensive search of electronic databases. In the second step, studies will be screened based on pre-

determined inclusion and exclusion criteria. In the third step, full-text articles of the remaining studies will

be assessed for eligibility based on the inclusion and exclusion criteria. In the final step, studies that meet

the eligibility criteria will be included in the systematic review and their data will be extracted and analyzed.

The use of the PRISMA framework will ensure that the systematic review is conducted in a transparent,

rigorous, and reproducible manner.

3.2.1 Eligibility criteria

The eligibility criteria for this systematic literature review were based on the following elements: publication

type, accessibility, language, and content. The criteria are outlined in Table 3.1.

To ensure that the study focused on relevant research, the first eligibility criterion required that papers be

peer-reviewed conferences or journal articles. This excluded other publication types, such as commentaries,

gray literature, and books. The second criterion focused on accessibility, requiring the papers to be available

and retrievable through online databases using university account. Papers that could not be retrieved

through these means were excluded from the study. The third criterion was language-related and required

that papers be written in English. This criterion was chosen to ensure consistency with the language of the

research team and to adhere to common practices in systematic reviews.

The fourth criterion focused on content and required that papers focus on using immersive devices, as

described in Section 2.1.2.2, in design reviews. Papers that did not discuss immersive devices or did not

specifically focus on design reviews were excluded from the study. Furthermore, the study only included

primary research studies, including articles presenting a new solution, validating it in a lab environment,

or evaluating it in practice. Papers not meeting these criteria, such as literature reviews or non-original

research studies, were excluded.

In addition, a separate eligibility criterion explicitly focused on the use of head-mounted devices in design

reviews. This criterion required that the papers discuss the use of HMDs, not just other types of immersive

technologies. Papers that did not meet this criterion were excluded from the study. By implementing this

criterion, we aimed to analyze the prevalence and specific contributions of HMDs in the context of design

reviews, which would contribute to answering research question 3 regarding the adoption of head-mounted

devices in design reviews.

These eligibility criteria were selected to ensure that the study focused on relevant and high-quality
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research while being feasible and reliable. These criteria were used during the selection process, and any

papers that do not meet the eligibility criteria will be excluded. The number of papers included and excluded

at each stage of the selection process is reported in a PRISMA flow diagram to ensure transparency and

repeatability, as shown in Figure 3.1.

Table 3.1: Eligibility criteria and exclusion examples for each criterion

The eligible paper: Exclusion examples

a) is a peer-reviewed conference or journal article Call for papers, commentaries, gray literature,
books

b) is available and retrievable Papers that are not available online or cannot be
retrieved by the university account

c) is written in English Papers written in other languages
d) focuses on the use of immersive devices in design
reviews

Papers that do not talk about design reviews or fo-
cus on the use of non-immersive virtual prototyping

e) is a primary research study Non-original research studies such as literature re-
views

f) is published, funded, or evaluated by industry Papers that did not involve the industry and were
only validated in a laboratory environment

g) focuses on the use of head-mounted devices Papers that focus on other types of immersive tech-
nologies, such as screen-based VR and handheld de-
vices or desktop AR

3.2.2 Information sources

The present work uses the following electronic databases for relevant literature: Scopus, ScienceDirect, ACM

Digital Library, and IEEE Xplore. These databases were chosen because they cover a wide range of disciplines

and are known for their comprehensive coverage of the literature in those fields. The lists of records obtained

from each database were merged and filtered, removing duplicated records.

3.2.3 Search strategy

The literature search was performed on January 3, 2023, to identify the papers focusing on using immersive

devices in design reviews. The search strategy was developed based on the inclusion criteria described

above. The search was conducted using a combination of keywords and boolean operators executed on the

four databases as an advanced search, as shown below and in Table 3.2:

((“virtual reality” OR “augmented reality” OR “mixed reality” OR “digital reality” OR “immersive”

OR “vr” OR “ar” OR “mr”) AND (“design review”))

Other relevant constraints are indicated in the search parameters when applicable, such as the period

ranging up to the end of 2022, the type of document (limited to conference and journal articles), and the

language of publication (English).
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Table 3.2: Search query string executed in the database platforms

Database Search query string

Scopus TITLE-ABS-KEY (“design review”)
AND
TITLE-ABS-KEY (“virtual reality” OR “vr” OR “augmented reality” OR
“ar” OR “mixed reality” OR “mr” OR “immersive” OR “digital reality”)

ScienceDirect TS=(“design review” AND (“virtual reality” OR “vr” OR “augmented reality”
OR “ar” OR “mixed reality” OR “mr” OR “immersive“ OR “digital reality”))

ACM Digital Library TS=(“design review” AND (“virtual reality” OR “vr” OR “augmented reality”
OR “ar” OR “mixed reality” OR “mr” OR “immersive” OR “digital reality”))

IEEE Xplore ALL-METADATA (“design review”)
AND
ALL-METADATA (“virtual reality” OR “vr” OR “augmented reality” OR
“ar” OR “mixed reality” OR “mr” OR “immersive” OR “digital reality”)

3.2.4 Selection process

In this study, we used EndNote 20 to collect, organize, and cite the sample of database searchers. We also

used it for labelling and classification during all four phases. In the identification step, we queried four

databases, including IEEE (36 papers), ACM (250 papers), ScienceDirect (925 papers), and Scopus (312

papers), which yielded a total of 1523 papers. We then grouped the papers and removed 84 duplicates,

leaving 1439 papers to be screened.

In phase 2, we screened the title, abstract, and keywords of all 1439 papers using the inclusion criteria.

We excluded 1172 papers for the following reasons: not a peer-reviewed research paper (85 papers), not

retrievable (23 papers), not written in English (2 papers), not focused on design reviews or immersive

environments (1018 papers), and non-primary studies (44 papers). After phase 2, we ended up with 267

papers.

In phase 3, we screened the 267 papers using full-text content. During this phase, we excluded 225

papers for the following reasons: not focused on design reviews or immersive environments (39 papers), non-

primary studies (1 paper), did not involve the industry or were only validated in a laboratory environment

(114 papers), and did not focus on head-mounted devices (72 papers). Thus, we ended up with 41 papers

used in phase 4 for data extraction.

It is worth noting that all of the work was done by a single researcher, which could potentially introduce

bias.

3.2.5 Data collection process

During data collection, we followed two distinct processes to collect the data.
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Records identified through database searching
(n = 1523)

IEEE Xplore
(n = 36)

ACM Digital Library
(n = 250)

ScienceDirect
(n = 925)

Scopus
(n = 312)

Records screened
(title, abstract, and keywords)

(n = 1439)

Duplicates
removed
(n = 84)

Records excluded
(n = 1172)

Not a peer-reviewed research paper - 85
Not retrievable - 23
Not written in English - 2
Not focused on design reviews or immersive
environments - 1018
Non-primary studies - 44

Records screened
(full paper)
(n = 267)

Studies included in review
(n = 41)

Records excluded
(n = 225)

Not focused on design reviews or immersive
environments - 39
Non-primary studies - 1
Not associated or related to the industry - 114
Did not include head-mounted devices - 72
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Figure 3.1: Selection process of the study records.
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3.2.5.1 First process

For the first process, we used a Google sheet to store the labels and classifications for the papers. We followed

one of three coding approaches to answer our research questions in this process.

1. Closed coding: We followed this concept when the list of keywords needed to answer our research

questions is predefined, and they are not expected to change based on our findings.

2. Open coding: We followed this concept when we had no predefined keyword list to help answer our

research questions. The list was generated as we read the texts and updated incrementally.

3. Hybrid: We followed this concept when an initial list of keywords existed, but it was expected to

change based on our findings.

We began by collecting the year, title, name of the source, and publisher name for all 267 papers

that passed the title, abstract, and keyword screening. We also employed closed coding to collect the source

type, categorizing them as “Journal” or “Conference” publications.

We then proceeded to the first full-text elimination step. This step aimed to include all relevant publica-

tions pertaining to the utilization of immersive devices in design reviews, irrespective of the specific device

type or its applicability within the industry. This inclusive approach was necessary to address research ques-

tion 3, which examines the prevalence of head-mounted devices compared to other immersive technologies.

As a result, we identified 227 papers listed in Table A.3 that would undergo further filtering in the subsequent

elimination step. We collected additional information for those papers.

• Industry/Academic: Closed coding was used to compare the industry’s contribution to academia.

The words used for the closed coding were “Academic”, “Industry”, and “Both”. The papers were

coded with “Academic” if all the authors were affiliated with research institutes at the time of publica-

tion; similarly, the papers were coded with “Industry” if all the authors were affiliated with companies

at the time of publication. Finally, papers were coded with “Both” when industry and academic

authors co-wrote them.

• Display technology: Closed coding was used to identify the list of display technologies discussed

in each paper. The words were based on the four categories mentioned in Section 2.1.2.2: “Large

display”, “Tabletop”, “HHD”, and “HMD”. The code “Others” was additionally used to identify

additional types, such as simulators.

Finally, we proceeded to the second full-text elimination step, where we further examined the 227 papers

based on more specific inclusion criteria. As a result of this rigorous evaluation, we identified 41 papers
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that met all the criteria and were deemed relevant for our systematic literature review. These 41 papers

formed the final set of included papers, and we collected additional information from each to extract valuable

insights for our analysis.

• Type of paper: Closed coding was used to classify the papers into their appropriate type as defined

by Kai et. al. [182].

1. Philosophical: provides a new way of looking at a field.

2. Opinion: presents the author’s personal opinion.

3. Solution: a novel solution is proposed, but only a proof of concept is offered.

4. Validation: investigation of a solution in the lab that is not evaluated in practice.

5. Evaluation: investigation of a problem in practice.

6. Experience: describes the author’s experience with something that has been done in practice.

• Applied industry: Hybrid coding was employed to compile the list of industries or domains engaged

in immersive design reviews. Initially, we adopted a list proposed by Cardenas et al. [38] as a starting

point. However, we refined and expanded this list during the analysis phase, incorporating other

industries as indicated in the results section. The initial compiled list of industries included:

1. Automotive: This industry involves designing and producing vehicles such as cars, trucks, and

motorcycles.

2. Construction: This industry involves the planning, designing, and building of structures such as

buildings, bridges, and roads.

3. Energy: This industry produces and distributes energy resources such as oil, gas, and electricity.

4. Recreational: This industry involves activities related to leisure and entertainment, such as sports,

gaming, and tourism.

5. Manufacturing: This industry involves the production of goods using machinery, tools, and labour.

6. Maritime: This industry involves transporting goods and people via waterways such as oceans

and rivers.

7. Education and research: This industry involves academic institutions and organizations that

conduct research and provide education.

8. Health and safety: This industry involves activities related to maintaining individuals’ health and

safety, such as healthcare, emergency services, and public safety.

41



9. Aerospace: This industry involves the design and production of aircraft and spacecraft.

10. Petrochemical: This industry produces and distributes chemicals derived from petroleum, such

as plastics, rubber, and fertilizers.

11. Business: This category covers business-related activities that do not fit into the other categories,

such as finance, marketing, and management.

• Reality: Closed coding was used to classify papers into the extended reality they use. The three codes

used are (1) VR, (2) AR, and (3) MR.

• Devices and equipment: Open coding was used to collect the list of devices and equipment used.

• System maturity: Closed coding was used to identify the immersive applications’ maturity in the

design reviews. We used the list identified by Prabhakaran and Ahmed [188].

1. Framework: a system that can be used to build on and expand.

2. Architecture: a recommendation on how an immersive design review system should be built.

3. Prototype: built in a lab for testing and examining a hypothesis.

4. Application: production-ready application.

5. Toolkit: library or set of tools that can be used for preparing for immersive design reviews.

• Collaboration: Closed coding was used to identify the types of collaboration supported or performed

in each paper. The four types used are as classified by Germani et al. [93]: (1) Synchronous and

co-located, (2) Synchronous and remote, (3) Asynchronous and co-located, and (4) Asynchronous and

remote. An additional code was used when no collaboration was available: (5) Individual.

• Scale: Open coding was used to collect the scales used for the design review, explicitly referring to

the representation of virtual objects with respect to their physical dimensions in the real world. This

involved identifying whether the scale utilized matched the actual size of objects or whether it deviated

by being either larger or smaller in the virtual environment.

• Functionality: Closed coding was used to identify the functional classes of each paper. The functional

classes used in this study are based on the classification framework proposed by Horvat et al. [118].

1. Input: importing and loading all the data and information needed into the extended reality world.

2. Representation: creating the extended reality world by representing the information provided by

the input process.
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3. Navigation: moving around the model to review it.

4. Manipulation: temporarily modify the model to improve visibility and representation.

5. Edit: creating or editing the input data (geometric and semantic).

6. Creation: generating new information (not input data) that expresses user feedback during the

design review.

7. Collaboration: this can be synchronous or asynchronous.

8. Output: this can occur during the design review or after it. It extracts all the recorded information

and provides it meaningfully for revision.

Table A.1 and Table A.2 display the characteristics and the functional features covered by each of the

papers that passed the screening process.

3.2.5.2 Second process

For the second process, we used google docs to store the additional and less structured data for each of the

41 included papers. We collected the evaluation methods, different tasks used during the validation and

evaluation process, and technical challenges faced while categorizing them by their functionality class.

3.3 Results

This section presents the findings and outcomes of the systematic literature review. This section offers an

overview of various aspects, shedding light on trends, classifications, and distributions from the analyzed

articles.

3.3.1 Publication trend over time

The publication trend of papers on immersive design reviews has gradually increased since the first paper

was published by NASA in 1995, documenting their VR experience for a space station control room design

review [107]. Figure 3.2 illustrates the number of yearly published articles across time.

From 1995 to 2015, published papers grew steadily but slowly. However, from 2015 onwards, there has

been a consistent annual increase in papers with no gaps in publication years. Notably, in 2020, the number

of published papers experienced a spike of four papers, and this upward trend has continued in subsequent

years. In 2022, six papers were published, reflecting the sustained interest and growing research activity in

immersive design reviews.
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Figure 3.2: The number of yearly published papers on immersive design reviews in the industry using
HMDs.

We also identified five series of papers, which accounted for nearly a quarter of all the papers (12 out of

41). Each series was published by the same authors or research lab/organization, indicating a focused and

continuous line of research. Table 3.3 provides an overview of the identified series of papers, including the

number of papers within each series, the corresponding years of publication, and references to the individual

papers for further exploration.

Table 3.3: The identified series of papers in immersive design reviews.

Number
of papers

Years References

First series 2 1998, 1999 [27,28]
Second series 4 2003, 2004, 2005 [83,84,89,164]
Third series 2 2008 [21,22]
Fourth series 2 2016, 2017 [12,13]
Fifth series 2 2020, 2021 [53,97]

3.3.2 Classification of articles based on the type of the paper

This section presents the distribution of papers based on the classification of their type. Table 3.4 summarizes

the results.

Table 3.4: The classification of papers based on their type.

Type Evaluation Solution Validation Experience
# Papers 16 15 7 3
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Among the papers analyzed, the majority belonged to the “Evaluation” category, with 16 papers focusing

on investigating a problem or solution in practice. Among those, six were part of three different evaluation

series, resulting in three individual evaluations. Thus, in total, 13 unique evaluation papers contributed

to the understanding and improvement of these systems in real-world design contexts. These evaluations

encompassed various scenarios and tasks to assess the effectiveness of design review systems. For example,

Bochenek and Smith conducted a conceptual design review for a military fuel-transfer trailer system [27,28].

At the same time, Schlacht et al. utilized a virtual space simulation to evaluate multiple tasks in a simulated

Martian environment [208]. Aromaa and colleagues performed a semi-controlled experiment to assess the

suitability of virtual prototypes for human factors engineering evaluation [12, 13]. Zaker et al. adopted a

phenomenological study to describe the “lived experience” of participants during immersive design reviews

[254]. Wolfartsberger et al. organized a design review session to identify defects and flaws in 3D models [247].

Gong et al. evaluated a fixture design and review process using a multi-user VR system [97]. Wodehouse

et al. developed a tool for rendering models in a carousel approach and assessed its usability [245]. Other

studies evaluated VR prototypes in various domains, such as automotive design [53], collaborative onsite

review [95], manufacturing parts for heavy-duty cars [61], truck and tractor dashboard design [98], and

energy sector applications [90]. These evaluation studies employed diverse methods, including questionnaires,

interviews, direct observations, and performance measures, to gather valuable insights into design review

systems’ performance, usability, and user experiences.

The “Solution” papers followed closely, totalling 15, which presented novel approaches to improve the

design review process. Some papers aimed at providing remote rendering solutions. For instance, Stragapede

et al. [225] presented an in-house custom-developed VR solution called dVISE that offers a remote rendering

solution for realistic visuals. Matysczok et al. [164] introduced an architecture that enables AR cloud

rendering using a PC cluster. Other papers focused on providing markerless tracking solutions. Barandiaran

et al. [21] presented an architecture that allows for real-time optical markerless tracking. Santos et al. [204]

focused on the base technologies required to develop usable outdoor mixed reality applications, including

marker-less optical tracking combined with sensor fusion for accurate pose estimation outdoors. Some papers

focused on solutions that can automate or simplify the input process. Wang et al. [243] created a process

to incorporate real objects into an MR environment rapidly. Choi et al. [55] presented a framework called

MEMPHIS, which provides several interfaces for integrating commercial Product Lifecycle Management

applications and enriches VR data in standard formats. Gebert et al. [92] described the development process

of their prototype and outlined the approach they used to reduce the time required for incorporating CAD

models in VR projects. Khalili et al. [137] presented a novel method to ease the integration between

BIM and VR, developing plugins that export CAD models into XML format containing geometric data and
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metadata. Seybold et al. [212] presented a VR prototype capable of pulling real-time data from PDM systems

and dynamically generating 3D models while retrieving associated metadata. Some papers focused on

applications facilitating the design and review of 3D models, such as remote home design and VR experience

[86], AR customization of cars using markers [89], multi-platform support for 3D model design [205], VR-

based ship model review [76], immersive VR with real walking in virtual environments [145], and prototype

evaluation of airplane cockpit redesign [134]. These applications demonstrate advancements in enhancing

the design and review processes of 3D models.

The “Validation” category ranked third with seven papers, where researchers investigated specific prob-

lems in a controlled environment rather than an industry context. These studies aimed to validate the

effectiveness and usability of different technologies and methods. One common approach involved conduct-

ing usability studies in controlled environments, where participants performed specific tasks to assess the

performance and user experience of the systems. These tasks included assembly tasks [159], communication

scheme comparison [52], the accuracy of tangible AR interaction assessment [180], detection of intentional

design errors [78,198], and preference evaluation for waiting locations [18]. Researchers collected data by de-

briefing participants about their experience [159], recording task completion time and accuracy [52,180,198],

using questionnaires to gather subjective ratings [78], and conducting surveys to assess user preferences [18].

Finally, the “Experience” category had the fewest papers, comprising only 3, which focused on sharing

the authors’ personal experiences or observations related to a specific practice, project, or application. These

papers typically described real-world implementations, lessons learned, challenges faced, and insights gained

from a practical perspective. The first paper documented NASA’s experience using VR for an immersive

design review of a space station control room layout [107]. The paper did not present new or unique solutions

or list the tools’ features. Instead, it focused on describing the successful use of VR as a design analysis

tool despite acknowledging the technology’s relative immaturity. The second paper presented a VR tool

developed for in-house design reviews of 3D models [167]. Although the paper introduced the tool, its main

emphasis was sharing the authors’ experiences building the tool and the challenges they encountered. In

the conclusion, the authors emphasized the need to reduce the turnover time from model to VR by enabling

runtime loading of models instead of embedding them within the application. The third and last paper

initially appeared to be an evaluation paper based on the abstract and introduction [6]. However, upon

further examination, it became evident that the paper primarily belonged to the “Experience” category.

The paper presented a case study of BIM implementation in a large-scale healthcare and education facility

project. It discussed the deployment of BIM methods, investigated the benefits and implementation issues,

and provided an in-depth project analysis. In the conclusion, the authors aligned their experiences and

findings from the case study with existing literature on the advantages of BIM in healthcare and education
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projects.

3.3.3 Distribution of author affiliation: Industry vs. Academia

This section presents the distribution of papers based on the classification of authors’ affiliation with the

industry and academia. Table 3.5 summarizes the results.

Table 3.5: The number of papers based on the authors’ affiliation with the industry and academia.

Affiliation Industry Academia Both
# Papers 12 7 22

Remarkably, the number of papers solely authored by researchers in the industry (12) exceeded those

exclusively published by academia (7). This outcome might be attributed to our specific inclusion criteria,

which emphasized papers from the industry or produced in collaboration with industry partners.

Five of the seven papers published by academia were included because they evaluated solutions in an

industrial context. Another paper presented a solution developed in collaboration with Volkswagen, a Ger-

man automobile manufacturer [89]. The final paper was part of the OpenVREVAL project, a cooperation

between academia, Deutsche Bahn Station & Service AG, and funded by the Thüringer Ministerium für

Wirtschaft Wissenschaft und Digitale Gesellschaft (TMWWDG) [18].

Furthermore, most papers (22) were authored by individuals with affiliations in industry and academia.

Among these 22 papers, 14 had a primary author affiliated with academia, while eight were led by authors

affiliated with the industry.

3.3.4 Classification of articles based on the applied industry

This section categorizes the included papers based on their application field. Since some papers covered

multiple industries, we developed a scoring system to address ties. The score for each industry is the sum

of the number of papers that mentioned it. However, if a paper discusses multiple industries, the score of 1

gets divided evenly among all mentioned industries.

Table 3.6 presents the final list of industries, assembled through a hybrid coding approach, along with

their respective scores and the corresponding number of papers devoted to each industry. This list combines

a subset of the industries proposed by Cardenas et al. [38] and other industries we introduced (military,

transportation, and engineering).

The automotive industry had the highest score of 9.5, with nine unique papers and one shared paper,

making it the most frequently studied industry concerning immersive design reviews. The construction indus-

try followed closely with a score of 8.83, mentioned in 8 unique papers and two shared ones. Manufacturing
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Table 3.6: The number of papers and the score associated with each applied industry.

Applied industry # Papers Score
Automotive 10 9.5

Construction 10 8.83
Manufacturing 7 7

Aerospace 4 4
Maritime 3 2.33

N/A 2 2
Military 2 2
Energy 2 2

Health and safety 2 1.33
Transportation 1 1

Engineering 1 1

came in third with a score of 7, being mentioned in 7 unique papers. On the other hand, the transportation

and engineering industries were tied at the bottom of our compiled list with a score of 1, each mentioned in

a unique paper.

3.3.5 Classification of articles based on the extended reality

This section categorizes the included papers based on the utilized extended reality. Since some papers covered

multiple realities, we developed a scoring system to address ties. The score for each reality is the sum of

the number of papers that mentioned it. However, if a paper discusses multiple realities, the score of 1 gets

divided evenly among all mentioned realities. Table 3.7 lists the realities with their associated score and the

number of papers focused on them.

Table 3.7: The number of papers and the score associated with each reality.

Reality # Papers Score
VR 28 27
MR 8 8
AR 7 6

Virtual reality scored the highest at 27, with 26 unique papers and two shared ones, making it the most

frequently studied reality concerning immersive design reviews. Mixed reality followed with a score of 8,

mentioned in 8 unique papers and no shared papers. Finally, augmented reality came in third and last with

a score of 6, being mentioned in 5 unique papers and two shared papers.

This section also provides insights into the HMDs utilized in the reviewed articles, categorizing them by

brand when possible. Table 3.8 presents a comprehensive overview of the devices, their corresponding scores,

and the number of papers in which they were utilized.

The leading brand in terms of usage was VIVE, with devices such as HTC Vive and HTC Vive Pro
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Table 3.8: The number of papers and the score associated with each device brand.

Brand/Device # Papers Score
VIVE 12 10.83
Oculus 10 8.83

VH-2002 3 3
Varjo 1 0.5
XTAL 1 0.5

Windows MR 1 0.33

employed in 12 papers (10 unique papers and two shared papers), resulting in a score of 10.83. Following

closely behind was the Oculus brand, with a score of 8.83 and utilization in 10 papers (8 unique papers

and two shared papers). The Oculus devices included Oculus DK 2, used in two papers, and Oculus Quest,

employed in two papers. The remaining six papers utilized the Oculus Rift.

On the other hand, Windows MR had the lowest score of 0.33, as it was utilized in one paper that was

shared with two other devices. Additionally, Varjo and XTAL were mentioned together in a single paper,

each with a score of 0.5. Notably, these two devices represent the high-end range of consumer-available

HMDs and are significantly more expensive than the other utilized devices.

3.3.6 Classification of articles based on the maturity of the system used

This section focuses on the classification of articles based on the maturity of the system used. Table 3.9

provides an overview of the system types and the corresponding number of papers associated with each type.

Table 3.9: The number of papers associated with each system maturity type.

System maturity Prototype Architecture Application Framework
# Papers 27 7 5 2

Prototype systems were the most prevalent, with 27 papers describing customized versions tailored to

their specific use cases. Following closely are architectures, with seven papers, primarily focused on MR

environments, accounting for four papers.

In the third category are application versions, comprising five papers targeting the VR environment

exclusively. These applications include Mindesk, a Rhinoceros plugin that utilizes a low latency VR rendering

engine with a bi-directional link to the CAD kernel [78]; Autodesk Revit Live, a Revit plugin for rendering

loaded models in VR (although it was discontinued on March 30, 2020) [6]; Fuzor, a software with extensive

VR features compatible with various file formats used in BIM-enabled practices [254]; FVIEWER, a Virtual

Reality and design review module developed by SENER for ship 3D model review, walkthrough, collision

detection, annotations, measurements, and more [76]; and a custom in-house application developed for

kitchen layout design [86].
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Finally, frameworks are represented by only two papers targeting VR applications. The first framework,

VREVAL, is designed for conducting user studies in immersive virtual environments [18]. The second

framework, MEMPHIS (Middleware for Exchanging Machinery and Product Data in Highly Immersive

Systems), provides interfaces for integrating commercial Product Lifecycle Management (PLM) applications

and delivers enriched VR data in standard formats [55].

3.3.7 Classification of articles based on the rendered scale of the 3D model

This section discusses the classification of articles based on the rendered scale of the 3D model. Not all papers

indicated the scale used; in some cases, the context and pictures provided had to be used to determine it.

Table 3.10 summarizes the classification results.

Table 3.10: The classification of articles based on the rendered scale of the 3D model.

Scale # Papers References
N/A 10 [21,22,27,28,55,86,164,204,205,225]
1:1 25 [6,12,13,18,52,53,61,76,78,90,92,95,97,98,107,134,145,159,167,

180,198,208,243,247,254]
1:1 & Adjustable 5 [83,84,89,137,212]

Tabletop & Adjustable 1 [245]

Ten papers did not discuss the scale at all, or it did not apply to their research. For instance, Santos et

al. [204] provided an architecture recommendation for markerless tracking but did not discuss the rendering of

the 3D model itself. Similarly, Choi et al. [55] presented a framework for communication between engineering

resources such as CAD/CAE/PDM and VE applications using Middleware for Exchanging Machinery and

Product Data in Highly Immersive Systems. However, they did not discuss the rendering of the 3D model.

Other papers, such as Barandiaran et al. [21,22] and Santos et al. [205], presented architectures for markerless

tracking and remote rendering, respectively, but did not discuss any representation, making the scale not

applicable.

Most papers (25 papers) focused on a 1:1 scale because they aimed to utilize the main advantage of HMD

devices, providing a greater ergonomic understanding of the 3D model.

Some papers started at a 1:1 scale but allowed users to adjust it (5 papers). Gausenmeier et al. [89]

and Frund et al. [83, 84] allowed users to start with an overview of the entire car in a 1:1 scale and then

scale it when they wanted to investigate specific car components. Similarly, Khalili et al. [137] started at

the full scale of a building but allowed users to manually scale or select from preset scales to resize the

model. Finally, Seybold et al. [137] also started by rendering a 1:1 scale of the manufactured item, allowing

them to scale it. In contrast, one paper started with a tabletop scale and allowed adjusting to full scale if

needed [245].

50



3.3.8 Classification of articles based on collaborative interaction

This section provides a classification of articles based on the type of collaboration. While Table 3.11 summa-

rizes the classification results, it is worth noting that the focus of these articles varies in terms of collaborative

and individual experiences.

Table 3.11: The number of papers associated with the different categories of collaboration.

Collaborative Individual

Communication
Location

Co-located Remote
18

Synchronous 17 5
Asynchronous 0 1

Of the 41 articles analyzed, 18 were categorized as individual experiences. These papers explored im-

mersive design reviews from an individual perspective without user collaboration or communication. These

papers mainly focused on individual experiences, either exploring specific tools, describing features and pro-

cesses, or examining user preferences and experiences. Table 3.12 lists the articles grouped by their respective

experience types.

Table 3.12: Categorization of articles based on individual experiences.

Experience type Papers
Exploring specific tools [76,159,180]
Describing features and processes [21,22,55,89,164,167,212,243]
Examining user preferences and experiences [12,13,18,78,90,98,134]

On the other hand, a small majority of the analyzed articles (23 out of 41) revolved around collaborative

experiences. Within the collaborative category, the synchronous design reviews dominated with 22 papers

compared to one paper that discussed asynchronous design reviews. These studies emphasized real-time

collaboration and communication among team members, often leveraging immersive technologies to facilitate

synchronous interactions. Co-located experiences were more common, with 17 out of 22 papers, where team

members work together in real-time and face-to-face meetings.

Additionally, five papers explored synchronous and remote design reviews, where team members collab-

orated in real time but worked from different locations. The studies highlighted using in-app [53,97,137] or

other communication technologies [52,225] to support remote collaboration, allowing team members to work

together despite being physically separated.

There was only one paper that specifically discussed remote asynchronous design experiences [6]. This

paper emphasized working at different times and locations, using a web-based cloud platform and VR

experience (RevitLive) to facilitate collaboration.
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Some papers initially categorized as individual or synchronous and co-located experiences could also

include elements of asynchronous collaboration. For instance, Fernandez et al. [76] allowed reviewers to

create comments and annotations attached to the model, enabling asynchronous collaboration. Similarly,

Kunz et al. [145] mentioned the ability to annotate areas of interest or features, potentially supporting

asynchronous collaboration. While these papers did not explicitly discuss asynchronous collaboration, their

features hint at the possibility of incorporating asynchronous elements into immersive design reviews.

3.3.9 Classification of articles based on discussed functionality

This section provides a classification of articles based on the type of functionalities. Figure 3.3 summarizes

the classification results.

Figure 3.3: The number of papers that discussed each functionality.

The leading and most discussed functionality was representation, which was discussed in 34 papers. Then,

navigation functionality was discussed in 32 papers, making it the second most discussed aspect. The input

functionality closely followed with 31 papers dedicated to its exploration. Collaboration functionality was

discussed in 23 papers, placing it in fourth place. Manipulation functionality was mentioned in 19 papers.

The remaining three functionalities, namely Edit, Creation, and Output, had the least number of papers

discussing them, with 8, 9, and 12 papers, respectively.

It is worth noting that for a paper to be included in a particular functionality category, it was not

mandatory for the paper to explicitly mention or extensively discuss that specific function. Instead, the

inclusion criteria considered instances where the functionality was either mentioned or visually represented in
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figures or diagrams within the paper. In such cases, the papers were classified under the relevant functionality

class, but it was acknowledged that they presented the function without further detailed discussion. Papers

were only excluded from a functionality category if they explicitly stated their lack of support for that

particular functionality or if there was insufficient information to determine whether they addressed it.

3.3.9.1 Input

Table 3.13: The classification of papers based on their input functionality.

Class Sub-class Description Papers

Importing
information

3D model import 3D models can be imported into
an immersive environment

[6, 12, 13, 18, 52, 53, 55, 61, 76, 78,
83,84,86,89,92,95,97,98,107,134,
137, 145, 159, 167, 208, 212, 225,
243,245,247,254]

Document import Supporting documents (e.g., re-
quirements, analysis reports) can
be imported in immersive envi-
ronment

[18,55]

Metadata import Metadata such as materials, hap-
tic or simulation data is trans-
ferred to the immersive environ-
ment

[6, 18, 53, 55, 61, 78, 86, 92, 95, 97,
98,134,137,145,167,208,212,225,
245,247]

Transferring
information

Database transfer Relevant information can be re-
trieved from a database system

[6,18,55,78,83,84,86,89,134,212,
225,254]

Manual transfer Relevant information is manually
converted and integrated into the
immersive environment

[18, 53, 61, 97, 107, 137, 145, 167,
208,245,247]

Converting
information

Application conver-
sion

3D models are automatically
converted into an immersive-
compatible format

[53, 86, 92, 97, 137, 167, 212, 225,
245,254]

The papers discussing the input function can be categorized into groups based on the processes involved,

as shown in Table 3.13. One group of papers focused on the import of information into the VR environment,

specifically 3D models, supporting documents, and metadata. For instance, Hale et al. [107], Fukuda et

al. [86], and Bailey et al. [18] discussed importing 3D models, supporting documents, and metadata. Hale et

al. manually imported the 3D model of the console floor plan layout, video screens, and public viewing area

into the VR application. Fukuda et al. generated a 3D model based on user requirements and imported it

into the VR environment along with metadata such as materials and animation data for cabinets. Bailey

et al. used the tasks as supporting documents in the VR experience to run the validation exam. At the

same time, Choi et al. imported documents such as the Bill of Material to be reviewed in the virtual

environment [55].

Another group of papers explored the transfer of information from external sources. For instance, Fukuda

et al. [86], Stragapede et al. [225], and Choi et al. [55] discussed different approaches to transferring infor-
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mation. Fukuda et al. used a database to store and retrieve design requirements as supporting documents.

This data was utilized during runtime to automatically generate the 3D layout of the model while the user

was immersed in the VR environment. Stragapede et al. recommended reading metadata from external

databases upon request referenced by the selected geometrical objects. Choi et al. developed a middle layer

that gathered information from multiple data sources (e.g., PDM system) and transformed it into an API

format for use in the VR environment.

Regarding manual transfer, several different approaches were followed. Wang et al. [243] focused on

capturing real object shapes and importing them into the VR environment through a detailed manual transfer

process. They utilized a Cyberware 3D scanner to generate a virtual model of the real object using multiple

scans. The scans were aligned and merged into a single surface, ensuring accurate representation. They

employed tools like Scanalyze and Vrip to handle alignment, surface merging, and hole filling. The resulting

model was then simplified to optimize performance. This manual transfer involved careful alignment, data

processing, and surface manipulation in creating high-fidelity virtual models.

In addition, several other papers employed manual transfer methods involving specific tools like Blender

for format conversion. For instance, Dammacco et al. utilized a manual transfer approach by downloading

CAD files from a PLM system [61]. The CAD models were simplified using CAD software and then exported

in 3D formats such as STL, ASM, STEP, JT, FBX, or OBJ. These models were manually imported into

Unity and Unreal engines, enabling their inclusion in the VR application.

On the other hand, some papers discussed automatically converting information from one format to

another. Morse et al. [167] used the Datasmith pipeline, a plugin for Unreal Engine, to import CAD models

and convert them into a format suitable for the VR environment. Gong et al. [53,97] utilized PIXYZ plugin

to optimize and convert CAD files into FBX format for integration with their VR application. However, in

both situations, the plugins were only available within the source code editor, resulting in the 3D models

being embedded as part of the application rather than loaded in runtime. This manual transfer method

necessitated converting and packaging the application for each new model.

Finally, some papers did not specify the import process in detail. Lok and Bowman [159] used CAD

models in their case study but did not elaborate on the transferring process or how the model was embedded

in the VR environment. Similarly, Grandi et al. [98] and Kelly et al. [134] mentioned importing 3D models

with their materials and simulation behaviours but did not provide additional details on the import process.

3.3.9.2 Representation

The representation functionality in immersive design reviews encompasses various features that enhance

the visualization and understanding of the design. These features include the visualization of 3D models,
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representation of metadata, document representation, and representation of application-specific information.

Table 3.14 provides a summary of the papers that have explored these functionalities.

Table 3.14: The classification of papers based on their representation functionality.

Class Sub-class Description Papers
Representing
input
information

3D model representation 3D models are represented [6, 12, 13, 18, 52, 53, 55,
61, 76, 78, 83, 84, 86, 89, 92,
95,97,98,107,137,145,159,
164, 167, 180, 198, 205, 208,
212,225,243,245,247,254]

Document representation Supporting documents (e.g., re-
quirements, analysis reports) are
represented

[18]

Metadata representation Users can see the metadata of
one or more components (part
name, material, mass etc.)

[61, 78, 86, 92, 95, 98, 137,
167,208,212,225]

Representing
application
information

Digital human model rep-
resentation

Users can see the component in
interaction with a digital human

[12,13,18,61,76,225]

Dimension representation An application can represent in-
formation about geometrical as-
pects of one or more components

[52, 76, 86, 137, 212, 225,
254]

Clearance / collision rep-
resentation

Users can see the collision be-
tween components

[61, 76, 107, 137, 159, 225,
247]

Lighting representation An application can show lighting
conditions in immersive environ-
ment

[61,76,95,137,159,204]

Acoustics representation Users can assess the acoustics
within an immersive environ-
ment

[86,225]

Immersive design reviews often involve the visualization of 3D models to provide a realistic and interac-

tive experience. Various techniques and approaches have been employed to render 3D models in VR or AR

environments. Hale et al. [107] and Fukuda et al. [86] utilized rendering techniques to allow engineers, man-

agement, and clients to visualize different configurations and layouts of their designs. These visualizations

enable stakeholders to assess the design’s spatial relationships, aesthetics, and functionality. In this context,

the term “functionality” refers to the ability of the design to perform its intended tasks or fulfill its purpose

effectively. It encompasses the operational aspects and performance of the design.

In some cases, 3D models are rendered with high fidelity, including detailed object appearances. By

changing object colours, textures, and transparency, as demonstrated by Fernández et al. [76], the visual

representation becomes more realistic and visually appealing. This level of detail and realism enhances the

immersion and engagement of stakeholders during design reviews. The improved visual experience enables

stakeholders to better perceive and understand the design, as they can more accurately assess the fine details,

surfaces, and characteristics of the 3D models.
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Additionally, the representation of 3D models can involve the merging between real-world objects and

virtual objects [159,180], as shown in Figure 3.4 and Figure 3.5. This integration of virtual and real objects

allows for comprehensive design evaluations and facilitates the interaction between the physical and virtual

domains. Wang et al. [243] presented a system that rendered three objects: purely virtual objects, virtual

objects requiring validation (represented by abstract models and markers for haptic feedback), and real tools

and parts, as shown in Figure 3.13.

Figure 3.4: Sequence of images with the user interacting with virtual curtains to look out the window [159].

Furthermore, remote rendering techniques have been employed to overcome the limitations of local render-

ing hardware, such as restricted processing power, memory capacity, and graphical capabilities [52,164,225].

For instance, Stragapede et al. [225] utilized remote rendering agents to distribute rendering tasks and

maintain a realistic visual representation of the design, even with limited local resources. This approach

enables users to interact with complex and high-fidelity 3D models without needing powerful local hardware.
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Figure 3.5: A typical example of resolving hand occlusion in AR-based tangible interaction: (a) real image;
(b) augmented image with hand occlusion; (c) augmented image in which the hand occlusion is

resolved [180].

However, it is worth noting that efficient remote rendering also relies on a robust and powerful networking

infrastructure to ensure the smooth transmission of rendering data and minimize latency.

Metadata representation is crucial in immersive design reviews as it provides additional information about

design components, such as part names, materials, mass, and other relevant attributes. Several approaches

have been adopted to represent metadata in immersive environments, as shown in Table 3.15.

Table 3.15: Representation of metadata in design reviews.

Representation Method Papers
User interfaces [212]
Colours and textures [61,78,86,92,95,137,167]
Animations [98,137,225]

One standard method is to display the metadata as raw data in user interface forms. Seybold et al. [212]

presented metadata, including designation, status, material, editor, or weight, in GUI forms upon selecting

an item, as shown in Figure 3.6. This form-based representation allows users to access and review the

metadata associated with specific design components.

Colours and textures can also be used to represent metadata. For example, Gebert et al. [92] represented

metadata by assigning colours to 3D objects based on predefined information, as shown in Figure 3.7. Mate-

rials defined in the CAD model design process were mapped to colours, enhancing the visual representation

of the metadata. Similarly, Morse et al. [167] used colours and textures to represent the materials of objects,

providing visual cues and enhancing the realism of the immersive environment.

In some cases, animations are employed to represent metadata. Animations can provide dynamic repre-

sentations of metadata, such as showing the opening and closing of cabinet doors or demonstrating object

movements. These animated representations enrich the understanding of the design and its associated meta-
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Figure 3.6: Display of metadata in VR, fetched from the PDM system CIM Database for the selected
component [212].

Figure 3.7: Assigning different colors to segmented sections of a shaft to visually represent and understand
the twisting or torsional forces acting on the shaft [92].
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data. Fukuda et al. [86] demonstrated a system with animations to display simulation data and object

behaviours.

Document representation in immersive design reviews incorporates supporting documents, such as re-

quirements, analysis reports, and design specifications. Bailey et al. [18] demonstrated the representation of

tasks and info points, providing users with relevant information during the design review process, as shown

in Figure 3.8.

Figure 3.8: The visualization of instructions, tasks, and other relevant information to the study in VR [18].

Immersive design reviews often involve assessing how design components interact with human users.

Digital human models can be integrated into the immersive environment to facilitate this. While not all

studies explicitly mention the use of digital human models, several approaches highlight their relevance. For

example, Stragapede et al. [225] and Aromaa et al. [12, 13] utilized virtual arms or controllers/hands to

help users understand the ergonomic aspects of the surroundings. On the other hand, Fernandez et al. [76],

Bailey et al. [18], and Dammacco et al. [61] enabled users to place dummies or manikins with varying statures,

postures, and orientations to evaluate ergonomic factors within the design, as shown in Figure 3.9.

Representing dimensional information about design components is crucial for spatial understanding and

assessment. Several approaches have incorporated dimension representation functionalities in immersive

design reviews. For instance, Fukuda et al. [86] introduced a 3D anchor node to give users a sense of scale

by displaying the size of component products. Stragapede et al. [225] mentioned a distance measurement

feature within the immersive environment. Fernandez et al. [76] enabled distance and angle measuring by

selecting geometrical points or reference points defined in the product model. Zaker et al. [254] implemented

a measurement tool for assessing distances between two points, specifically focusing on the spaces necessary

for maneuvers. While Chen et al. [52], Khalili et al. [137], and Seybold et al. [212] also mentioned the ability

to measure distances, their papers did not provide specific details regarding the methods employed.

Assessing clearance and collision between components is crucial to ensure proper spatial allocation and

prevent interference. In immersive design reviews, several techniques have been employed to represent
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(a) Manikins and golden zones used
in CAD software and imported in
VR environment for the CMS
ergonomics evaluation [61].

(b) Example of the Golden zone
method for the ergonomic

assessment of the Gravity Rack in
the e-axle CMS design [61].

(c) Ergonomic check of the design
using dummies where the

interferences are marked in red [76].

Figure 3.9: The use of manikins with varying statures, postures, and orientations in design reviews.

clearance and collision. For instance, Hale et al. [107] utilized immersive design reviews to assess what visitors

with different heights might be able to see from various viewing area floor heights, ensuring appropriate

clearance. Stragapede et al. [225] allowed users to employ swept volumes during disassembling operations,

ensuring sufficient space allocation and checking for interferences. Lok et al. [159] implemented a collision

detection algorithm that determines virtual objects’ intersections with real-object avatars, providing visual

cues and applying virtual forces to indicate collisions. Fernandez et al. [76] automatically detect and warn

users about dummies and model objects interferences, visually marking the clashes with different colours.

Wolfartsberger et al. [247] provided visual and haptic feedback when users touch a component to indicate

a collision. Khalili et al. [137] mentioned the ability to run clash detection but did not elaborate on the

specific visualization method. Dammacco et al. [61] rendered safe working areas around manikins to ensure

proper distance allocation and prevent collisions.

Lighting conditions significantly impact the perception and evaluation of designs. Representing lighting

conditions in immersive environments enhances the realism and visual experience of the design review process.

Several techniques have been employed to represent lighting in immersive design reviews. For example, Lok

et al. [159] combined lighting and shadow rendering algorithms with collision detection to provide a natural

interface within the virtual environment. Santos et al. [204] proposed a lighting simulation approach to

capture global effects like shadowing, ensuring consistent lighting interactions between virtual models and

real-world objects. Fernandez et al. [76] allowed the application of light sources with adjustable properties

(e.g., colour, attenuation, position), creating a more realistic model presentation. Gillespie et al. [95] extended
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the immersive space to include proper lighting conditions, such as direct sunlight and various lighting intensity

levels. Khalili et al. [137] mentioned the ability to switch between daytime and nighttime lighting conditions.

Dammacco et al. [61] focused on conveying a realistic experience by setting lighting according to the design

specifications, including precalculating static global illumination for improved performance.

Finally, evaluating acoustics within the immersive environment provides insights into sound interactions

and potential issues. Several approaches have incorporated acoustics representation in immersive design

reviews. For example, Fukuda et al. [86] implemented 3D spatialized sounds representing different tools or

devices within the design. Stragapede et al. [225] supported acoustic representation, including echoes and

material absorption, to create a realistic effect. Audio features were also utilized to simulate ear clashes,

enhancing the auditory experience during design reviews.

3.3.9.3 Navigation

The navigation functionality in immersive design reviews enables users to change their viewpoint and explore

the virtual environment. Various approaches have been employed to facilitate navigation, as discussed in the

literature. Table 3.16 provides the classification of the papers based on the specific navigation functionality

they focus on.

Several papers investigated methods to provide navigation options for users in immersive design reviews.

These approaches aim to enable users to explore and navigate the virtual environment freely. Body-track

navigation was one of the commonly discussed approaches. It involves changing the viewpoint by moving

the user’s body. Table 3.17 lists the different body-tracking methods utilized in the articles. Some authors

utilized tracking markers for precise positional tracking, while others employed markerless tracking algo-

rithms. Additionally, several studies utilized consumer-ready VR devices with built-in tracking capabilities

for body-track navigation. Some studies extended the tracking beyond head and hand controllers to include

feet [12, 13] or the entire body using devices such as Kinect [208]. Furthermore, one study incorporated

low-friction treadmills (omnidirectional treadmills) that allow users to walk freely in any direction [208].

Point and teleport navigation was another approach discussed in the literature. This method allows

users to change their viewpoint by teleporting to desired locations within the field of view, as shown in

Figure 3.10. Some papers described instant teleportation using controller input, while others mentioned

teleportation without providing further details [78, 92].

Map-based navigation was another technique employed in immersive design reviews. It allows users to

change their viewpoint by selecting a desired location on a map. Some studies incorporated mini versions

or maps of the model, allowing users to determine their next location [76, 137]. Others provided lists of

available locations without explicitly indicating how the information was presented to the user, such as
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Figure 3.10: Teleporting to a desired location within the field of view using point and teleport
navigation [61].
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Table 3.16: The classification of papers based on their navigation functionality.

Class Sub-class Description Papers

Providing
navigation

Body-track navigation Users change their viewpoint by
moving their body

[6, 12, 13, 18, 21, 22, 52,
53, 61, 78, 83, 84, 89, 90, 92,
95,97,98,137,145,159,167,
198, 204, 205, 208, 212, 225,
245,247,254]

Point & teleport naviga-
tion

Users change their viewpoint by
teleporting to the desired loca-
tion within a field of view

[61, 78, 92, 137, 145, 167,
245,247,254]

Map-based navigation Users change their viewpoint by
choosing the desired location on
a map

[18,76,137,145,225]

Fly navigation Users change their viewpoint by
a command that triggers move-
ment throughout the environ-
ment (e.g. mouse and keyboard)

[76,98,137,145,198,225]

Grab and move navigation Users change their viewpoint by
grabbing and moving the envi-
ronment around them (e.g. pan,
rotate, zoom)

Restricting
navigation

Free navigation Users can freely choose any view-
point in an immersive environ-
ment

[6, 12, 13, 18, 21, 22, 52,
53, 61, 76, 78, 83, 84, 89, 90,
92,95,97,137,145,159,167,
198, 204, 205, 208, 212, 225,
245,247,254]

Restricted navigation Users change their viewpoint by
choosing a predefined view

[6,76,98]

through a user interface or any specific visual means [145,225]. In one study [18], the researchers introduced

gate simulations that replicated the functionality of elevators. These gate simulations served the purpose of

facilitating convenient navigation between different floors within the virtual environment.

Fly navigation involves changing the viewpoint by executing a command that triggers movement through-

out the environment. This approach allowed users to virtually fly around the model [137,225] or experience

gradual transitions. Those papers mentioned features such as adjustable flying speed [137], driving a virtual

vehicle to change the view [98], smooth movement using a SpaceMouse controller [198], and the replacement

of virtual stairs with escalators [145].

Table 3.17: Body-tracking methods in immersive design reviews.

Tracking method Papers
Tracking markers [52,83,84,89,159]
Markerless tracking algorithms [21,22,95,204,205]
Consumer-ready VR devices with built-in tracking [6,12,13,18,53,61,78,90,92,97,98,137,145,167,198,

208,212,245,247,254]
Extending tracking to include feet or entire body [12,13,208]

63



Some papers focused on restricting the navigation of users within the immersive environment. This

limitation is often applied to provide a guided experience or control the exploration of specific viewpoints.

Restricting navigation can involve keeping users in a seated position with a fixed viewpoint [98], limiting

navigation to predetermined viewpoints [6,76], or constraining movement to a specific plane for beginners [76].

While navigation functionality was discussed extensively in the literature, one paper only mentioned

navigation without providing further details [107].

3.3.9.4 Manipulation

Manipulation functionality in immersive design reviews focuses on allowing users to interact with and tem-

porarily modify objects and the environment within the virtual space. Table 3.18 provides the classification

of papers based on the manipulation functionalities they discuss.

Table 3.18: The classification of papers based on their manipulation functionality.

Class Sub-class Description Papers
Manipulating
object

Object position Users can temporarily change the
relative position of one or more com-
ponents within the immersive envi-
ronment

[61,76,83,84,86,89,90,97,
98, 137, 167, 212, 225, 243,
247,254]

Object scale Users can temporarily scale one or
more components within the immer-
sive environment

[83,84,89,137,212,245]

Showing
invisible
objects

Object visibility Users can temporarily hide one or
more components within an immer-
sive environment

[12,13,76,137,225]

Object isolation Users can temporarily isolate one or
more components within an immer-
sive environment

[247]

Section manipulation Users can see the product when sec-
tioned with one or more planes

[76,137,167,245,254]

Torch manipulation Users can cast light on specific ob-
jects

Manipulating
environment

Light manipulation Users can temporarily change the
lighting within an immersive envi-
ronment

[137]

Manipulating objects involves temporarily changing the position or scale of components within the im-

mersive environment. Object scale manipulation allows users to resize one or more components temporarily.

This can be done manually or by selecting predefined scales [137].

Object position manipulation in immersive design reviews allows users to temporarily change the relative

position of one or more components within the environment. This functionality has been implemented using

various approaches.

One common approach is using controllers to move objects. Seybold et al. [212] enabled users to move
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objects through translational and rotational movements using controllers. Similarly, Grandi et al. [98]

utilized an armrest controller to move a virtual tractor, as shown in Figure 3.11. Khalili et al. [137] provided

users with controllers to move and rotate the model. Wolfartsberger et al. [247] allowed users to interact

with components and change their position in the 3D space. Fernandez et al. [76] implemented a dragging

mechanism, allowing users to move obstructing items to new temporary positions.

Figure 3.11: Using armrest controller to move a virtual tractor in VR [98].

Other papers explored the use of hands or hand gestures for object manipulation. Fukuda et al. [86]

enabled users to grab and move dishes and open doors. Stragapede et al. [225] discussed picking up objects

and handing them to other users. Gausenmeier et al. [83, 84, 89] utilized pinch gloves and hand gestures to

interact with virtual objects, transforming or rotating single components or groups of components. Gong

et al. [97] allowed users to pick and place objects using controllers. Dammacco et al. [61] allowed users to

touch and pick tools, as shwon in Figure 3.12, move pallets on conveyors, and open doors.

Another approach mentioned is the explosion approach. Morse et al. [167] implemented a secondary

feature of exploding sectioned geometry to simulate an exploded-axon 2D drawing. This approach lets

designers to visually access parts that may be occluded within a detailed assembly.

Some studies introduced tangible and trackable tools that enabled precise object manipulation and in-

teraction, accompanied by the provision of haptic feedback. Gazzotti et al. [90] incorporated tangible and

trackable tools in virtual reality, allowing users to move and perform operations. Grandi et al. [98] synchro-

nized the movement of objects in the real world with their virtual counterparts. Wang et al. [243] affixed
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Figure 3.12: Using hands and hand gestures to touch and pick tools [61].

coloured markers to real objects to track them in the mixed-reality environment, as shown in Figure 3.13.

Object visibility manipulation in immersive design reviews allows users to hide one or more components

within the environment temporarily. This functionality has been implemented using various approaches.

One approach is the use of toggling design layers. Khalili et al. [137] allowed users to toggle different design

layers on and off, allowing them to control the visibility of specific components. Verbal commands have

also been employed to manipulate object visibility. Aromaa et al. [12,13] utilized verbal commands to show

and hide objects, providing participants a means to manipulate visibility. In addition, Fernandez et al. [76]

implemented a mechanism where obstructing items can be easily made invisible or transparent, allowing

users to remove visual obstructions during the review process. Another approach mentioned is the toggling

visibility of sub-assemblies. Stragapede et al. [225] enabled users to toggle sub-assemblies visibility, providing

control over which components are displayed.

Object isolation is another aspect of object visibility manipulation. Wolfartsberger et al. [247] imple-

mented a functionality that allows users to focus their view on specific components while hiding the rest,

providing a focused and isolated view of desired components.

Section manipulation functionality in immersive design reviews allows users to visualize the internal

structure of a product by cutting and creating cross-sections, using sectioning tools, or employing techniques

such as clipping planes or section boxes. Khalili et al. [137] and Wodehouse et al. [245] implemented a cut

tool for cross-sections, as shown in Figure 3.14. Morse et al. [167] explored different methods, including
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Figure 3.13: Using markers to overly virtual objects on top of real objects [243].
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custom shaders, mesh slicing, and solid geometry libraries. Zaker et al. [254] utilized section boxes, and

Fernandez et al. [76] employed clipping planes.

Figure 3.14: Designer interacting with a model using a cross-sectioning tool [245].

Finally, light manipulation functionality allows users to modify the lighting conditions, such as switching

between daytime and nighttime [137].

3.3.9.5 Edit

The edit functionality in immersive design reviews involves various operations to permanently modify and

manipulate the virtual environment. This section presents a classification of papers based on their edit

functionality, as shown in Table 3.19.

One aspect of editing involves modifying the assembly of components in the virtual environment. This

includes position editing and size editing. Several papers discussed position editing, where users can translate

or rotate components or assemblies within the design. For example, Gausenmeier et al. [83,84,89] described

a technique where each object in the virtual environment has one or more connection points representing

snap positions. By selecting the corresponding connection points of each object, users can accurately place

the objects in specific positions and orientations relative to one another.

Another category of edit functionality is editing components within the virtual environment. This includes

object duplication/deletion and non-geometric parameter editing. Papers such as Stragapede et al. [225],
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Table 3.19: The classification of papers based on their edit functionality.

Class Sub-class Description Papers

Editing assembly
Position edit Users can translate or rotate the de-

sign by moving a component or as-
sembly

[83,84,89]

Size edit Users can resize the design by scal-
ing a component or assembly

Editing components

Object manipu-
lation / deletion

Users can create, duplicate or delete
existing objects

[83,84,89,225]

Object genera-
tion

Users can create new 3D objects [83,84,89,97,205,225]

Geometric
parameter edit

Users can change geometric param-
eters such as distance or radius

Non-geometric
parameter edit

Users can change non-geometric pa-
rameters such as colour, material,
loads in simulation

[52,92,225]

Reversing edits Undo/reset re-
version

Users can undo applied changes or
reset changes made to the design

[83,84,89]

Gausenmeier et al. [83, 84, 89], and Gong et al. [97] discussed the ability to duplicate, delete, and modify

objects. Stragapede et al. [225] mentioned that users could copy, cut, and paste pre-modelled components

to create duplicates or remove existing objects. Gausenmeier et al. [83, 84, 89] provided the functionality to

clone or delete a single or group of objects. Gong et al. [97] enabled users to create primitive shapes as new

objects in the virtual environment.

Non-geometric parameter editing allows users to change attributes such as colour, material, and loads in

simulations. This functionality was mentioned in the works of Stragapede et al. [225] and Chen et al. [52].

Stragapede et al. [225] highlighted the ability to change the mass properties of objects, which is helpful for

tasks involving lifting and carrying operations. Chen et al. [52] provided the functionality to change the

colour of a car model in the virtual environment.

Reversing edits is another functionality present in immersive design reviews. This includes undoing or

resetting reversion, allowing users to undo applied changes or reset the entire design to its initial state. The

availability of undo and reset features was discussed in the works of Gausenmeier et al. [83, 84, 89]. These

papers emphasized that users can undo their current actions or reset the model to its original state if desired.

3.3.9.6 Creation

The creation functionality in immersive design reviews involves recording and generating new annotations

within the virtual environment. This section presents a classification of papers based on their creation

functionality, as shown in Table 3.20.

One aspect of creation is recording information during the design review session. This includes text
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Table 3.20: The classification of papers based on their creation functionality.

Class Sub-class Description Papers

Recording
information

Text creation Users can add textual information dur-
ing the DR session

[76,137,145,205,212,225]

Graphics creation Users can capture graphical informa-
tion (image, video) during the DR ses-
sion

[52,137,145,225]

Audio creation Users can capture audio information
during the DR session

[145]

Markers creation Users can create predefined or self-
created markers during the DR session

[78,212]

Linking
information

Context linkage Created information can be linked to
specific objects, assemblies, scenes or
groups

[76,137,145,205,212]

- Only mentioned that creation exists
without describing the functionalities

[97]

creation, graphics creation, audio creation, and markers creation. Several papers discussed text creation,

where users can add textual information during the design review. Stragapede et al. [225], Fernandez et

al. [76], and Khalili et al. [137] mentioned the capability for users to provide text comments during the review.

Santos et al. [205] described using a digital assistant device (tablet) to take notes and provide comments. At

the same time, Kunz et al. [145] introduced the concept of including descriptive tags to annotated areas of

interest. Additionally, Seybold et al. [212] introduced speech-to-text recording information to capture user

input.

Graphics creation allows users to capture graphical information, such as images or videos, during the

design review session. Stragapede et al. [225] mentioned the capability for users to include graphical at-

tachments to their comments. Chen et al. [52] discussed using a personal digital assistant device (tablet) to

record images from the VR headset, and standard drawing functions for additional annotations, as shown

in Figure 3.15. Kunz et al. [145] also mentioned the option to include a screenshot of the user’s field of view

as part of an annotation.

Audio creation enables users to capture audio information during the design review session. Kunz et

al. [145] introduced the functionality of including an audio message along with an annotation, providing

users with an additional means of communication.

Markers creation involves the ability to create predefined or self-created markers during the design review

session. Fiorentino et al. [78] asked users to create and place a sphere marker to indicate the location of

errors, as shown in Figure 3.16. Seybold et al. [212] mentioned the capability of marking circles and rectangles

to highlight areas of interest, as shown in Figure 3.17.

Another aspect of creation is linking information to specific objects, assemblies, scenes, or groups. Santos
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Figure 3.15: Using personal digital assistant device to record images from the VR headset [52].

Figure 3.16: A gray sphere marker is used to mark an error regarding the missing window frame and
glass [78].
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Figure 3.17: Using circles and rectangles to mark and highlight areas of interest [212].

et al. [205] discussed the ability to stick comments to objects by selecting an appropriate anchor using a

pen-based laser pointer. Fernandez et al. [76] highlighted the attachment of review comments as annotations

to the model, with highlighted objects to quickly identify attached information. Kunz et al. [145] stored the

coordinates of annotations, allowing other users to navigate to the exact location at a later time. Khalili et

al. [137] mentioned linking 3D markups to specific elements or locations. Seybold et al. [212] described the

ability to tag text annotations in 3D space, as shown in Figure 3.18.

Additionally, Gong et al. [97] briefly mentioned the existence of in-VR annotation functionality without

providing further details on its specific functionalities.

3.3.9.7 Collaboration

Collaboration is crucial in immersive design reviews, allowing users to engage and work together in the

virtual environment. Various approaches have been employed to facilitate collaboration, as discussed in the

literature. Table 3.21 provides the classification of the papers based on the specific collaboration functionality

they focus on.

In the context of collaboration, providing viewpoints is a necessary functionality. Public view provision

ensures that all users share the same view, as observed in several VR applications where observers can view
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Figure 3.18: A text annotation linked to a 3D space [212].

the HMD user’s perspective on a screen, as shown in Figure 3.19. However, personal view provision, which

offers users a personalized view based on their head location, was a prominent feature discussed in all 16

papers that explored collaboration. This functionality is mainly associated with the use of head-mounted

displays (HMDs). Additionally, all users in the same 16 papers had complete independent control of their

view, which they could change by moving their heads around.

Collaboration also involves effective communication of information among distributed users. Visual com-

munication plays a crucial role in facilitating collaboration. Some papers have implemented features to show

users’ location within the virtual environment. For example, in the study by Khalili et al. [137], users can

activate a map that displays the positions of all participants. Chen et al. [52] utilized augmented reality

devices to capture images and transmit them to users’ tablets, allowing them to understand the focus of

others. Additionally, avatars were employed to represent users and enhance visual communication. The ap-

plications developed by Gillespie et al. [95], Gong et al. [97], Chen et al. [53], and Zaker et al. [254] rendered

avatars that users could customize and interact with, promoting discourse and collaboration, as shown in

Figure 3.20.

Verbal communication is another essential means of collaboration in immersive design reviews. In-app

communication features are provided in some applications, allowing users to communicate verbally within

the virtual environment. This functionality was observed in studies by Khalili et al. [137], Gong et al. [97],

and Chen et al. [53]. Alternatively, third-party tools such as Skype or similar communication platforms can
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Table 3.21: The classification of papers based on their collaboration functionality.

Class Sub-class Description Papers

Providing
viewpoint

Public view provision All users have the same view [61,86,145,198,247]
Personal view provi-
sion

The view can be personalised to
each user

[52,53,61,83,84,86,92,95,
97, 137, 145, 198, 208, 225,
247,254]

Transition provision An application enables the ex-
change of users’ views between
personal and shared views

Controlling
viewpoint

Independent control User controls their viewpoint us-
ing their user interface

[52,53,61,83,84,86,92,95,
97, 137, 145, 198, 208, 225,
247,254]

Operator control The view of all users is controlled
by an operator or one user (e.g.
session leader)

Communicating
information

Visual communication Distributed users see where oth-
ers are viewing or pointing

[52,53,95,97,137,254]

Verbal communication Distributed users can communi-
cate through verbal communica-
tion

[52, 53, 97, 137, 208, 225,
254]

Chat communication Distributed users can communi-
cate through textual communica-
tion

Managing
collaboration

User permission man-
agement

Some users have all while others
limited permissions

[53,97]

Collaborative design
edit

Users can modify the item under
review, and those modifications
are visible to others

[83,84,225]

Securing
collaboration

Protocol security Collaboration is secured using
various security techniques

- Only mentioned that collabora-
tion exists without describing the
functionalities

[6,27,28,107,204,205,245]

facilitate verbal communication between distributed users. Zaker et al. [254] mentioned the use of Skype in

scenarios where participants were located remotely. Stragapede et al. [225] used voice communication over

a telephone line, which was not integrated into the application. Chen et al. [52] mentioned the availability

of various verbal communication tools through the tablets used by users. Moreover, Schlacht et al. [208]

utilized the Mumble voice chat software to establish an overall voice communication infrastructure.

Regarding collaboration, two important functionalities have been explored in the literature. User permis-

sion management addresses the issue of granting different permissions to users involved in the collaborative

design review process. While Gong et al. [97] and Chen et al. [53] mentioned the presence of an admin role

that supervises the VR session, they did not provide further details on its specific functions and capabilities.

Collaborative design editing is another essential aspect where users are empowered to modify the item

under review, and these modifications are visible to others. Stragapede et al. [225] demonstrated a simple
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Figure 3.19: An evaluation study where one person led the design review by wearing the VR headset while
the other team members watched the streamed image on a TV screen [247].

interaction where one user could pick up an object and hand it to another. Frund et al. [83,84] emphasized

the visibility of modifications made by other users, allowing for real-time collaboration and tracking of design

changes.

Additionally, several papers mentioned the existence of collaboration without providing specific details

about the functionalities.

3.3.9.8 Output

The output functionality plays a significant role in capturing and sharing information. It encompasses storing

information and providing information to facilitate effective design collaboration. Table 3.22 provides the

classification of the papers based on the specific output functionality they focus on.

Database storage is common for storing information gathered during the design review session. Several

papers have discussed the utilization of database systems for this purpose. For example, Seybold et al. [212]

mentioned that the information is converted and stored in the PMD system once the design review is

completed. Bailey et al. [18] highlighted that after completing each task, the results are uploaded to the

VREVAL database to ensure data is saved even in the event of early termination. Choi et al. [55] described
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Figure 3.20: Multi-user review fixture design in VR [97].
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Table 3.22: The classification of papers based on their output functionality.

Class Sub-class Description Papers
Storing
information

Database storage Information gathered during the DR
session is stored in a database

[18,55,212,225]

Model storage Information gathered during the DR
session is stored in a separate file or
within a CAD model

[78,83,84,89,137]

Providing
information

Report provision DR results can be automatically
transferred into a document that
uses only 2D representations of the
results

[18,76,98,137,225]

Timeline visualization DR can be visualized using a time-
line

[76,145]

how changes made during the design review could be stored back in the PLM system through the API

interface. On the other hand, Stragapede [225] indicated that users could record the simulation during the

design review session, but the specific information stored was not specified.

On the other hand, model storage involves storing information in a separate file or within a CAD model.

Khalili et al. [137] discussed the updating and synchronizing of an XML file containing geometric and

metadata changes made during the design review. Fiorentino et al. [78] highlighted the bidirectional link

between the VR application (Mindesk) and the CAD software (Rhinoceros), enabling changes in the VR

environment to be saved within the CAD file. Gausenmeier et al. [83, 84, 89] focused on saving scene

information into a file, which includes the name, position, and orientation of modified objects.

Providing information in immersive design reviews involves transferring and visualizing review results.

Report provision entails the automatic transfer of design review results into a document. Grandi et al. [98]

incorporated biosensor measurements, breathing monitoring, eye tracking data, and seat pressure data into

the report. Bailey et al. [18] allowed researchers to download a complete set of results and documented

reports from the web platform. Khalili et al. [137] enabled users to view all photos of the model taken during

the design review. At the same time, Fernandez et al. [76] emphasized exporting annotation information for

further processing and included comments and product model identification in the report. Stragapede et

al. [225] mentioned paper reports without specifying their content.

Another form of providing information is through a timeline or temporal visualization. Kunz et al. [145]

automatically captured workers’ walking trajectories with corresponding temporal information, although the

specific storage and visualization methods were not elaborated. Fernandez et al. [76] allowed users to record

their navigation paths, making it a valuable tool for presentations and design reviews.
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3.4 Discussion

We examined the publication progress over time to assess the frequency of industry reporting in the literature

regarding immersive head-mounted devices in design reviews (Research Question 1). The first paper in this

domain was published in 1995 by NASA [107], documenting their VR experience. Since then, the number

of published papers has gradually increased until 2015.

In 2015, the number of papers steadily rose, coinciding with significant developments in the industry.

The release of Meta’s first consumer version of VR devices and Valve’s introduction of the HTC Vive in 2016

contributed to the growing interest and utilization of immersive technologies in design reviews. This trend

is further supported by Table A.1, highlighting the widespread adoption of Oculus and HTC Vive across

various industries from 2015 onwards.

This upward trend continued in subsequent years, with a notable surge in publications in 2020 and

2022. These increases can be attributed to several factors, including the growing recognition of the value

of immersive technologies in design reviews and the accelerated adoption of virtual alternatives during the

COVID-19 pandemic [95]. The pandemic necessitated remote collaboration and raised awareness of the

benefits of virtual reality in maintaining communication, enhancing efficiency, and ensuring safety during

design review processes [179, 203]. The capability to collaborate remotely and visualize designs in a shared

virtual space became crucial when in-person meetings and reviews became challenging [230,233,236].

Regarding the leading industry (Research Question 2), Santos et al.’s 2007 study [205] noted that the

automotive industry had been at the forefront of pushing VR technology for the past 15 years, while the

architecture industry consisted of smaller enterprises that could not afford expensive VR installations. Our

findings echo this pattern, highlighting the automobile industry’s prominent position as the leading sector

in adopting immersive design reviews.

To gain further insights into the progression of industries in immersive design reviews, we created Figure

3.21, which showcases the publication score of each industry across the years, as elaborated in Section 3.3.4.

By filtering the data, we focused our analysis on the top three leading industries, aiming to study their

advancement and trajectory over time. This approach allowed us to delve deeper into the evolving landscape

of immersive design reviews and gain a comprehensive understanding of the progression exhibited by these

key industries.

As shown in Figure 3.21, we observed that the automotive industry initially held the lead with a score

of 4.5 in 2007, which continued to increase until reaching a score of 6.5 in 2009. From 2009 to 2019, the

automotive industry’s score remained relatively stable, maintaining its position as a prominent industry. In

contrast, the construction industry demonstrated slow growth until 2016, after which it experienced rapid
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expansion, eventually exceeding the automotive industry in 2021. However, the automotive industry regained

its lead in 2022.

Figure 3.21: The score of the top 3 leading industries computed across the years.

To investigate the adoption rate of head-mounted devices versus other immersive technologies (Research

Question 3), we broke down the screening process into sub-steps, as described in the data collection process.

From an initial pool of 227 papers discussing immersive design reviews, we found that more than half

(119 papers) reported using HMDs. However, when considering the subset of papers affiliated with the

industry or evaluated by industry experts (112 papers), only 41 utilized HMDs. Therefore, these 41 papers

constituted our final list of accepted papers, suggesting a prevalent adoption rate of head-mounted devices

as an immersive technology in the published papers that specifically addressed immersive design reviews.

However, it is important to note that within the subset of papers focusing on immersive design reviews within

an industry context, HMDs were not identified as the dominant technology, indicating potential variations

in adoption rates between academic research and industry applications.

In terms of the types of realities commonly used by the industry (Research Question 4), VR devices were

found to be more dominant in the reviewed papers, with 28 out of 41 papers utilizing VR technology.

Among the papers that utilized VR devices, a notable shift towards adopting consumer-ready devices has

been observed since 2015. Within this category, only two employed tethered devices capable of rendering

more complex 3D models.

In contrast, the reviewed papers did not mention consumer-ready MR devices like HoloLens and Magic

Leap. Most papers discussing MR environments focused on architecture [52, 204] and image processing for

markerless tracking [21,22] and incorporating real objects into a mixed environment [159,180,243].
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The limited adoption of MR devices can be attributed to the higher costs and comparatively less powerful

capabilities of consumer-ready MR devices compared to VR devices. These factors could explain why MR

devices, especially HoloLens, were not frequently mentioned in industry-related papers, thus resulting in

slower progress in MR compared to VR. However, it is worth noting that academia has been actively

exploring the potential of HoloLens in various applications [39,203].

In terms of the maturity of the systems utilized by the industry (Research Question 5), the findings suggest

a prevalence of prototype systems that are customized to address specific industry or domain requirements.

This indicates a need for tailored approaches, which may stem from the limitations in the input phase

of the project. Many of these prototypes would have been considered applications if they had addressed

the challenge of manual hard-coding or embedding 3D models into the application instead of allowing for

dynamic loading during runtime.

The presence of applications focused exclusively on the VR environment highlights the continued focus

on leveraging the advantages of VR for design reviews. However, it is noteworthy that there is a lack of

emphasis on leveraging the advantages of MR for design reviews. MR offers unique advantages that can

significantly enhance design reviews, including the ability to facilitate in-person face-to-face collaboration

and the ability to overlay virtual models onto the real world, particularly in brown-field onsite scenarios

where construction occurs.

Most of the applications identified in the review were found to be in the form of plugins developed

to integrate with existing CAD software rather than standalone systems. This approach offers certain

advantages and limitations that are important to consider.

One of the advantages of using plugin-based applications is the seamless integration with established

CAD workflows. These plugins can leverage the CAD software’s existing design data and functionalities,

allowing for a more streamlined and familiar user experience. Designers can work within their preferred

CAD environment and easily transition to the immersive design review without additional software or data

conversion. This integration can improve efficiency, eliminating the need to export or import models between

different systems.

However, there are limitations associated with plugin-based approaches. The reliance on existing CAD

software may restrict the extent of advanced interactions, visualizations, or real-time collaboration features

that can be achieved compared to dedicated standalone systems. Plugin-based applications are often tailored

to specific aspects of design review, potentially offering a narrower range of functionalities compared to

standalone systems.

Regarding the evaluation methods used by the industry (Research Question 6), our analysis revealed a

diverse range of approaches. Some studies employed quantitative measures such as the number of errors
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detected, the average time to detect errors, and the time to resolve design problems [27, 28]. Other studies

incorporated qualitative data collection methods, such as questionnaires, interviews, and direct observations,

to capture user experiences, preferences, and perceived value [12,13,254]. These methods provided valuable

insights into the suitability of virtual prototypes for human factors engineering evaluation [12,13], the “lived

experience” of participants during immersive design reviews [254], and the identification of defects and flaws

in 3D models [247]. Additionally, some studies utilized performance measures like seat pressure, motion

capture, and biosensors to collect quantitative data on user interactions and physiological responses [98].

Turning to the types of tasks used by researchers to evaluate the effectiveness of design review systems

(Research Question 7), our analysis revealed a predominant use of unstructured or open-ended experiments,

where users were given no specific tasks and were left free to explore the virtual environments [61,95,97,208,

245,254]. These exploratory tasks allowed researchers to assess the overall user experience, system usability,

and the potential for unexpected discoveries while interacting with the immersive environments. However,

other studies focused on error detection [27,28,247], communication assessment [52,254], and human factors

evaluation [12,13,247].

The technical challenges of using HMDs during design reviews encompass several aspects (Research

Question 8). One of the primary challenges arises from using various CAD/CAE packages and systems by

different teams within the same project, resulting in the generation of diverse design files [225]. Integrating

these files into a VR environment becomes complex as they need to be understood and parsed collectively.

Manual integration is already challenging, but the difficulty amplifies when attempting to perform it in real

time due to the absence of automated conversion applications. This limitation hampers the development

of design review systems that can seamlessly import 3D models, leading to extensive manual labour and

prolonged turnaround times for preparing a 3D model for immersive design reviews [53,97,159,167].

In terms of representation, generating realistic visuals in immersive design reviews requires powerful

rendering hardware [225]. However, CAD data’s complexity and large file size can pose challenges for real-

time visualization in VR environments [55]. Additionally, issues such as jittering in the rendering process

can significantly reduce the overall quality of the application [89]. To overcome these challenges, remote

rendering techniques can be employed to offload the rendering process to more powerful servers, allowing for

smoother and more detailed visual experiences [52,164,225].

Navigation in immersive design reviews has evolved from optical marker tracking to markerless tracking,

integrating consumer-ready and peripheral tracking devices. However, there can still be a noticeable lag

in the tracking system, leading to motion sickness and other discomfort [225]. Fly navigation, where users

freely move in the virtual environment, can also contribute to motion sickness unless there is a stable

reference frame [145]. Strategies to reduce motion sickness include equipping users with a moving frame of
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reference [145] and minimizing system lag through rapid processing of limb tracking [225].

Regarding editing and manipulation actions, using HMDs may present challenges compared to traditional

approaches involving mouse and keyboard inputs, which offer greater precision [28,225]. Collaborative design

reviews using HMDs face the challenge of each device having its independent view and control, making it

more difficult to draw people’s attention to specific objects or areas of interest [53, 97]. This fragmentation

of views and control may require additional communication and coordination strategies to ensure effective

participant collaboration.

3.5 Conclusion

In this chapter, we conducted a systematic literature review to explore state of the art in using head-mounted

devices for immersive design reviews in industry. By employing a structured methodology and analyzing 41

articles published between 1995 and 2022 (inclusive), we gained valuable insights into the current research

landscape of immersive design reviews.

Our findings indicate that immersive design reviews using HMDs are an emerging field, with a recent

increase in research and development. However, there remains a lack of reporting on industry practices,

highlighting the need for further research to bridge the gap between academia and industry.

The automotive industry has traditionally been at the forefront of immersive design reviews. However,

the construction and manufacturing sectors are rapidly catching up and are poised to become significant

contributors in this domain.

While the use of HMDs in immersive design reviews has increased, it still lags behind other devices. This

can be attributed to the limited availability of consumer-ready HMDs until recent years. However, with

the growing popularity of markerless tracking and MR devices, we anticipate a surge in their adoption for

immersive design reviews.

One notable observation is the limited number of off-the-shelf applications available for reviewing 3D

models in immersive environments. This indicates a need for more accessible, user-friendly software tools

explicitly tailored for immersive design reviews.

Additionally, we found that many software platforms utilize their own file formats for streaming 3D

models in extended realities. The lack of standardized guidelines and interoperability hinders seamless

conversion between different file formats, calling for establishing industry-wide standards to facilitate data

exchange in immersive design reviews.

Furthermore, our analysis revealed that asynchronous design reviews and the independent control of views

by each HMD user are becoming increasingly important, especially in light of remote work and the impact
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of the COVID-19 pandemic. Effective collaboration and communication in asynchronous design reviews are

crucial for maintaining productivity and overcoming geographical constraints.

Timeline visualization, also known as temporal visualization, within immersive design reviews, has pri-

marily been confined to trajectory visualization, showcasing a limited range of available techniques. This

highlights the need for more diverse and comprehensive visualization techniques that can provide and offer

insights into the temporal aspects of the design process, such as temporal sequencing, temporal dependencies,

and temporal evolution of design elements.

In conclusion, immersive design reviews using HMDs hold great potential for enhancing design evaluation

and collaboration. However, further research is needed to bridge the gap between academia and industry,

increase the availability of off-the-shelf applications, establish standards for file format conversion, improve

asynchronous design review practices, and explore a broader range of temporal visualization techniques. By

addressing these challenges, immersive design reviews can become an integral part of the design process,

fostering innovation and efficiency in various industries.
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Chapter 4

Panoptica Review: 3D Immersive

Design Review System

4.1 Introduction

Design reviews are an essential part of the product development process, providing a mechanism for evalu-

ating and improving design decisions before getting finalized. However, traditional design review methods

can be limited in their ability to accurately convey the details of a design and its potential impact. In recent

years, there has been growing interest in using immersive technologies, such as virtual and augmented reality,

to enhance the design review experience and improve the overall design quality.

Based on a systematic literature review conducted in Chapter 3, relatively few published papers describe

what 3D immersive design review systems could look like. In this chapter, we aim to fill this gap by describing

our experience developing and using an immersive design review system called Panoptica Review.

Panoptica Review is an extended-reality solution that supports multi-user and multi-location design

reviews using various immersive technologies. It was developed by a software team over four years, with me

as the lead developer.

As the lead developer of Panoptica Review, my role extended beyond mere leadership. Over the course

of four years, my responsibilities encompassed the comprehensive technical architecture of each feature

within the system. This included not only overseeing but actively participating in the planning, design,

implementation, and testing phases. Embracing a Test-Driven Development (TDD) approach, I collaborated

closely with the development team to plan and execute robust test suites. My involvement extended to all

facets of feature development, and I contributed significantly to each aspect discussed in this chapter.
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However, it’s imperative to emphasize that the progress and achievements of Panoptica Review were made

possible by the hard work of a dedicated team. In Section 4.9, we extend our gratitude with a comprehensive

acknowledgment, highlighting the distinctive roles and significant contributions of each team member.

The system underwent two product phases, as shown in Figure 4.1. We developed and refined the

immersive environment in each phase to support the design review process. We describe in detail the

features and capabilities of the system and how it evolved.

Figure 4.1: The roadmap history of Panoptica Review.

In addition, we describe two cases studies in which Panoptica Review was used for actual design review

sessions within the industry. These case studies provide examples of how the system can be used in practice

and its benefits. Furthermore, in Chapter 5, we describe the results of a focus group with some of the

attendees of these design review sessions to collect their feedback and document their experience, providing

valuable insights into the usability and effectiveness of the system.

By the end of this chapter, readers will have a good understanding of what an immersive design review

system like Panoptica Review can look like and the potential benefits it can provide for the design review

process.

4.2 Methodology

In this section, we outline the structure of the subsequent sections and describe how we document the

high-level architecture and the functional aspects of the design review process using Panoptica Review.

4.2.1 High-level architecture

We provide a high-level architectural diagram illustrating the system’s main components and their inter-

action. Each diagram will highlight the key components and their roles in the overall system, including

the hardware and software components, data flow, and communication between different components. The
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system architecture diagrams aim to help readers understand how each system’s functional aspects are

implemented and integrated.

4.2.2 Functional aspects

We also emphasize the functionalities provided by the Panoptica Review system, which can be described

using the taxonomy proposed by Horvat et al. [118]. This taxonomy encompasses eight main groups: Input,

Representation, Navigation, Manipulation, Edit, Creation, Collaboration, and Output, as described in the

data collection process section 3.2.5.1 of Chapter 3. By using this taxonomy, we can provide a structured

overview of the different functionalities provided by Panoptica Review and their potential benefits for the

design review process.

4.3 Iteration 1: First case study

The first case study involved a client who requested to use Panoptica Review to assist in a model review.

The review session took place at the Calgary Filming Centre after ten weeks of preparation. The client had

an entire facility they wanted to review and view all at once. However, since the first production version of

Panoptica Review was still under construction and not yet ready for a formal design review, it was necessary

to modify the prototype to fulfill the design review requirements. The output of this case study played

a significant role in shaping the development of the first production version. Several components already

developed in the first product were extracted and modified to meet the design review requirements. The

software consultant company also provided on-site technical support during the review session. This list of

requirements and the output of the case study are further discussed in Chapter 5.

4.3.1 High-level architecture

The system used in the first case study was composed of three main software components: a server, an admin

application and a HoloLens application, as shown in Figure 4.2. The commander application was split into

two separate components, Admin and Server, to ensure more stability during the design review.

• The server application was a Windows console application hosted locally on a separate machine to

avoid the termination of the entire design review session by mistake.

• The admin application was a Windows desktop application used to help navigate the users across the

model. The termination of the admin application does not impact the streaming HoloLens devices.
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Admin Microsoft HoloLens 1Server

Figure 4.2: High-level architecture for the first case study of Panoptica Review.

• The HoloLens application was developed specifically for Microsoft HoloLens 1 devices, the only devices

supported by this design review session, and was responsible for streaming and rendering the 3D model.

4.3.2 Functional aspects

This subsection presents the four functional classes implemented by this iteration.

4.3.2.1 Input

The input process for this iteration was intensive and involved several steps in optimizing the performance

of the 3D model for use in the HoloLens application 1. Here is an overview of the process and the changes

made during each step:

1. Step 1: The software consultant company received the 3D model from the engineering company in

FBX format, a 190 MB file with over 8 million vertices. The model was imported into Unity, a 3D

gaming engine, and added to a Scene. However, the HoloLens application would quickly crash before

even starting due to running out of memory. To address this, the team unpacked the 3D model from

the FBX file and stored the unpacked version as part of the scene. They deleted the FBX file in

preparation for altering the 3D model for performance purposes. The team deleted five automatically

generated camera objects and three light sources, which were unnecessary and replaced with ambient

light and no shadows.

2. Step 2: The team coordinated with the engineering company to identify parts of the model that

were not essential for the review session. They found that some items were not required, as shown in

Figure 4.3, and identified the two vehicles in the scene, each composed of over 1 million vertices, as a

1Author’s contribution: Optimization and integration of the 3D model for the first case study.
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significant contributor to the model’s size. One vehicle was completely unneeded, and the other was

necessary to review the docking station but only required the abstract layer of the vehicle rather than

its internal components. The team also deleted several 3D texts composed of meshes that were not

required. After these deletions, the vertices of the model dropped to 6 million. However, the HoloLens

application still experienced crashes or freezes/lags when gazing at the model.

Figure 4.3: Example of unnecessary components removed during the input optimization process, including
3D texts and a vehicle with over 1 million vertices. This optimization was executed on the 3D model of a

Natural Gas producing facility, which was reviewed in the first case study.

3. Step 3: The team wrote a Unity editor script that scanned the model and informed them how the

vertices were distributed across the model. They found that two units, as highlighted in Figure 4.4,

consisted of 2 million vertices each, more significant than any other unit in the model. After consulting

with the engineering team, it was revealed that the two units were designed by subcontractors using

SolidWorks. In contrast, the rest of the model was designed using AutoCAD and Revit. This explained

the massive difference in the fidelity of those two units compared to the rest of the model. The lead

designer stated that the fidelity of those units is optional as they are subcontracted and only care

about their alignment within the layout of the rest of the facility. Thus, the team decimated the two

units to 200k vertices each, dropping the model to approximately 2.5 million vertices. The HoloLens

application’s performance improved, and the application stopped lagging. However, the framerate was
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still around 10-20 FPS, which rendered a poor user experience.

Figure 4.4: Two highly detailed units decimated from 2 million vertices each to 200k vertices. These units
were provided to the engineering company by subcontractors assisting in the engineering of a Natural Gas

producing facility, as discussed in the first case study.

4. Step 4: The team wrote another Unity editor script that found all completely occluded components and

deleted them after consulting with the lead designer. They ended up deleting most pipelines that were

covered by insulation. They decimated some small, highly dense objects until they finally dropped

to approximately 2 million vertices for the entire model. The HoloLens application’s performance

improved, and the framerate was around 30 FPS, which was still insufficient for a good user experience.

The framerate needed to be around 60 FPS per eye.

5. Step 5: After using the Unity profiler, the team realized that the low FPS was due to many objects,

leading to many batches sent to the graphics card for rendering. We ended up combining meshes that

were nearby and creating atlas materials. This led to a significant decrease in the number of batches.

After several iterations, the application reached a frame rate of 60 FPS, enough for the design review

session.

Overall, the input optimization process was intensive and iterative, involving reducing the model’s vertices

count, removing unnecessary components, and optimizing the model’s structure for efficient rendering on the

HoloLens. After the initial completion of the steps, which took approximately four days primarily due to
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model investigation, subsequent updates from the engineering company allowed for a significantly expedited

process. With the receipt of new updates, the entire update process could be accomplished within one day.

Through this process, we achieved the required performance to provide an immersive and practical design

review experience. It was crucial to simplify and reduce the complexity of the large 3D model to guarantee

a smooth and seamless user experience. This involved creating a simpler and smaller version of the model

specifically tailored for optimal performance within the software.

4.3.2.2 Representation

Since the tool used in this case study was an early prototype, it had fewer features than the further iterations.

The model in this version was only available in full-scale mode and had basic features such as displaying

any selected item’s dimensions and number of vertices 2. However, there were no representations of a digital

human model or measurement tools as they were not yet implemented.

4.3.2.3 Navigation

Regarding navigation, users had some restrictions despite being provided free separate views. The primary

navigation feature of Microsoft HoloLens is body-track navigation, where users can change their viewpoint

by moving their body and head. Another option for navigating the model was selected from predefined

areas of interest 3, as shown in Figure 4.5. However, the users could not select the area they wanted to

review, and only the admin application could adjust the selected area, which applied to all the participants

simultaneously 4.

4.3.2.4 Collaboration

The collaboration feature in the first case study targeted synchronous and co-located collaboration among

HoloLens users. Each user had their personal view and independent control of their viewpoints. No audio

communication or avatar representation was required, as users collaborated in person.

Avatars were rendered in the admin application to represent users within the immersive environment 5.

However, the admin had a fixed camera position and could not view user perspectives directly. Instead, the

operator could click on predefined areas to focus on specific regions.

2Author’s contribution: Development of the 3D UI panel for displaying metadata on selected items.
3Author’s contribution: Development of predefined areas of interest and camera alignment logic.
4Team’s contribution: Cooper Davies and the author collaborated on backend implementation for sending notifications to

devices to switch areas of interest, while Austin Sullivan worked on the user interface within the commander application to
facilitate movement to different areas of interest.

5Author’s contribution: Development of the virtual streaming scene for rendering avatars.
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Figure 4.5: The predefined areas of interest used for navigating the 3D model of a Natural Gas producing
facility. These areas of interest were defined by the engineering company involved in the first case study.

Additionally, when preparing a HoloLens device for usage, it was necessary to position it on a prede-

termined spot marked on the floor. This step reset the device’s virtual coordinate system, aligning it with

other devices and enabling a shared virtual world alignment. Moreover, the designated spot served another

purpose by helping set the floor level. The system established a valid reference point for the floor by placing

the device on this spot, ensuring consistent and reliable floor-level representation across all connected devices

6.

4.4 Iteration 2: First product

The second iteration of Panoptica Review underwent development over one year, as shown in Figure 4.1.

Although it began before the first iteration, it was still in the construction phase, and valuable feedback from

the first case study guided the refinement of its functionalities. One objective of the first product was to

experiment with augmented reality devices and 3D models to understand their capabilities and limitations

better. During this phase, the system supported only the Microsoft HoloLens 1 device. The prototype allowed

6Team’s contribution: Cooper Davies and Austin Sullivan contributed to enabling the reset of the device’s virtual coordinate
system
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users to upload multiple 3D models and collaboratively stream them on HoloLens 1 devices, enabling a more

immersive and interactive design review experience.

4.4.1 High-level architecture

The first product of Panoptica Review was composed of two main software components: a commander

application and a HoloLens application, as shown in Figure 4.6.

Commander Microsoft HoloLens 1

Figure 4.6: High-level architecture for prototype phase of Panoptica Review.

The commander application was a Windows desktop application that acted as a user interface for setting

up and preparing for design review sessions. It allowed users to upload 3D models and prepare them for

streaming to HoloLens devices. The commander application communicated with the HoloLens application

through an embedded server, enabling two-way communication between the Windows and HoloLens devices.

The HoloLens application was responsible for streaming and rendering the 3D models. It was developed

specifically for Microsoft HoloLens 1 device. The HoloLens application supported collaborative design review

sessions by enabling users to stream and view the same 3D model simultaneously at the same physical location

on their HoloLens devices.

4.4.2 Functional aspects

This subsection presents the five functional classes implemented by this iteration.
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4.4.2.1 Input

Using the commander application, the Panoptica Review system allows users to import 3D models into the

project. However, to ensure compatibility with the HoloLens application, we imposed limitations on the

supported 3D file formats. The supported formats include FBX, OBJ, GLTF2, STL, PLY, and 3MF, with

FBX being the users’ most commonly used format.

In many cases, these imported files can be large in size, posing challenges for real-time rendering. We

developed an automated process to address this issue that converts the loaded files into our optimized file

format 7. The optimized format is stored in binary format to minimize file size and improve streaming

efficiency.

During the conversion process, certain elements are modified to decrease the complexity of rendering

larger models on the HoloLens devices. Skinned meshes, animations, and textures are removed, and all

translucent objects are converted to opaque. These optimizations help to enhance performance and ensure

a smoother rendering experience on HoloLens devices 8.

4.4.2.2 Representation

In terms of representation, the Panoptica Review encompassed several features to enhance the visual repre-

sentation of the 3D models. One of the key features was the ability to download and render the 3D models

in runtime 9. This process is initiated with the model being downloaded into the HoloLens device, followed

by sequential steps performed in the following order:

1. The meshes were generated to render the shape of the model.

2. Materials were applied to render the colours of the components of the model.

3. Mesh colliders were generated to allow interaction with the model’s components.

In full-scale mode, this iteration also provided additional representation options, such as displaying the

dimensions and number of vertices of any selected item 10, as shown in Figure 4.7. Another representation

feature was the digital human model called “Mr. Suit”, which was a 180cm tall man that could be used to aid

in the adjustment of the model’s dimensions 11, as shown in Figure 4.8. Lastly, the prototype included a ruler

mode that allowed users to measure the distance between any two points in the real or virtual environment

7Author’s contribution: Development of the initial automated conversion processes.
8Team’s contribution: Cooper Davies extended the conversion tool created by the author, optimizing the file size and

reducing the complexity of the models.
9Author’s contribution: Added the ability to download 3D files and render them in runtime.

10Author’s contribution: Extended the 3D UI panel to display more metadata regarding the selected item.
11Author’s contribution: Enabled the placement of a manikin within the 3D model.
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12. When ruler mode was on, tapping anywhere created a starting point for a ruler. Tapping again ended

the ruler placement and displayed the measurement in meters.

Figure 4.7: Outlining the user’s selection and showing the information box.

4.4.2.3 Navigation

Regarding the navigation section, users were provided with complete free navigation within the immersive

environment, allowing them to choose any viewpoint freely. Microsoft HoloLens’ main navigation feature is

body-track navigation, where users can change their viewpoint by moving their body and head.

In the Panoptica Review, the calibration process ensures that the 3D model aligns accurately with the

real-world environment. Users can select from a predefined marker list to achieve this alignment and utilize

the marker mode functionality 13. The marker mode enables users to position representations of real-world

markers within the Commander application while preparing the 3D models, as shown in Figure 4.9.

These markers serve as reference points that aid in aligning the virtual model with the physical space.

By strategically placing markers in the real world, users can establish a spatial correspondence between the

virtual and physical environments. This alignment is crucial for achieving a mixed-reality experience where

the virtual model seamlessly integrates into real-world surroundings 14.

12Team’s contribution: Austin Sullivan added the measurement tool.
13Author’s contribution: Added the ability to include predefined areas of interest and adjust the virtual marker within the

3D model.
14Team’s contribution: Austin Sullivan extended the marker feature by incorporating additional alignment features like

snapping to objects in the 3D model.
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Figure 4.8: Mr Suite, a representation of a 180cm tall man.

Figure 4.9: Adjusting the position of a marker.
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4.4.2.4 Manipulation

Occlusion, particularly in brownfield applications, is crucial for achieving accurate alignment and under-

standing the interaction between the virtual 3D model and the existing physical environment. In brownfield

applications, where the design review takes place in an existing and potentially complex environment, oc-

clusion helps provide a realistic representation of how virtual objects interact with real-world objects and

structures.

By toggling occlusion in the Full-scale mode, the user can render invisible virtual items behind real

objects 15. This feature allows them to visually confirm the alignment of the 3D model with the physical

space. It helps identify potential issues or clashes between the virtual model and the existing elements in

the brownfield environment.

Other than that, no other manipulation features were provided in this iteration.

4.4.2.5 Collaboration

The collaboration feature of the prototype targets synchronous and co-located collaboration among HoloLens

users. Each HoloLens user had their personal view and independent control of their viewpoints. No audio

communication or avatar representation was required, as users collaborated in person.

The Commander application provided a streaming mode for users not in the immersive environment 16,

as shown in Figure 4.10. In this mode, users could move around and view the model from all angles. They

could also see any users currently streaming the project, represented as avatars with a consistent real-world

diameter of 25cm. The avatars also included the device name, the direction they were facing, and their

location relative to the model. Thus, the user could select any avatar and set their camera to a first-person

view of the selected user. This view is “virtual” in that it does not allow you to see the user’s real-world

environment but only the virtual model.

The Commander application included a mode focused on users not in the immersive environment, as

shown in Figure 4.10. In this mode, users could explore the model from various angles, navigate the virtual

environment, and gain a comprehensive view of the design.

Users could also observe other participants actively engaged with the project. These participants were

represented by avatars, maintaining a consistent real-world diameter of 25cm. The avatars provided addi-

tional details such as the device name, the direction the user was facing, and their location relative to the

model. This information allowed users to select any avatar and switch their camera perspective to experience

15Team’s contribution: The author enabled the occlusion feature. Cooper Davies extended the feature to make it interactable
with the measurement feature.

16Author’s contribution: Extended the virtual streaming mode for non-immersed users, enabling free navigation and point-
of-view perspective.

96



a first-person view from that selected user’s point of view. This virtual view provided insight solely into the

virtual model and did not reveal the user’s real-world surroundings.

Additionally, when a user selects an item in the model, the item will be highlighted with the colour

associated with the user’s device 17. An information box with the user’s name who selected the item will

appear.

Figure 4.10: Loading a project in stream mode.

4.5 Iteration 3: Second case study

The second case study involved a different engineering and construction company in the energy sector that

requested using Panoptica Review for an active project design review. The design review was planned for the

30% stage of the project and took place on March 6, 2019, at the company’s office in Calgary. The requested

requirements exceeded the capabilities of the existing product. Thus, a new prototype was created as an

intermediate step before the development of the second iteration of the product. The software consultancy

company provided on-site technical support during the review session to ensure a smooth experience. This

list of requirements and the output of the case study are further discussed in Chapter 5.

17Teams’s contribution: Austin Sullivan added the feature that highlights selected items.
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4.5.1 High-level architecture

The system used in the second case study involved five primary software components, with two new compo-

nents added compared to the first case study. These components included a server, a commander application,

a HoloLens application paired with a mobile companion application, and VR-compatible devices, as shown

in Figure 4.11.

Commander Microsoft HoloLens 1Server

Steam VR Device

Companion

Figure 4.11: High-level architecture for the second case study of Panoptica Review.

Similar to the first case study, the server application was a locally hosted Windows console application

to prevent accidental termination of the design review session.

The commander application was a Windows desktop application used to manage users, devices, and

calibration. The commander application also managed the lifecycle of the design review session.

The HoloLens application was responsible for streaming and rendering the 3D models, while the com-

panion application served as a mobile application that paired with each HoloLens device. The companion

application provided various interactive functionalities to assist users during the design review process. It al-

lowed users to conveniently type notes, access metadata when selecting items, and engage in other supportive

interactions.

Finally, a VR application was developed to work with all Steam VR-compatible devices and was respon-

sible for streaming and rendering the 3D models.

4.5.2 Functional aspects

This subsection presents the six functional classes implemented by this iteration.
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4.5.2.1 Input

The input process for this project was less intensive than in Use Case 1, as the 3D model was still only at

the 30% stage and lacked many details. Additionally, the engineering company agreed to divide the model

into smaller modules, eliminating the need to view the entire model simultaneously. Nevertheless, the input

process still required several iterations to clean up the model, section it, and import it into the immersive

environment 18. The following is an overview of the input process, including the changes made during each

iteration:

1. Step 1: The software consultant company received the 3D model from the engineering company in

NWD format. However, NWD is a proprietary file format used by Navisworks, which meant that the

software consultant company had to acquire a Navisworks license to load the model.

2. Step 2: The team worked with the engineering company to section the model into smaller modules

based on the AKP, as shown in Figure 4.12. They ended up with seven modules, including an ESD

module, Isolation module, Wellpair module, and Wellpair end module. All modules except for the

ESD module had two different versions, one facing the North-west and the other facing the East-

west direction. Another module was added to check the connection between two consecutive wellpair

modules. This module aimed to examine the clearance/collision regarding fire exit emergency. The

team also coordinated with the engineering company to identify the minimum components of the facility

required to create a stripped-down version of the model that would be used in the AKP presentation.

Thus, nine different models needed to be prepared.

3. Step 3: The team prepared the stripped-down version of the model used in the lobby stage as an

AKP map. They hid all non-required components, as agreed upon in Iteration 2, in the Navisworks

application. Then, the rest of the model was exported in FBX format using the FBX exporter plugin.

The FBX exporter ignored any hidden item and did not include them in the FBX model. The items

had to be hidden rather than deleted because Navisworks is a design review tool that allows no model

editing.

4. Step 4: The team prepared the eight modules and exported each in FBX format. Minor cleanup

was applied to each module before exporting, where all 3D texts and any pipelines occluded by their

insulators were hidden.

18Team’s contribution: Austin Sullivan sectioned the models and exported them as FBX. Cooper Davies built a tool that
would fix the pivot point of the models once imported into the gaming engine. The author integrated the 3D models and
created the ability to load the different models upon request.
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Figure 4.12: The different modules of the SAGD facility that were sectioned for the immersive design
review session. These modules were sectioned based on feedback from the engineering company involved in

the second case study.

5. Step 5: The team imported the nine FBX files into Unity and added them to separate scenes. This

embedded the 3D models as part of the compiled applications.

In addition to the 3D model, the input process also included the tasks list, which was automatically

loaded upon start from the server that stored it in an SQL database system. The tasks list could be updated

in the commander app.

4.5.2.2 Representation

In the AKP stage, the entire facility was rendered in a tabletop scale, while the rest of the modules were

rendered in a full scale. When in full-scale mode, the software provided additional representation options,

such as displaying the dimensions and number of vertices of any selected item on the companion device 19,

as well as an arrow that indicated the exact spot that the user was interested in 20, as shown in Figure 4.13.

The software also included a ruler mode that allowed users to view dimension representation, just like in the

first product (Iteration 2).

Another representation feature was the digital human model, which was included in the 3D model and

could be used to aid in clearance and collision examination 21. The digital human model was a 6-foot-tall

man, as shown in Figure 4.15.

19Team’s contribution: Austin Sullivan extended the ruler feature to display the measurements on the mobile device, with
the user interface created by Alec McAllister.

20Team’s contribution: Austin Sullivan extended the ruler feature to display the measurements on the mobile device, with
the user interface created by Alec McAllister.

21Others’ contribution: The digital human was added by the engineering team as part of the 3D model.
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Figure 4.13: An arrow indicating the exact selection spot of a user.

4.5.2.3 Navigation

Regarding navigation, users had some restrictions despite being provided free separate views. Similar to all

previous iterations, the primary navigation was body-track navigation.

Additionally, the lead designers were provided with map-based navigation when they were in the lobby

scene reviewing the APK 22. Users could change their viewpoint by selecting the desired location on a map,

as shown in Figure 4.14.

Another option for navigating the model was to select from predefined areas of interest 23, as shown

in Figure 4.15. However, only the lead designer could adjust the selected area, which applied to all the

participants simultaneously.

Body-track navigation was also used for the VR devices but with no restrictions. The VR device also

replaced the navigation through predefined areas with point and teleport navigation.

4.5.2.4 Creation

The iteration included a functionality that allowed the user to leave text notes at the selected spot. After

selecting an item, the user could create a note at the arrow’s location to leave feedback or indicate any issues

found during the review 24. This was the first iteration of Panoptica Review that included any annotation

22Author’s contribution: Introduced the map-based navigation feature.
23Team’s contribution: Austin Sullivan enabled model selection from the mobile device.
24Team’s contribution: The author and Cooper Davies collaborated on creating the server functionality to store notes and

link them to objects. Additionally, Austin Sullivan’s work enabled users to leave notes through a mobile device.
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Figure 4.14: Map-based navigation system utilizing a mini and simplified version of the 3D model of the
entire SAGD facility, reviewed in the second case study. This system acts as an Area-Key-Plan (AKP),
enabling users to gather around, discuss, and plan what sections they will review next in a 1:1 scale.

functionality.

4.5.2.5 Collaboration

The collaboration feature in this project was only available when using the HoloLens device. The goal was to

achieve synchronous and co-located collaboration among HoloLens users. Each user had their personal view

and independent control of their viewpoint. No audio communication or avatar representation was required,

as users collaborated in person.

The lead designer had operator control, meaning they decided which model was loaded and the main

area within the model. However, the reviewer could move around and look anywhere they wanted. The

commander application was responsible for setting up teams and user permissions, as further described in

Chapter 5.

4.5.2.6 Output

During the design review session, the server recorded the users’ module loading and unloading activities.

If a device got disconnected, the user associated with it was automatically removed from the module. The

server also stored all the notes taken during the design review session and kept track of their location with

respect to the original coordinate system of the model. Additionally, the server recorded all the task changes
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Figure 4.15: Predefined areas of interest within the Isolation module of the SAGD facility. The areas of
interest across all modules were determined by the engineering company involved in the second case study.

and timestamps when the task was modified 25.

After the design review session, several reports were generated to provide information to the client 26.

1. Report 1: The first report included the list of all attendees, the team they were part of, and the time

they joined each session under each team, all recorded in the MDT time zone.

2. Report 2: The second report included the alternating order of the teams, the module, and the time

spent within. The report also summarized the total time spent on each module.

3. Report 3: The third report contained a table that listed the timeline with all the status changes of

the tasks and the timestamp when the change happened.

4. Report 4: The final report contained a list of all the notes taken during the design review session. The

notes had a corresponding item path in the model, item ID, x, y, and z coordinates, and the module

the team was in when the note was recorded.

These reports gave the client valuable information and insights into the design review session, helping

them make informed decisions about the project.

25Author’s contribution: The author was responsible for logging the data collected during the design review in an SQL server
and preparing the initial SQL statements to facilitate data querying.

26Team’s contribution: Cooper Davies played a crucial role in extending the SQL queries and preparing the reports.
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4.6 Iteration 4: Second product

The development of the fourth iteration of Panoptica Review began in mid-March 2019, right after the

completion of the second case study. The product was designed for enterprise organizations. The workflows

and functionalities of this iteration were heavily influenced by the outcomes of the second case study, which

played a pivotal role in shaping its design. Since its initial release, it has undergone three successful updates,

each focusing on achieving a specific objective, as shown in Table 4.1.

Table 4.1: The product releases of Panoptica Review.

Release Date Objective

Primo November 19, 2019 Loading a CADmodel into the HoloLens while preserving
the BIM data.

Secondo November 14, 2020 Targeting wider audience (specifically more augmented
and virtual reality devices).

Terzo July 15, 2021 Adding project management tools.
Quadro To be determined Adding analytic, reporting, and auditing tools.

4.6.1 High-level architecture

The second product involved eight primary software components. These components included a backend, a

portal, a HoloLens application paired with a mobile companion application, standalone VR applications, a

reporting server, a conversion server, and a Panoptica exporter plugin for Navisworks, as shown in Figure

4.16.

Unlike all the previous iterations, this system is not hosted locally. Instead, it is hosted online on private

clouds.

The previous commander application is replaced with a portal, a web-based application to upload 3D

models, manage users, and set up review sessions.

The HoloLens application, compatible with Microsoft HoloLens 1 and 2 devices, is responsible for stream-

ing and rendering 3D models.

Like the second case study (Iteration 3), the companion application was paired with each HoloLens device

to assist them with various interactions. However, the application was extended to support Android devices

in this iteration.

The VR applications target standalone devices (e.g. Oculus Quest and Pico Neo 3), and they were

responsible for streaming and rendering the 3D models, similar to the HoloLens application. However,

since no companion device exists, the entire UI in the companion was adjusted and embedded in the VR

application.
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Panoptica Exporter

Plugin for Navisworks

Figure 4.16: High-level architecture for the product phase of Panoptica Review.

Reporting servers wait for requests to generate reports about the executed design review sessions. Those

reports vary from standard reports about the attendees to more complex reports such as heatmap visualiza-

tions.

Conversion servers wait for a client to upload CAD or 3D files that convert them into an optimized

version for immersive reality environments. The conversion servers use the Panoptica exporter plugin for

Navisworks to read and parse the vast file formats. The Panoptica exporter plugin for Navisworks can also

be used manually without the conversion server. For more information about the input process, refer to

Section 4.6.2.1.

4.6.2 Functional aspects

This subsection presents the six functional classes implemented by this iteration.
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4.6.2.1 Input

In Panoptica Review, the input phase of the design review preparation is crucial. To provide an optimal

experience for the user, Panoptica offers two different options for uploading the CAD or 3D file.

The first option for uploading a file to the portal is directly uploading it, which triggers an automatic

conversion process into Panoptica’s optimized file format called Eutocius (.eut) 27. Eutocius is a proprietary

3D file format developed explicitly for Panoptica, designed to ensure compatibility across all devices while

maintaining high performance. It encompasses essential components of the 3D model system, including

meshes and metadata. The optimized format also modifies the hierarchy of these components by flattening

them out, placing all the components on the same level. This restructuring allows for increased rendering

speed, as there is no need to traverse through all the nodes in the hierarchy. It is important to emphasize

that Eutocius is exclusively developed for Panoptica and is not intended for use by external parties or other

applications.

The second option is to use the Navisworks plugin provided by Panoptica to export the model in the

Eutocius format 28. Using the Navisworks plugin allows the user to decide on the fidelity of the rendered

model, as CAD models often do not contain the geometry data. Instead, they contain other data used upon

loading the model to generate the geometry. Using the plugin manually also allows users to section their

modules and clean them up for a smoother experience in immersive environments.

To section a model, users can follow a recommended step-by-step process as follows:

1. Complexity Check: To begin, the user should evaluate the overall complexity of their model, with

particular emphasis on the number of vertices. It is essential to consider the vertex count as the primary

factor when discussing model complexity. A complexity summary, as depicted in Figure 4.17, can be

generated to provide an overview of the model’s complexity. Based on our observations from manually

preparing the 3D models in the two case studies, aiming for a vertex count of approximately 1 million

vertices per scene is recommended. This observation stems from our understanding that performance

may suffer when the vertex count exceeds this threshold on all standalone HMDs.

2. Planning: The user should then plan what needs to be reviewed and how to structure their scenes.

They should think of a focal point for each scene, typically something that should be reviewed in their

model review (a specific room or object in the room), as shown in Figure 4.18. A single scene may

contain multiple items that should be reviewed in their model review if the vertex count is low enough

27Author’s contribution: The author built the backend job system responsible for the automated conversion of 3D models
into the optimized file format using the Navisworks plugin.

28Team’s contribution: Cooper Davies led the development of the Navisworks plugin, while the author actively assisted in
developing the plugin’s UI and conducted extensive testing with various file samples to ensure the successful conversion of data.
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Figure 4.17: Displaying the complexity summary for the entire model.

for accommodating the limitations of standalone HMDs.

3. Backup: It is highly recommended to save a separate NWD file for the module before starting to

section it. This will make it easier to manage the scenes, mainly if additional modifications are needed

after testing a scene for performance.

4. Optimizing: When sectioning the model, it is essential to consider the performance requirements of

immersive devices. Large models with high vertex counts can cause significant lag and an unpleasant

model review experience. Small, vertex-heavy objects are suitable to hide to squeeze out more per-

formance. Grids and vents are usually complex and are suitable to remove if they are not critical to

the model review. The plugin provides the capability to spot-analyze different components or areas of

the model, allowing users to calculate the number of vertices and identify specific areas that require

optimization.

5. Exporting: Once satisfied with the desired selection and modifications, users can export them for

further use. Exporting enables users to create a self-contained package that encapsulates their selected

components. This exported package can then be uploaded through the portal for further testing.

6. Performance Check: The user should test the performance of their scene by uploading the exported

file to a model review on the portal and then join the model review with their HMD to see how it

performs.

7. Adjustments: If the module is laggy and not performant, more objects may need to be hidden to

decrease the vertex count. Aiming for no more than 1 million vertices per scene is recommended. The

performance will noticeably decrease past this point on supported head-mounted devices.
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Figure 4.18: Stripping down the hydrogen plant module to enhance the focal point of the section,
demonstrating the process of narrowing down to the desired focal point.
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8. Repeating: The user should repeat the following steps for all the desired modules.

4.6.2.2 Representation

The second product offers different model representation options depending on the scale mode. Like the

second case study, the lobby renders the entire facility in a tabletop scale, while the rest of the modules

are rendered in full scale. In full-scale mode, the software provides additional representation options, such

as displaying the dimensions and number of vertices of any selected item on the companion device, as well

as a single arrow per user that indicates the exact spot the user is interested in. Additionally, the software

includes a ruler mode that allows users to view dimension representation 29.

When using the HoloLens, all meta-data and supplementary data are displayed on the companion device.

The companion device displays the meta-data of any selected item and lists all the action items. Also, upon

selecting an action item from the list or the scene, its details and discussion board are displayed on the

companion device 30. However, the entire UI is embedded in VR as part of the VR application. All the data

is rendered in front of the user in a curved panel 31.

4.6.2.3 Navigation

Regarding navigation, Panoptica Review provided users multiple options for exploring the immersive envi-

ronment. The primary navigation feature for all head-mounted devices was body-track navigation, which

allowed users to change their viewpoint by moving their body and head.

In addition, users were provided with a list of modules displayed on the companion device, allowing users

to quickly load the desired module by selecting an item in the list. Another option for navigating the model

was to select from predefined areas of interest, also called spawn points.

Additionally, HoloLens users could utilize the companion device as a joystick to navigate around the

model 32, as shown in Figure 4.19. The joystick functionality updated the virtual model’s alignment within

the physical room, creating a sensation that mimicked the experience of flying through the model. Tapping

and holding the joystick allowed users to toggle between the default and expanded joystick.

VR devices also had the option to use point-and-teleport navigation, allowing users to point to a location

29Team’s contribution: Teresa Van played a crucial role in extending the measurement feature, incorporating additional
metric units, and enhancing its overall readability.

30Team contribution: Teresa Van played a pivotal role in the development of the second version of the mobile application.
This mobile application served as a digital personal assistant device.

31Team contribution: Leon Miura and Austin Sullivan collaborated designed and developed the entire UI used within the VR
environment.

32Team’s contribution: Teresa Van introduced the joystick feature in the MR environment. This feature facilitated user
navigation within the 3D model. Her work extended the author’s initial efforts, which allowed for the translation and rotation
of the model using incremental buttons.

109



(a) Collapsed mode (b) Expanded mode

Figure 4.19: The joystick in the companion app to fly around the model.

in the virtual environment and instantly teleport to it 33.

4.6.2.4 Creation

When users review the model, they can create action items to keep track of tasks or issues that need

addressing. Each action item has a discussion board where the users can add additional text information or

take screenshots and attach them to it. The discussion board allows for easy collaboration between team

members on how to resolve the issue or complete the task.

Upon creating an action item during the design review, it automatically gets linked to the loaded module.

33Team’s contribution: Austin Sullivan enabled point-and-teleport navigation within the VR environment.
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Moreover, if the action item is created at a selection arrow, it becomes linked to the exact location and item

that the arrow is pointing to. This linking allows for easier tracking of the action items and for users to

quickly find the associated module and location when they revisit the action item.

The creation of action items and their linking to specific locations within the model allows for a more

organized and efficient review process.

4.6.2.5 Collaboration

Collaboration is an essential aspect of Panoptica Review, and it is designed to enable communication and

collaboration between team members during a design review session. The HoloLens and VR devices provide a

personal view provision, and each user has independent control of their view. However, the system currently

does not provide an in-app verbal communication feature. Instead, HoloLens and VR devices are compatible

with Microsoft Teams, which is advisable for audio and streaming views to others.

The system utilizes avatars to represent each user within each module to enable remote users to interact

effectively. These avatars display the user’s name and the type of device they are using to view the model,

as shown in Figure 4.20 and Figure 4.21. To help keep track of where everyone is looking, a selection arrow

is shared among all users.

Figure 4.20: 3D models representing the devices that the users use to review the model.

During the design review session, all users have equal permissions, allowing them to load the required

module and navigate the areas they are interested in independently. However, users are also allowed to follow

each other, creating teams organically, with the team leader being the one being followed 34. Following

someone will automatically load their current module and move the users around the area the lead is

reviewing. Users can unfollow at any time and proceed independently.

Administrators who have access to the portal can view all the avatars in each module and select to see

their virtual view, similar to the prototype version. This allows administrators to monitor the progress of

34Team’s contribution: Teresa Van and the author collaborated closely to develop the entire backend messaging infrastructure
that facilitated real-time render updates during collaborative design reviews.
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Figure 4.21: An avatar displaying the name of the user and the device being used for reviewing a 3D model.

the design review and provide support to team members as needed. Overall, the collaboration features of

Panoptica Review enable teamwork and collaboration between team members, regardless of their location.

4.6.2.6 Output

The output of the Panoptica Review product provides users with comprehensive records of the design review

process. Thus, the system stores information throughout the design review sessions and generates reports

for users to review upon request.

The system stores the data in multiple databases, including action item updates and associated discussion

boards. Additionally, the system tracks all changes made during the session, such as when a user logs in,

which device(s) they are using, every module or lobby they join/leave, every item selection, every measure-

ment, and team formations. To provide a more complete picture, the system also stores two snapshots per

second of the user’s location and rotation with respect to the model 35.

The system creates PDF reports for each project that contain information about the design review

process, such as session details, action item progress, attendees, and time distribution 36. These reports are

helpful for users to understand the process, keep track of progress, and find ways to improve. A 2D top-view

project heatmap is also generated to show the distribution of users’ locations across different modules 37.

35The author designed and implemented the backend job system responsible for querying essential information and providing
the foundation for the reporting service within Panoptica Review.

36Team’s contribution: Dianna Yim developed the reporting service. Leveraging the queried information, she designed and
implemented the functionality responsible for generating detailed PDF documents.

37Team’s contribution: Cooper Davies developed a specialized tool designed to generate top-view heatmap images.
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The list of different reports is listed below:

• Session details report: This report provides an overview of the design review session, including the

date, time, duration, and participants involved.

• Action item progress report: This report tracks the progress of action items identified during the

design review. It includes details such as the action item description, responsible parties, due dates,

and current status. This report helps users monitor the status of action items and track their resolution.

• Attendee report: The attendee report lists all participants present during the design review session. It

includes their names and the duration of their participation. It also provides a detailed breakdown of

their participation across the different models.

• Time distribution report: This report offers insights into how time was allocated during the design

review session. It provides a breakdown of the time spent on different models.

• 2D top-view project heatmap: This report visualizes the distribution of users’ locations across different

modules in a top-view projection. It provides an overview of where participants were situated during

the review session and help identify areas of high or low user concentration.

4.7 Discussion

In this section, we compare the approaches followed in each iteration and examine how they align with the

systems discussed in Chapter 3 during the systematic literature review.

4.7.1 Architecture and maturity of the iterations

When comparing the four iterations to the systems discussed in Chapter 3, a notable distinction is that

the iterations focused on supporting the MR environment as the primary mode while also offering support

for VR environments. In contrast, most systems in Chapter 3 focused on VR applications in practice, with

limited exploration of MR environments.

The four iterations aimed to explore and harness the potential of MR as the primary environment for

design reviews. The system primarily supported Microsoft HoloLens, enabling MR experiences in the first

case study and initial product iteration. The second case study supported tether-based VR devices like

HTC Vive and Oculus. Finally, in the last iteration, the system evolved to support standalone VR devices,

reducing setup requirements and lowering user entry barriers.
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In terms of user interface and user experience, the four iterations underwent significant improvements.

In the first case study, the system required dedicated IT support personnel to operate and control the design

review sessions. The user interface was not optimized for end clients and necessitated pre-training. However,

in the second iteration (first product), the system embedded the server within the desktop application and

simplified the user interface to target end clients, reducing installation and setup complexity.

In the third iteration (second case study), additional functionalities were introduced, requiring an IT

operator’s involvement due to the features’ complexity and the lack of user-ready operation. However, in the

final iteration (second product), the commander application was replaced with a mobile application, granting

users complete control over their view and minimizing the need for extensive training or IT support.

The maturity of the four iterations can be categorized into prototypes and applications. The first and

third iterations (case studies) can be classified as prototypes as they were specifically developed for the design

review sessions and had limited usability beyond those contexts. However, the second and fourth iterations

(product iterations) are considered applications as they allowed for the loading of other 3D models, making

them versatile for use in various design review sessions.

The final iteration focused on delivering an enterprise application that adheres to strict security re-

quirements. Security is a crucial component of enterprise applications, and compliance with the IT and

cybersecurity teams’ guidelines is necessary before deployment and adaptation.

Storage and access were two crucial aspects addressed in the second product iteration. For larger enter-

prise companies, its IT team would deploy, host, and manage the product entirely. The software consultancy

team cannot access any of the 3D model data, ensuring data security and confidentiality. An OAuth 2.0

protocol was also implemented to provide secure user access to the data, offering authentication and autho-

rization mechanisms to safeguard sensitive information.

4.7.2 Input

All four iterations of the Panoptica Review system incorporated 3D models, which are the central component

of design review sessions. This decision aligns with the findings in Chapter 3, where 3D models were identified

as the most commonly imported data in VR applications for design review.

Regarding metadata, only the fourth iteration (second product) included the import of BIM metadata,

enabling the incorporation of user-defined properties and associated information with the 3D models.

Supporting documents, such as requirements and tasks, were not commonly supported in immersive

design review systems discussed in Chapter 3. Similarly, the first two iterations of Panoptica Review did

not include the import of supporting data. However, in the third and fourth iterations, the system allowed
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the import of tasks and action items, enhancing project management capabilities within the immersive

environment.

The methods of data import differed across the iterations. In the case studies (Iterations 1 and 3), the 3D

model data was manually optimized and imported into the immersive environment. This manual transfer

process involved optimizing the 3D models externally and integrating them into the compiled immersive

application. This process is a widespread approach followed by most papers discussed in Chapter 3.

In contrast, in the product iterations (Iterations 2 and 4), the 3D model data was loaded in real time

from a database system. This dynamic database transfer allowed for more flexibility and efficient loading of

the models into the immersive environment.

In the third and fourth iterations, supporting data, such as tasks and action items, were stored and

retrieved from a database system, enabling seamless integration of project management functionalities within

the immersive environment.

Furthermore, in the fourth iteration, the metadata associated with the 3D models was stored as part of

the 3D model file during conversion. This integration ensured the metadata remained synchronized with the

model, enriching the design information.

To optimize performance and manage the complexity of 3D models, conversion processes were employed

in the Panoptica Review system. Considerations were given to shadows, light sources, and file formats.

Shadows and light sources can be computationally expensive, impacting application performance. While

pre-baking lights can enhance performance, it was not feasible in the second case study due to frequent

model changes and unsuitable for runtime models requiring dynamic lighting. Balancing rendering quality

and performance requirements was crucial to delivering a smooth, immersive experience.

The complexity of 3D model file formats, such as FBX, was addressed by implementing optimizations in

the Panoptica Review system. These optimizations included eliminating animations, converting translucent

objects to opaque, and optimizing texture usage. The system aimed to streamline the models for efficient

streaming and rendering on HMD devices.

Comparing the input processes of the case studies revealed differences in complexity. The second case

study, involving a 30% stage model, presented a more manageable input process than the first one, which

dealt with a fully detailed model. The level of detail influenced the ease and efficiency of importing and

preparing the models for the design review sessions.

Additionally, customized file formats, such as the proprietary format employed in both product iterations,

demonstrated the significance of standardized or tailored file formats. These formats provided better control

over data organization, optimization, and compatibility with the Panoptica Review system, echoing the

findings discussed in Chapter 3.
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In addition to the input mentioned above, it is worth discussing the challenges faced by systems that rely

on external tools, such as the PIXYZ plugin, to convert CAD files into the FBX format. These tools may

overlook or miss out on certain geometrical information automatically generated when the CAD file is loaded

into its appropriate application. As a result, users often rely on additional plugins or manual processes to

accurately convert the missing data.

One typical example is the conversion of lines into pipes, which may be required for accurate representa-

tion in the immersive environment. While external tools like the PIXYZ plugin can convert CAD files into

FBX format, they may not handle this specific conversion accurately. In such cases, loading the CAD file in

its original application, ensuring all required plugins are installed, and waiting for the application to create

and render the geometry becomes necessary. Only then can users utilize their own plugin or extraction

process to obtain the correctly constructed geometry.

This approach was adopted in the fourth iteration of the Panoptica Review system to address the challenge

of accurately converting CAD files into a proprietary format. By leveraging the original application and

necessary plugins, the system could extract the geometrical information accurately, ensuring the fidelity of

the 3D models used in the immersive design review sessions.

4.7.3 Representation

Starting with the representation of the 3D models, all four iterations of the system adopted a 1:1 scale

representation for proper inspection, aligning with the findings in Chapter 3. This approach assisted users

to perceive and evaluate the models within the immersive environment.

However, there were variations in how the models were initially presented to the users. In the second,

third, and fourth iterations (first product, second case study, and second product, respectively), a miniatur-

ized version of the model was loaded at a tabletop scale. In the second iteration, this miniaturized model

was subsequently expanded to the 1:1 scale, similar to the approaches discussed in Chapter 3.

In contrast, the third and fourth iterations introduced a different approach. A simplified version of the

entire facility was initially presented in tabletop mode. When users selected a specific section of the model

they were interested in inspecting, only that part of the facility was loaded at the 1:1 scale. This selective

loading allowed users to focus on specific areas of interest within the model.

Moving on to the metadata representation, all four iterations of the Panoptica Review system incorpo-

rated the display of relevant metadata upon selecting a component in the 3D model. However, how this

information was presented varied across the iterations.

In the first and second iterations (first case study and first product), a 2D user interface form appeared
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in front of the user in the immersive environment upon selecting an item. This form contained the 3D

dimensions or size and the component’s name. However, in the first iteration, this feature was rendered

unusable due to the merging of items, making retrieving specific component information challenging.

In the third and fourth iterations (second case study and second product), the metadata appeared on

the mobile device paired with the HoloLens device rather than within the immersive environment. Several

reasons influenced this decision. Firstly, reading large amounts of textual information directly from the

headset display could be challenging due to flickering and low resolution. Second, typing using the headset

keyboard took longer than using a mobile device. Additionally, rendering the metadata on a mobile device

ensured that the user’s view of the 3D model remained unobstructed by the user interface. This approach

aligns with using a mobile device as a personal digital assistant, allowing users to annotate and communicate

with other remote reviewers, as discussed in one of the papers from Chapter 3.

However, in the fourth iteration (second product), the VR headset displayed all the metadata within the

immersive environment, similar to the previous iterations. This decision was based on the considerations

specific to the VR environment, where users may need to remove the headset to access the information from

a mobile device. Newer VR headsets that offer high-resolution see-through capabilities were not supported

in the fourth iteration.

Regarding the representation of application information, the second iteration (first product) introduced a

measurement feature, displaying the values in meters. However, due to time constraints, this feature was not

carried forward to the second case study (third iteration). It was later reintroduced in the fourth iteration

(second product), with the values displayed in millimetres and feet.

In the second iteration (first product), the use of manikins within the application was explored. How-

ever, this approach was discarded due to the lack of poses often unique to different operations. Instead,

digital humans were included as part of the models in the subsequent iterations, providing a more realistic

representation.

4.7.4 Navigation

A commonly utilized navigation method in HMD-based systems is body-tracking navigation, which allows

users to move and explore the virtual environment by physically moving their bodies. All four iterations of

the Panoptica Review system incorporated this navigation feature, enabling users to navigate and inspect

the models more naturally.

Additionally, all four iterations allowed users to navigate larger models by utilizing a list of predefined

spots. In the first iteration, this feature was controlled by an IT operator operating the commander applica-
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tion. However, in the subsequent iterations, this feature was made available to the reviewers, allowing them

to navigate to their areas of interest within the model.

In the second, third, and fourth iterations (first product, second case study, and second product), marker-

based alignment was implemented to synchronize the coordinate systems among users and provide a reference

for aligning the 3D model with the real world. Unlike the approaches discussed in Chapter 3, where markers

were primarily used for tracking the user’s position, the Panoptica Review system employed markers during

the calibration phase to align the 3D model with the physical space.

The VR environment introduced the teleportation feature in the third and fourth iterations (second case

study and second product). Teleportation allows users to instantly navigate to specific locations within the

virtual environment by selecting a destination point, providing a convenient means of movement, particularly

in large-scale models.

Furthermore, the fourth iteration (second product) introduced flying navigation in the VR environment

and a similar approach when reviewing using HoloLens HMD. In the VR environment, users could use the

VR controller’s joystick to navigate and fly through the model. For HoloLens users, the digital joystick on

the mobile companion application allowed them to mimic a similar flying option.

4.7.5 Manipulation

The focus of the Panoptica Review system across all iterations was to facilitate green-field design reviews,

where users could review 3D models offsite. However, during the development of the second iteration (first

product), a specific client expressed interest in utilizing the tool on-site to review 3D models of a factory

remodel. The occlusion feature was added to enhance the immersive experience in such cases.

Occlusion refers to the ability to toggle the visibility of virtual objects behind real-world objects. When

occlusion is enabled, virtual items positioned behind physical objects in the real environment become invisible

or partially obscured, mimicking their occluded state. This feature is particularly useful in on-site design

reviews, where users need to assess the alignment and interaction of the 3D models with the physical space.

The occlusion feature works by utilizing the depth-sensing capabilities of immersive devices, such as the

Microsoft HoloLens or VR headsets. These devices use various sensors, such as depth cameras or infrared

sensors, to perceive the surrounding environment and generate a depth map. By analyzing the depth

information, the system can determine which virtual objects are positioned behind real-world objects and

selectively render them invisible or partially obscured. Other methods have been in Chapter 3, where they

rely on image processing techniques applied to the camera feed to detect occlusion for objects aligned with

the real environment beyond the capabilities of depth sensors or infrared technology.
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4.7.6 Creation

In the Panoptica Review system, the third iteration marked the introduction of annotation capabilities during

the design review process. Users were provided with the ability to leave textual notes, which were linked

to a specific model at the selected 3D position. These notes served as communication and documentation

within the immersive environment.

Building upon this foundation, the fourth iteration expanded the annotation capabilities by introducing

action items with associated discussion boards. This enhancement allowed users to create more structured

and detailed annotations, including text and screenshots of their views. Action items could be left unlinked

or assigned to a specific 3D position within the 3D environment, enabling precise communication and task

assignment.

To visually represent the annotations, both iterations utilized 3D markers that served as attention-

grabbing indicators. These markers were placed in the 3D environment to signify the presence of associated

notes or action items. Additionally, in line with the findings discussed in Chapter 3, a feature was imple-

mented in the fourth iteration that allowed users to jump to the location of a specific marker quickly.

4.7.7 Collaboration

Each user in all iterations had their individual view, which aligned with the dominant approach discussed in

Chapter 3. However, some papers in Chapter 3 presented the concept of public views, where users outside

the immersive environment could observe the view of a particular user on 2D screens. Similarly, in the two

products (Iteration 2 and Iteration 4), the system allowed users to select a specific user and view their virtual

perspective. Additionally, users could transition between public and personal views and navigate the model

using keyboards and mice.

Calibration is crucial in ensuring synchronization and alignment of the virtual world coordinate systems

among users when using MR HMDs. A calibration process was implemented in all four iterations to establish

the initial alignment between the 3D model and the real world. In the first case study (Iteration 1), calibration

was achieved by placing the device on a marked spot and resetting its coordinate system. However, this

approach led to alignment deviations as the user moved away from the calibration spot, resulting in slight

positional and rotational discrepancies. Introducing marker-based calibration in the first product (Iteration

2) significantly improved the synchronization and reduced the error rate.

Iteration 4 introduced the display of avatars representing remote users, such as VR or MR remote users.

These avatars provided information about the user’s device type and name, enhancing the sense of presence

and facilitating identification and communication within the immersive environment.
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Regarding permissions and team formation, the first two iterations did not incorporate explicit team

formation capabilities. In the second case study (Iteration 3), an IT personnel was responsible for forming

teams based on the request of the lead designer. Users were assigned one of three roles: viewers, assistants,

and admins. However, during the design review sessions, it became apparent that strict permissions were

not necessary, and all users were set as admins. In the final iteration (Iteration 4), users could review the

model separately or follow other users, allowing for dynamic team formation.

4.7.8 Output

In the second case study (Iteration 3), the system introduced the logging of user interactions within the

system, capturing valuable data about user activities and engagements. This logging capability was further

enhanced in the fourth iteration, where the system expanded to log the user’s position in reference to the 3D

model. These logged interactions and positional data serve as a record of the design review session, offering

valuable information for analysis and evaluation.

Additionally, in the second case study (Iteration 3), the system generated three PDF reports that pre-

sented the time spent reviewing different model sections. These reports provided an overview of the design

review session, offering insights into the distribution of user attention and engagement with various parts of

the model.

The system extended its reporting capabilities in the final iteration (Iteration 4). Users can generate

reports automatically upon request, providing a comprehensive record of the design review process. These

reports include session details, action item progress, attendee information, and time distribution. They serve

as a valuable resource for users to understand the design review process, track progress, and identify areas

for improvement.

Furthermore, Iteration 4 introduced the generation of heatmap visualizations. These visualizations dis-

play the distribution of user locations across different modules, offering insights into user preferences and

patterns of exploration within the immersive environment. Heatmap visualizations can help identify areas

of focus, potential bottlenecks, and areas that require more attention or optimization.

Overall, the output of the Panoptica Review system provides users with a wealth of information and

insights into the design review process. By storing and providing detailed data, such as user interactions,

positional information, and reports, the system enables users to analyze, evaluate, and improve their design

review practices. The stored information serves as a valuable resource for identifying areas of success,

understanding user behaviour, and making informed decisions to enhance future design reviews.
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4.8 Conclusion

This chapter has presented and compared four iterations of immersive design review systems, each offering

unique features and approaches. These iterations spanned from case studies to product versions, providing

insights into the evolution and refinement of the Panoptica Review system.

The pre-design review phase varied across the iterations, with the case studies focusing on gathering

requirements and building customized systems. At the same time, the product versions shifted the respon-

sibility to users for preparing the models themselves. This shift empowered users to update and upload new

models, enhancing flexibility and adaptability in the design review process.

The supported devices also evolved throughout the iterations. The first case study and product initially

supported only Microsoft HoloLens, while the second case study and product expanded their compatibility to

include VR devices. This expansion allowed for a more inclusive and versatile design review experience. The

second product also allowed for remote and asynchronous design reviews, while the other versions focused

on synchronous and co-located reviews.

The second case study introduced separate modules/scenes within the design review, enabling a more

structured and organized approach and addressing the computation limitations of the HMDs. It also in-

troduced text note annotations, which evolved into the second product’s more comprehensive action item

feature. The second case study further pioneered using a personal companion device to assist HoloLens users

with navigation, enhancing usability and control for the reviewers.

The second product (Iteration 4) embraced a hybrid approach, providing independent user reviews or

team-based collaboration options. Users could review the model individually or follow another reviewer,

promoting flexibility and collaborative workflows. Additionally, Iteration 4 eliminated the need for external

assistance in logging into the model review, granting users autonomy and convenience in accessing the

immersive environment.

Feedback and reporting capabilities also saw significant improvements. The second case study (Iteration

3) marked the first step towards providing feedback after design reviews and compiling manual reports by

the software consultancy company. In contrast, the product version integrated feedback mechanisms directly

into the design review process, offering real-time feedback through the action item feature. Moreover, the

product version automated report generation, allowing users to generate comprehensive reports upon request

through the portal.
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Chapter 5

Focus Group: 3D Design Review in

Traditional and Immersive

Environments

5.1 Introduction

5.1.1 Overview

This chapter presents a focus group study to gather user feedback to evaluate the two case studies described

in Chapter 4. As previously discussed, I led the development of these two case studies. My responsibilities

extended to coordinating various facets of the projects, including the setup of equipment and the technical

arrangements on the day of the immersive design reviews. While I took the lead in these aspects, it’s

important to note that other dedicated members of VizworX played crucial roles in the logistical planning

of the pre-design review phase. Their responsibilities encompassed activities such as scheduling the design

review meetings and securing appropriate locations for these engagements.

Furthermore, during the course of the two case studies, our collaborative effort involved a distribution of

roles. While I remained on-site to observe the participants and capture their feedback, my colleagues took

on the responsibility of providing real-time support and assistance during the design review sessions. This

allowed for a comprehensive assessment of the participants’ experiences and contributed significantly to the

iterative development of the second product.

The chapter begins by presenting the purpose of the study, followed by a discussion of the study partici-

124



pants and their experiences. The study procedures, including pre-interview and during-interview activities,

are then outlined. The study findings are listed across different topics discussed during the focus group

sessions. Finally, the chapter concludes with a summary of the findings.

5.1.2 Purpose of the study

Typically, a focus group is conducted after performing a case study to collect participant feedback and

engage in discussion. As described in Chapter 4, two case studies were conducted, involving immersive

design reviews using HMDs with the Panoptica tool. The primary goal of this study is to evaluate the

functionality described in the two case study iterations.

The focus group was also utilized to document traditional design review processes and identify their

common challenges. By gathering insights from the participants, the study aims to understand the limitations

associated with traditional and immersive design reviews.

5.2 Methodology

In this study, a focus group approach was employed to gather qualitative data and gain insights into the user

experience of immersive design reviews. Focus groups are a valuable research method for collecting opinions,

perceptions, attitudes, and behaviours related to a specific topic [197, 219]. They provide an opportunity

to elicit requirements and gather feedback, making them suitable for both informing the design process and

identifying areas for improvement [187,190].

For requirement elicitation, focus groups gather information about users’ needs, wants, and preferences

[190]. This information helps inform the design of new products or systems or to improve existing ones.

During a focus group for requirement elicitation, the moderator may ask open-ended questions to encourage

participants to share their thoughts and experiences and may also ask them to participate in interactive

activities such as brainstorming or prototyping [103].

For feedback collection, focus groups gather opinions and reactions to a product, system, or service

already designed or released. The moderator may ask participants about their overall experience with the

product, what they liked and did not like, and their suggestions for improvement.

This study conducted focus groups using an online conferencing tool. The group setting allows for dy-

namic interaction, providing rich insights and leads that might not be obtained through individual interviews

or surveys [94]. The thesis author led the discussion, guiding the participants through questions or topics.

The discussion was recorded and transcribed for later analysis.

Semi-structured focus groups are a type of focus group that falls between structured and unstructured
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focus groups. Unlike structured focus groups, where the questions and topics to be discussed are pre-

determined and followed strictly, semi-structured focus groups have a more flexible approach to the discussion.

In a semi-structured focus group, the moderator has a set of core questions or topics to guide the

discussion but also allows for additional questions and topics to arise organically. The moderator may have

some control over the direction of the discussion but also allows participants to steer the conversation in their

direction [1]. This type of focus group allows for a more natural and unscripted discussion while providing

some structure to ensure that vital information is captured.

5.3 Case Studies

This section provides a detailed overview of the two case studies that serve as the foundation for our research.

These case studies involve complex projects and collaborations between prominent companies in the oil and

gas industry and engineering firms. Each case study offers unique insights into the application of immersive

design review tools within real-world project scenarios.

5.3.1 Case Study 1: Canadian Natural Gas Producer

In the first case study, the end client was a notable Canadian natural gas producer headquartered in Calgary,

Alberta. This company has a distinguished history of successful projects within the energy sector, including

the construction of significant facilities. Motivated by the potential advantages of employing MR technology

in their future endeavors, they embarked on a journey to explore innovative approaches to design review

processes.

The client’s decision to engage with Panoptica Review was driven by their interest in reviewing an existing

and operational facility using MR devices. This presented a unique opportunity to assess the applicability

and benefits of MR technology in a real-world context. Additionally, they sought to leverage the expertise

of the engineering company responsible for the facility’s original design.

5.3.1.1 Stakeholders

Key stakeholders in Case Study 1 included the following:

• End Client: A prominent Canadian natural gas producer with a history of successful projects.

• Engineering Company: Responsible for the design and construction of the facility.

• Participants: Comprised individuals from both the client’s organization and the engineering company.
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5.3.2 Case Study 2: Integrated Oil and Gas Company

The second case study featured an end client that ranks among Canada’s largest integrated oil and gas

companies. Their operations span various facets of the energy sector, including oil sands development. For

this project, the client enlisted a global engineering, procurement, and construction company renowned for

its expertise in complex energy projects.

The end client’s specific request was to engage in an immersive design review of their Steam Assisted

Gravity Drainage (SAGD) facility at the 30% design phase. This case study was structured to compare

the benefits of immersive design review tools with traditional approaches, with the immersive review taking

place immediately after a conventional design review.

5.3.2.1 Stakeholders

Key stakeholders in Case Study 2 included the following:

• End Client: One of Canada’s largest integrated oil and gas companies with a focus on oil sands

development.

• Engineering Company: A globally recognized firm specializing in engineering, procurement, and

construction services.

• Participants: Included representatives from both the end client and the engineering company. No-

tably, one participant from Case Study 1 was invited to provide valuable feedback based on their prior

experience.

5.3.3 Common Themes and Significance

Both case studies represent critical scenarios within the energy sector, where immersive design review tools

were explored as innovative solutions to enhance project outcomes. The collaboration between prominent

companies and engineering firms highlights the industry’s recognition of the potential benefits offered by

these technologies. These case studies serve as valuable sources of real-world insights into the adoption of

immersive design review tools and contribute significantly to our research findings.

5.4 Study participants

The study participants were recruited by sending an email invitation to all attendees of both case studies.

Interested participants responded to the email expressing their interest in joining the study. Table 5.1
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presents the details of all the participants involved in the focus group session. The focus group session was

conducted online using Zoom on June 22, 2023.

Table 5.1: The list of participants involved in the focus group session.

Job title Previous
AR HMD
experience

Previous
VR HMD
experience

Design
reviews
experience

Attendance Company

P1 CAD Manager YES YES 31 years Case study 1 Engineering company
(Case study 1)

P2 Drafting team lead NO YES 10 years Case study 1 Engineering company
(Case study 1)

P3 Drafting team lead NO NO 11 years Case study 1 Engineering company
(Case study 1)

P4 Design integration
manager

YES YES 21 years Case study 1&2 Engineering company
(Case study 1)

P5 Piping drafter NO NO 7 years Case study 1 Engineering company
(Case study 1)

P6 Project develop-
ment engineer

NO YES 20 years Case study 2 Engineering company
(Case study 2)

Including participants who attended the immersive design reviews was crucial in evaluating the different

functionalities of the case studies based on their industry experience. The aim was to gather insights and

feedback from participants with firsthand experience with the design review processes in both traditional

and immersive environments.

A total of 6 participants took part in the focus group session. Among them, 4 participants were involved

in the first case study, 1 in the second case study, and 1 in both case studies. The diverse participation

allowed for a varied perspective on the functionalities and challenges of the immersive design reviews across

different contexts and experiences.

5.5 Procedure

This section outlines the procedural details of the study, including the recruitment of participants, the

structure of the focus group sessions, and the interview format.

5.5.1 Pre-interview

The recruitment of participants began during the COVID-19 pandemic. Potential participants who expressed

interest in the study received a study description, a consent form, and a pre-study questionnaire via email.

After reviewing the materials, interested participants were added to a list of individuals interested in par-

ticipating. Once confirmation was received from 10 interested individuals, we followed up with them to find
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a suitable date and time for the focus group session. Finally, an online Zoom meeting was scheduled, and 6

participants attended the session. For additional details, please refer to the Appendix C, which includes the

certificate of research ethics, consent form, and pre-study questionnaire.

5.5.2 During-interview

All participants consented to have the focus group session audio and video recorded. A semi-structured

interview format was used for the study, consisting of six main questions. Three questions focused on

traditional design reviews, while the others focused on immersive design reviews. The following are the six

main interview questions:

1. Please describe how do you usually perform a 3D model review.

2. Please describe last time you made a critical mistake or missed something important.

3. Please describe the challenges you face in a traditional model review.

4. Please describe your first experience with viewing 3D models in immersive environment (other than

the pilots discussed in this study).

5. Please describe your experience when reviewing your 3D model in the first case study.

6. Please describe your experience when reviewing your 3D model in the second case study.

Based on the participants’ responses to the initial questions, follow-up questions were asked to delve

deeper into specific issues. Please refer to the Appendix C for the complete list of sub-questions. The

discussion began by exploring how traditional design reviews are typically conducted, followed by discussing

common mistakes and how participants ensure they are not repeated. The challenges faced in traditional

reviews were also discussed.

The conversation then transitioned to immersive design reviews, starting with participants’ prior ex-

periences with such reviews before the case studies. Feedback was then collected regarding the first case

study, followed by feedback on the second case study. The focus was on gathering feedback related to the

functionalities discussed in Chapter 3 of the thesis.

5.6 Findings

This section contains the findings from the semi-structured focus group, which provide insights into the

participants’ experiences and perspectives during the immersive design review process. Please refer to

Appendix C to see all the transcribed quotes provided by the participants.
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5.6.1 Traditional design reviews

This subsection presents insights from participants regarding traditional design reviews, including the stan-

dard processes, critical mistakes, and challenges faced in such reviews.

5.6.1.1 Common design review processes

Standard design review processes encompass a variety of methods and activities to ensure the quality and

accuracy of 3D models. Participants described conducting manual inspections, mark-ups, and collaborative

discussions among stakeholders to review the design thoroughly. These processes involve examining every

detail of the model to identify any errors, inconsistencies, or potential improvements. By engaging in these

reviews, participants aim to ensure that the design aligns with client requirements and meets industry

standards.

The duration of a design review depends on the complexity and size of the project. For smaller projects,

such as something the size of the main floor of a regular-sized house, the design review typically takes a

couple of hours. Participant 5 mentioned, “This allows us sufficient time to thoroughly examine the model

and discuss any necessary adjustments” Quote 1. On the other hand, larger and more complex projects,

like those in the SAGD industry, require more extensive design review processes. Participant 2 explained,

“It may span multiple days and involve multiple review sessions, each with different groups of participants”

Quote 2.

Formal design reviews are conducted at specific milestones, such as 30%, 60%, and 90% design completion,

and an initial review during the early stages to examine schematics and the area key plan (AKP). Participant

3 stated, “These milestones serve as formal checkpoints to evaluate progress, gather feedback, and ensure

that the design aligns with the client’s requirements” Quote 3.

Additionally, daily informal design reviews within the team allow for continuous refinement and improve-

ment of the model. Participant 4 explained, “It allows us to catch any issues early on, collaborate effectively,

and ensure that the design is progressing smoothly” Quote 5. These internal reviews allow designers to

iterate quickly and address any issues or concerns before formal reviews with the client.

During design reviews, a wide range of stakeholders are invited to participate, including the client, client

engineers, operators, safety personnel, and other relevant individuals with a stake in the design process.

Participant 6 stated, “When it comes to the attendees in our design reviews, it is up to the client to

decide who they want to invite from their side” Quote 6. Representatives from various disciplines, such

as mechanical engineering, process engineering, electrical engineering, project management, and the design

team, are also present on the design company’s side. According to Participant 1, “We ensure that all the
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main disciplines are represented” Quote 8. The composition of attendees may vary depending on the project

and client preferences. Furthermore, Participant 4 mentioned, “In some cases, additional safety personnel

might be present during our design reviews if the client requires extra safety measures beyond what is legally

mandated” Quote 7. As emphasized by the participants, this comprehensive involvement of key players

ensures a thorough evaluation of the model and valuable insights from various perspectives.

The lead designer from the design company typically takes the lead role. Participant 2 emphasized, “The

lead designer from our side takes the lead because we know the model the best. We are well-informed with

the requirements and familiar with all the details of the 3D model. Plus, we know what needs to be reviewed

during the session” Quote 9. However, there are instances when the client requests to lead the review session.

Participant 4 mentioned, “They wanted to try and explain some of their concerns. It is important for us to

accommodate their needs and ensure effective communication during the review” Quote 10. Regardless of

who leads the session, it is essential for both the lead designer from the design company and the lead from

the client’s side to sign off on the changes and decisions made during the review. Participant 5 highlighted,

“This ensures mutual agreement and provides legal protection for both parties involved” Quote 11.

Design reviews are crucial in the design process, enabling clients to visualize and validate the proposed

design direction. In the past, when 2D copies were used, clients often faced challenges in fully comprehending

the final product. Participant 4 explained, “The problem was that the clients would be paying us money for

three months, and they would not know what they would be getting. It was frustrating for both sides” Quote

12. However, the introduction of 3D models has transformed the design review experience. Participant 4

further stated, ”Clients loved being able to visualize the design in three dimensions and gain a better

understanding of the final product.”

To enhance the communication process, Participant 1 mentioned, “We also started sending them an

updated version of the model on a weekly basis, and they would review it internally” Quote 13. These

internal reviews served as checkpoints to ensure the design was on the right track, even though they were

not counted as formal reviews. This iterative approach allowed clients to provide early feedback and ensured

the design’s progress aligned with their expectations.

Design reviews, while not legally mandated by the government, have become an industry expectation.

Participant 3 emphasized, “They are commonly included in our contracts. This makes them legally required”

Quote 14. Including design reviews in contractual agreements demonstrates the commitment of both the

design company and the client to a transparent and collaborative design process. This practice ensures

thorough evaluation and effective communication, fostering a more productive working relationship and

ensuring the design meets the desired specifications.

Design reviews utilize various tools and file formats to facilitate the evaluation and sharing of design
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models. Participant 4 highlighted, “We utilize tools such as Smartplan, AutoCAD, and Revit to generate

and refine the design models. However, when it comes to the design review process, Navisworks takes the

center stage. It is a dedicated design review tool that allows us to load and analyze models from different

CAD software” Quote 15. Regarding file formats, DWG (AutoCAD) and STP (STEP) are widely used in

the industry due to their compatibility and ability to store detailed geometric and structural information.

Participant 3 mentioned, “We have observed a growing trend in the use of the STP (STEP) file format”

Quote 16. However, challenges may arise in data sharing and extracting information from certain file formats,

requiring additional effort and coordination during the design review process. Participant 1 noted, “When

using tools like Smartplan, some data may not be included directly in the design model file. Instead, it is

stored in a separate database. Extracting and incorporating this additional data into the design review tool

requires extra effort and coordination” Quote 17.

Project management tools are commonly used to document activities and capture critical information

during design reviews. Participant 4 emphasized, “We rely on the old-fashioned way of taking notes and

using project management tools to document issues and action items identified during the design review”

Quote 18. Additionally, screenshots are often taken to visually highlight specific areas or details in the model,

providing a reference for future discussions or analysis. Participant 1 mentioned, “This feature allows us to

easily navigate back to specific areas or details of the model, making it convenient to revisit” Quote 19.

In terms of planning, design reviews are scheduled based on the availability of the client and the project

timeline. Participant 3 explained, “We take into consideration the availability of the client and align it

with the project timeline” Quote 20. A well-prepared AKP is crucial and is created at the project’s outset.

As Participant 2 emphasized, “It serves as a roadmap for delegating work to different design teams or

companies based on their expertise” Quote 21. Schematics are an integral part of the design review process.

Participant 6 mentioned, “They provide a detailed representation of the components and linkages within the

design. These schematics are created in the early stages of the project and serve as a reference point during

the review, allowing us to focus on the functional aspects of the design” Quote 22.

During design reviews, participants follow a systematic approach to cover large areas of the model.

Participant 4 explained, “We follow a systematic approach by reviewing the model based on process systems.

We focus on specific processes to ensure that each aspect of the design is thoroughly evaluated” Quote 23.

By thoroughly assessing one unit, participants can gain insights into the consistency and effectiveness of

similar units throughout the facility. This approach optimizes the review process while ensuring that all

crucial elements are adequately examined. Participant 5 highlighted, “This approach is quite common in

construction projects, especially when dealing with numerous similar units” Quote 24.
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5.6.1.2 Critical mistakes and lessons learnt in traditional design reviews

One common mistake highlighted by participants in traditional design reviews is the occurrence of clash

detection errors, despite the availability of automated tools. As Participant 4 pointed out, “The biggest

thing we find is things going through other things, clash detection. That is the biggest thing that we run

into in model reviews” Quote 25. While clash detection tools like those found in Navisworks can help identify

potential clashes between design elements, participants noted that they are imperfect and can sometimes

miss certain clashes. Participant 1 emphasized, “It is not always enough” Quote 26. Factors such as model

complexity, time constraints, dynamic scenarios, and frequent model changes contribute to the potential for

missed clashes.

The complexity and size of large models can pose challenges for collision detection. Participant 3 men-

tioned, “Sometimes, we have to break them into smaller sections before running clash detection” Quote 27.

Navisworks and other tools may struggle to handle complex geometry or high polygon counts, resulting in

missed collisions.

Additionally, accurately capturing all possible interactions and collisions in dynamic scenarios can be

complex. Participant 6 said, “We never have enough time to prepare for all the possible scenarios” Quote

28. Users must define appropriate timelines, animations, and movement sequences to ensure collisions are

correctly detected during simulations.

Another factor contributing to clash detection errors is the frequent changes made to the model through-

out the design process. Participant 5 mentioned, “You know, with Navisworks, it is important to have good

models for clash detection. If there are any errors or missing elements in the models, it can miss detecting

collisions. It is like the saying goes, ’garbage in, garbage out,’ the quality of the input models directly affects

the accuracy of clash detection” Quote 29. Participant 3 also pointed out, “Another issue is that the model

keeps changing so frequently, making it easy to miss clashes” Quote 30. The continuous evolution of the

model, even minutes before the formal design review, increases the likelihood of missing clashes for newly

edited or added items.

The second common mistake that participants have encountered is improperly following schematics. As

Participant 4 described, “The schematics had the same valve drawn twice on separate drawings. It is strange

how something like that can go unnoticed during the design process. It is not until we are in the model

review that someone notices and questions why there are two valves doing the same thing” Quote 31. This

oversight can happen frequently, especially in projects involving numerous schematics and interconnected

components, such as SAGD facilities. Participant 4 further explained, ”There is just so much to consider

and so many things to design and engineer that it does not always compute in anyone’s mind until it is
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pointed out in the model review” Quote 32.

The third common mistake that participants have highlighted is over-spanning pipes within the design.

Over-spanning refers to exceeding the allowable distance that pipes can move or flex. When pipes are

subjected to excessive movement beyond their design limits, issues can arise, compromising the integrity and

functionality of the system.

Identifying and addressing over-spanning issues should ideally occur during the design phase before

formally presenting the model. Participant 4 shared, “The last mistake I recall involved over-spanning a

pipe, where it exceeded the allowable distance it could move. This issue should have been caught during

the design phase, but it was missed” Quote 33. It is the designer’s responsibility to review and check the

distances, ensuring that they comply with the specifications and limitations of the pipes.

However, in some cases, over-spanning occurs due to a lack of proper education or training regarding pipe

design requirements. Participant 6 mentioned, “In this particular case, the designer was not aware that the

pipes could not be over-spanned to such an extent” Quote 34. This lack of awareness can contribute to the

oversight and result in over-spanning issues within the design. To prevent over-spanning issues, designers

should ensure they are knowledgeable about pipe design requirements and review the distances to comply

with specifications and limitations.

Participants have taken steps to enhance their processes and ensure continuous improvement to prevent

the recurrence of critical mistakes in traditional design reviews. Participant 1 emphasized the importance of

lesson-learned documentation, stating, “To ensure this mistake is avoided in the future, we rely on lesson-

learned documentation. We thoroughly document the critical mistakes or missed elements encountered

during design reviews, highlighting the root causes and the necessary corrective actions” Quote 36. By

capturing and documenting these mistakes, participants aim to raise awareness within their organization

and prevent similar errors from happening again.

Sharing knowledge and making it accessible to all team members involved in the design process is crucial.

Participants recognize the value of this documentation as a resource for designers. It provides insights into

past mistakes and serves as a guide to avoid them in future projects.

5.6.1.3 Challenges faced in traditional design reviews

Traditional design reviews present several challenges that participants encounter before and during the

process. These challenges include scheduling the meeting, including remote participants, maintaining focus

and engagement, presenting the 3D model to individuals unfamiliar with CAD software, and managing

information overload.
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“The main challenge is having the right people at the right time in the right place focused on the

right thing”, Participant 4. Quote 37.

The first challenge in traditional design reviews is coordinating and scheduling the participation of all

necessary stakeholders, which can be a logistical hurdle, mainly when dealing with conflicting schedules and

multiple parties involved. Participant 6 emphasized the difficulty in finding a suitable time for everyone,

stating, “Just like setting up any other meeting, it is also challenging to find time that works for everyone. I

mean everyone, those meetings can include over 15 people from different teams, companies, and time zones”

Quote 38.

Including remote participants in design reviews introduces unique challenges in terms of communication

and collaboration. Participants must find ways to ensure that remote individuals have access to the necessary

design files and software and the ability to actively participate in discussions and provide feedback. This may

involve utilizing online collaboration tools, screen sharing, or video conferencing to bridge the distance and

facilitate effective communication. Participant 3 mentioned, “We mostly use Zoom or similar conferencing

tools. We share the screen of the lead designer who is navigating the model” Quote 39. Additionally,

Participant 6 highlighted the challenge of sharing additional documents during remote design reviews, stating,

”It can be challenging when we have additional documents that we are passing around the table, such as

schematics” Quote 40.

Maintaining focus and attention from all participants can be a significant challenge. With large and

complex models, having the right people present and engaged in the review process becomes crucial. However,

it is not uncommon for key individuals to be absent or not fully focused on the discussion, leading to potential

oversights or missed elements. Participant 6 emphasized this challenge, stating, “This is the biggest challenge

I run into all the time. We would literally review something, and the most important person is either not

there or not focused. And then you review something else, and an hour later, that person asks: ’What about

that section of the model?’ The section that we have already reviewed. Everybody just quietly sits without

saying anything to not make them feel embarrassed, then you go and review that from the very beginning”

Quote 41.

Presenting the 3D model to individuals unfamiliar with CAD software requires special considerations.

To address this, participants employ various strategies. Participant 1 highlighted their approach, stating,

“We add a lot of components that make people relate to. There are pickup trucks, manikins and avatars,

we also make the valves look more realistic now” Quote 42. Participants aim to enhance comprehension and

facilitate discussions with non-technical stakeholders by incorporating relatable components into the model.

Design reviews can often lead to information overload due to the significant amount of data involved,
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including drawings, specifications, reports, and complex models. Participants acknowledge the challenge of

assimilating and processing all this information within the allotted time. Participant 6 expressed, “Having

everyone sitting there can have them overwhelmed with all the information that we go through in detail. Not

everyone has to be there for all the information” Quote 43. To address this, organizing and presenting the

information clearly and concisely is crucial to ensure clarity and comprehension. Additionally, Participant 2

highlighted the challenge of switching between schematic diagrams and 3D models, stating, “The continuous

transition between these different representations requires us to constantly readjust our focus and mental

perspective” Quote 44.

5.6.2 Immersive design reviews

This subsection documents participants’ experiences with immersive design reviews, covering their prior

experiences with such reviews and their feedback on two specific case studies conducted during the study.

5.6.2.1 Prior experience with immersive design reviews

Participants shared their insights and experiences regarding their first encounters viewing 3D models in

immersive environments beyond the pilots discussed in this study. Notably, it was revealed that none of

the participants had prior experience with immersive review systems before the two case studies. However,

these immersive design review sessions opened their eyes to the potential and possibilities offered by HMDs.

They discussed the tools they used, whether they felt any fatigue or disorientation, and their observations

regarding the field of view. Through these experiences, participants gained an appreciation for the immersive

capabilities of AR and VR, prompting them to explore the use of these technologies further in their design

review processes.

Participants shared their experiences using augmented reality AR and MR tools for immersive design

reviews. On the positive side, they mentioned the effectiveness of tools like Visual Live, which were utilized

for onsite brown-field projects. Utilizing AR with iPads, participants enjoyed a convenient and user-friendly

experience. Participant 6 expressed, “The iPad worked great for us. It was easy to use and navigate through

the model” Quote 45. However, they also acknowledged a limitation in depth perception with the iPad alone.

To address this, they turned to HoloLens, a mixed-reality headset. Participant 6 stated, “The HoloLens was

a game-changer. It provided a more realistic understanding of the model and depth perception” Quote 46.

However, participants also encountered challenges using AR tools for immersive design reviews. Envi-

ronmental factors, such as sunlight, affected the AR experience onsite. Participant 2 shared, “The sunlight

affected the clarity of the digital content, making it difficult to see details” Quote 47. Additionally, cold
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weather conditions significantly impacted the AR devices’ battery life, requiring participants to manage bat-

tery usage effectively during onsite reviews. Participant 2 noted, “The cold temperatures seemed to drain

the battery faster than usual” Quote 48. Connectivity issues also arose, particularly in remote locations,

affecting the reliability of internet connectivity during design reviews. Participant 4 shared, “In some in-

stances, the connectivity issues were severe enough that we had to make the difficult decision to cancel the

design review altogether and refund the client for the wasted hours” Quote 49. These challenges highlighted

the need for robust hardware and reliable network infrastructure to ensure optimal AR and MR experiences

in various working environments.

Participants also shared their observations regarding the field of view in AR experiences. While they

were initially aware of the limitations of the field of view, this awareness quickly diminished as they became

fully engaged in the review process. Participant 4 mentioned, “We did notice the field of view initially,

but once we were fully engaged in the review process, it quickly became unnoticeable within a minute or

two” Quote 50. In addition to the field of view, participants encountered performance issues when using

Microsoft Dynamics for video conference calls and screen sharing during AR sessions. Participant 2 noted,

“The application became laggy” Quote 51.

Turning to VR, participants mentioned utilizing IRISVR for viewing their models in virtual reality.

Additionally, they highlighted that some of their partners who used SolidWorks had been utilizing a VR

plugin for their design reviews. Participants acknowledged that their initial experiences with VR often

led to feelings of fatigue. Participant 1 noted, “We would often experience dizziness, but over time, we

gradually became accustomed to it” Quote 52. However, they familiarized themselves with the technology

and improved their overall experience. Participant 4 mentioned, “We discovered that breaking down the

models into smaller components helped reduce lagginess in VR” Quote 53. Participant 5 added, “We also

decided to stop using the flying feature in VR and instead use instant teleportation or the keyboard to

navigate before wearing the headset” Quote 54.

5.6.2.2 Feedback on the first case study

Participants shared their experiences and provided insightful feedback regarding their first encounter with

the review of the 3D model in the first case study. When asked if they followed the traditional approach,

Participant 4 noted, “Yes, I tried to do it exactly like we do it traditionally. We are all around, we would

walk through the process. We are like, here is this valve, here is this pipe, this is what it is doing” Quote

55. However, this approach did not work effectively in the immersive environment.

The participants discussed the challenge of reviewing a large area. Participant 1 admitted, “We could

not get past the first little building because people just kept wanting to walk off and do their own thing”
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Quote 56.

In terms of their likes and dislikes, participants expressed appreciation for the concept of reviewing the

3D model in AR. However, they also pointed out some drawbacks. The time required for model conversion

and setup was considered too long, as Participant 4 noted, “The turnover time to get the 3D model into AR

was too long. It was also a lot of time to set up the review. People sometimes get an hour or two to do a

review; they do not get an entire day to go to a studio and walk around. So, the feature I liked the most is

the feature that I hated the most because it made the review impractical” Quote 58.

Participants enjoyed the freedom to navigate the 3D model, simulating the experience of being present

at the actual facility. However, they also voiced a desire for more control over the model. Participant 5

highlighted this, stating, “It would be nice to have more control over the model, such as moving it up or

down for better visibility” Quote 59. Additionally, Participant 2 expressed frustration when modifying the

view for one person impacted everyone else’s perspective, which disrupted their individual exploration of the

model.

Furthermore, participants highlighted the need for individualized views and the capability to manipulate

the model independently. Participant 5 explained, “We liked the shared world, easy to communicate while

reviewing the same items. However, it would be nice to have our personal view and the capability to

manipulate the model independently” Quote 61. The lack of individualized viewpoints and the reliance on

the operator to adjust the model was seen as potential disruptions to the focus of others during the review.

During the review process, participants identified errors initially overlooked in the original design. Par-

ticipant 1 cited an example, “Even though the building was already built, there was a design around two

buildings. There was an HVAC or duct, and they realized that it was not a very good design and not very

practical in terms of operations” Quote 62.

5.6.2.3 Feedback on the second case study

Participants in the second case study expressed their appreciation for the presence of a dedicated team of

IT professionals during the immersive design review session. They acknowledged the importance of having

technical support to address any issues that arose from using new technologies. Participants specifically

highlighted the prompt assistance provided by the IT team in replacing malfunctioning headsets, ensuring a

smooth and uninterrupted review experience.

Participant 4 stated, “It was nice having a large team of IT dedicated to make sure everything is running

smoothly” Quote 63. They also shared a personal experience, saying, “I had my device glitch twice, but

one of the IT members rushed towards me and replaced it with another device. The new device synced

immediately, and I managed to proceed from where I stopped” Quote 64.
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However, participants recognized that having such a large IT team dedicated to each design review would

not be feasible on a regular basis. As Participant 6 explained, “We run hundreds of formal design reviews

in this building alone” Quote 65.

When comparing participants’ experiences in the MR and VR platforms, several observations were made.

Initially, participants noted the smaller field of view in the MR platform, but they quickly adapted and

overcame this limitation. Participant 6 noted, “The first thing we noticed was how small the window that

we can see through is, then all of a sudden, we all went like: ’Oh,’ and we started walking” Quote 66.

Participant 6 expressed their preference for MR, stating, “AR, by far, was our most preferred platform.

It was so nice to walk around and talk to each other. It required minimal training” Quote 68. Participants

appreciated the immersive nature of VR, especially when working individually and maintaining focus on

the task at hand. Participant 6 explained, “I could actually focus on reviewing the task with minimal

distractions” Quote 67. However, for collaborative purposes, they found MR to be more suitable, as it

allowed movement and interaction while still being connected to the real-world environment.

Regarding the weight of the headsets, participants found it slightly inconvenient, particularly after an

extended period of use. Participant 6 mentioned, “Splitting up into multiple groups allowed for downtime to

relax our necks. I did not feel the weight immediately, but 10 minutes in, and I could start feeling it. After

half an hour, I wanted to take a break” Quote 69.

Participants expressed their desire to incorporate immersive design review tools into their daily workflow,

even before formal design reviews. They believed that utilizing immersive environments on a regular basis

would better equip them to prepare their arguments and make more informed decisions. By examining the

model in a 1:1 scale, they felt they could gain valuable insights and better understand the perspective of the

client.

Participants acknowledged that one obstacle to daily usage of immersive design review tools was the time

and effort required to import the 3D model into the immersive environment. They emphasized the need for

a streamlined and efficient import process, stating, “The turnaround times on model imports are so long.

We would need to use this tool several times a day per project, so the import process has to be done in

minutes rather than in days” Quote 70.

Participants also shared their experiences breaking down the model into smaller units for review. They

found this approach to be effective and beneficial in terms of visualization. By dividing the model into

smaller units, they were able to comfortably review and navigate the models within a regular meeting room

size. This allowed for a more focused examination of specific sections without overwhelming the participants.

Participants appreciated the fact that breaking down the model into units ensured a smooth visualization

experience without noticeable lag. Participant 4 emphasized the importance of maintaining the integrity of
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the model and stated, “Having the model broken down into smaller units was fine. If this is what we have

to do to ensure there is no lag, that works for us. However, we cannot break them smaller than unit-based

or we lose important information” Quote 72. This highlights the balance between optimizing performance

and preserving the essential details of the model during the immersive design review process.

When participants first saw the model in the immersive environment, they experienced an initial “wow”

factor that captivated their attention. However, they quickly became more interactive and engaged with the

model, and the immersive experience prevented boredom that could occur in traditional reviews. Proximity

and active participation were essential aspects that contributed to the overall success of the immersive design

review session.

“It was really useful to be able to review the tray routing.”, Participant 6. Quote 74

“It was amazing when it comes to egress accessibility checking. You could visually see that you

could step over a piece of equipment if there’s an emergency. AR helped a lot on platforms and

stairs.”, Participant 4. Quote 75

“People were trying to step over pipes, amusing!”, Participant 4. Quote 76

While reviewing one unit of the facility at a time was sufficient, participants expressed a desire for more

supplementary information. They noted the need for easy access to schematics related to the reviewed

sections of the facility. Participant 6 explained, “I needed the schematics several times. We ended up

printing them and distributing the papers among the participants. Even then, they still had to figure out

which schematic is related to which component” Quote 78.

After the immersive design review session, participants engaged in an informal internal focus group to

discuss the potential future applications of such technologies within their company. During this discussion,

several key points were raised. Participant 6 emphasized the importance of being able to highlight specific

layers of a model, enabling a more focused examination of different components. Additionally, they expressed

the desire to access user-defined properties set up in Navisworks, stating, “The tool should provide me with

real data (beam size, valve info, JB info, etc.) in the AR simulation” Quote 82. Integrating this data within

the immersive environment would provide valuable context and enhance the review process.

Furthermore, participants highlighted the need for measurement capabilities within the immersive envi-

ronment. One participant stated, “Taking measurements in the AR walkthrough is a no-brainer. We had to

estimate several times using our hands because no tool was provided to us” Quote 83. The ability to measure

dimensions directly within the immersive environment would greatly improve accuracy and facilitate more

precise discussions during the review. Participants also expressed the desire for clash detection simulations
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within the immersive environment. Participant 4 said, “I would like to interact with the model and be

notified about collisions and clashes” Quote 81.

The immersive review session took an unexpected turn as participants began to explore their own areas

of interest. This freedom allowed them to focus on specific elements that captured their attention. As one

participant expressed, “Originally, they all would follow one person around, then everybody realizes that

they can wander and look at what they are interested in” Quote 84. This shift led to the formation of

sub-review sessions, where different groups concentrated on their respective areas of expertise.

This independent exploration proved to be beneficial, particularly for the electrical team. They were able

to efficiently complete their cable tray reviews, a task that often faced time constraints in traditional design

reviews. As one participant noted, “They finished their cable tray reviews in the first half an hour, then

they left. For once, they finished first rather than last” Quote 86.

While the ability to explore individual areas of interest was beneficial, it also posed challenges during the

immersive design review session. Participants found themselves getting in each other’s way and expressed

the need for a larger room to accommodate their simultaneous exploration. As one participant highlighted,

“Need a bigger room for the AR review so that we can cover more in less time” Quote 87.

In the case of VR, participants encountered difficulties with teleportation, particularly when moving

across platforms. Clear line of sight was required to effectively teleport to desired locations. As one partici-

pant shared, “Teleporting onto platforms in VR was difficult. I would be standing below and I want to move

up, but I would need a clear line of sight to point it out to teleport into” Quote 88. Another participant

mentioned a workaround they used to access certain areas, stating, “I wanted to go inside the building, but

the teleportation mode would not let me move in. I had to teleport as close as possible to one side of the

wall, stick my head and hand through, then point and teleport inside the building” Quote 89.

While pre-setting teams with defined members was an initial strategy, participants found that it did not

fully cater to their collaboration needs. In some instances, individuals from different groups expressed a

desire to meet and collaborate, highlighting the importance of flexibility and adaptability in the immersive

review process. One participant mentioned, “Four people across the two teams wanted to meet together, but

they had to wait till the end of the review session so that the IT people can configure it for them” Quote 90.

Participants encountered challenges in tracking individual progress as they explored the model indepen-

dently or in separate groups. To address this issue, the IT team granted everyone admin access. Participant

4 explained, “We had to make everyone an admin to be able to leave notes because we simply could not catch

up” Quote 91. This adjustment enabled participants to document their observations and insights, ensuring

that important points were captured and could be addressed later.

The ability to leave comments within the immersive environment proved to be highly valued by partici-
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pants. However, participant 6 noted, “We want to see who left the note to know whom we should follow up

with” Quote 92.

In terms of task management, the predefined list initially provided for the review session became less

useful as participants explored their own areas of interest. Participant 6 explained, “We tried to rely on a

predefined list of tasks to ensure we do not miss anything. But we ended up ditching it and relying on the

notes taken individually” Quote 93. This shift in focus from a task checklist to individual notes highlighted

the flexibility and adaptability required in the immersive design review process, where participants can

prioritize and document their specific observations and insights.

Despite the challenges faced during the immersive review, participants discovered several mistakes and

overlooked details that had not been identified in the traditional approach. The ability to interact with the

model in a 1:1 scale allowed them to spot these issues and make necessary revisions, leading to improved

design outcomes and operational considerations.

For example, Participant 6 noted the significance of stairs in the design. By experiencing the model

in the immersive environment, they realized that a ladder would be more practical and cost-effective in a

specific scenario, leading to a revision in the design approach. The participant explained, “They asked for

stairs, and in the model review, when the operator put on the device, he was able to stand in front of it

and say, ’Wait a minute, it’s only two steps, I can put my tools here and climb up.’ Stairs are usually more

expensive and take up a lot of space, whereas a ladder can be placed against the wall without the need for

all that extra design” Quote 95.

Additionally, participants identified specific valves and components that were unnecessary or required

reconsideration. One participant highlighted this by stating, “During the review, we realized that a 16-inch

valve on the steam line was unnecessary. We were able to remove the 1500lb steam valve” Quote 96.

Furthermore, participants addressed operational considerations. As one participant mentioned, “We

made changes to the blinds and isolation valves, as well as how they should be drained for operational

purposes” Quote 100.

5.7 Discussion

This section engages in a comprehensive discussion that synthesizes the findings presented in the previous

section. The taxonomy proposed by Horvat et al. [118] is employed to facilitate a structured exploration of

the outcomes. This taxonomy categorizes immersive design review functionalities and serves as a framework

to group and analyze the study’s findings within a coherent structure.
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5.7.1 Input

During the evaluation of the immersive design review tools in both case studies (Iteration 1 and Iteration

3), participants expressed concerns about the turnaround time. As mentioned in Quote 58 and Quote 70,

participants highlighted the need for a faster process of receiving and reviewing the model in an immersive

environment.

In the first case study (Iteration 1), participants initially desired the ability to review the entire model

simultaneously. However, due to limited access to fast and reliable internet connections, cloud rendering

was not viable, and the design review had to be performed offline. As the study progressed, participants

realized that reviewing the entire model at once was not required or necessary for their purposes. They

further expressed in Quote 58 their appreciation for the feature of reviewing the entire model simultaneously.

However, they also acknowledged the impracticality of this feature due to the time it takes to set up the

review session.

In the second case study (Iteration 3), the model required manual breakdown into smaller models, minor

cleaning of faces and fixing of normal vectors to address flickering issues. As mentioned in Quote 72,

participants accepted the smaller models as long as they were not broken down further than unit-based

sections. Breaking down the model into smaller sections helped participants focus on specific parts of the

facility without distractions from the surrounding environment, as stated in Quote 73.

In the first product (Iteration 2), efforts were made to decrease the turnaround time by allowing the

immediate import of models without requiring a third-party team to process them manually. However, this

iteration had limitations and did not support all commonly used CAD file types.

In the second product (Iteration 4), further improvements were made to reduce the turnaround time. The

tool now supports all standard CAD file formats and provides a plugin to facilitate the breakdown of models

into smaller sections using Navisworks. Additionally, as mentioned in Quote 82, participants requested the

integration of user-defined properties and BIM data typically visible in Navisworks, which was incorporated

into Iteration 4.

Furthermore, participants noted, in Quote 85, that having a mini-size representation of the entire facility

in the second case study served as their standard AKP, guiding them through the design review process

and helping them overcome the challenges of breaking down the model into smaller sections. In the second

product (Iteration 4), the end client can upload a stripped-down version of the entire model specifically for

use as an AKP.

In addition to the feedback provided during the immersive design review tools evaluation, participants

raised another critical issue that has not yet been addressed in any of the iterations. The participants
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requested, in Quote 78 and Quote 79, to load P&IDs (schematic files) and have them automatically linked

to the components they interact with during the review.

This request highlights the importance of integrating the P&IDs with the immersive design review tool to

provide participants with a comprehensive and synchronized view of the facility. Participants had to manually

refer to paper-based documents or navigate through separate files to access the relevant schematics, which

took time and effort.

5.7.2 Representation

The participants generally perceived the representation of the 3D models in both MR and VR environments

as accurate and realistic. They appreciated the ability to visualize the models at a 1:1 scale, which provided

a better understanding of the facility’s spatial relationships and design elements, as stated in Quote 71.

However, when it came to gaining a better understanding of the dimensions and spatial layout of the

facility for specific operational tasks, participants in the first case study (Iteration 1) found it beneficial to

incorporate additional objects for enhanced spatial awareness, as mentioned in Quote 42. For example, they

placed a truck next to the loading zone and utilized other vehicles and trucks in different areas to provide a

more intuitive sense of space. Similarly, in the second case study (Iteration 3), manikins were included in the

3D model to provide a human-scale reference. These additional elements aided participants in visualizing

and evaluating the facility with the operations they would perform, improving their spatial awareness within

the immersive environment.

To optimize performance and mitigate lagging issues, excluding complex components or objects not ini-

tially part of the facility being reviewed is recommended. In the first case study (Iteration 1), the detailed

meshes of internal motors, paddles, and chairs within the truck model resulted in HMDs performance is-

sues. Manual cleaning of the model and removing unnecessary components was necessary to ensure smooth

performance.

Additionally, the participants from the second case study (Iteration 3) requested measurement tools to

enhance their understanding of the dimensions within the immersive environment, as explained in Quote 83.

This feature was subsequently included in both products (Iteration 2 and Iteration 4) to allow participants

to take measurements within the virtual environment.

However, none of the four iterations provided collision or clearance features, which could be considered

in future iterations further to enhance the representation and analysis of the 3D models. Reference can be

made to Chapter 3 for potential approaches and techniques that can be implemented to address collision

and clearance considerations.
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5.7.3 Navigation

Regarding navigation within the immersive environments, participants’ experiences varied depending on

whether they used MR or VR. In MR, participants appreciated the freedom to physically move around

and explore the virtual models, facilitating a more natural and collaborative interaction, as stated in Quote

59. On the other hand, in VR, teleportation methods were preferred to minimize the potential for fatigue.

However, participants encountered challenges with teleportation, especially when trying to navigate onto

platforms or into enclosed spaces where there was no clear line of sight, as stated in Quote 88 and Quote 89.

To enhance the VR navigation experience, participants suggested more precise and user-friendly techniques,

such as using a predefined list of areas of interest.

In the second case study (Iteration 3), despite the models being broken down into smaller unit-based

sections, they still exceeded the size that could fit entirely within the conference room. However, in the

MR experience, participants were provided a list of predefined locations that facilitated moving the model

to specific areas of interest and navigating multi-level platforms. Although participants did not explicitly

comment on this feature, using the conference room with the predefined location list provided a suitable

environment for hosting the model and facilitating navigation during the design review, as mentioned in

Quote 72.

In the final iteration (second product), users can choose between different navigation options in both MR

and VR environments. In MR, users can move freely within the virtual space or utilize predefined areas of

interest to navigate the model. Additionally, users can use the joystick on their mobile device to fly around

the model, providing them with an alternative navigation method.

In VR, users also can navigate using teleportation or predefined areas of interest. However, in situations

where teleportation is not applicable or when users want to explore an area that was not previously defined,

they can use the flying feature. It is important to note that using the flying feature in VR may lead to

fatigue, as stated in Quote 54, and users are advised to exercise caution and consider their comfort levels

when utilizing this navigation method.

5.7.4 Manipulation

In the first case study (Iteration 1), the IT personnel operating the commander application could move

the entire model when necessary, but this action would affect everyone in the immersive environment, as

complained about in Quote60. On the other hand, in the second case study, the team lead had the privilege

to manipulate and rotate the model at their discretion. The participants liked this feature, as they found

themselves squatting or lying on the floor to look more closely at specific components before realizing they
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could move the model upward, as shown in Figure 5.1.

Figure 5.1: Participants in the second case study squatting while reviewing the 3D model.

Participants expressed a desire for the ability to highlight or isolate specific layers of the models, as

mentioned in Quote 80. However, none of the iterations, including the products, currently provide this

feature. Incorporating such functionality could enhance the users’ ability to focus on particular layers or

elements of interest, offering a more detailed and comprehensive review experience.

5.7.5 Edit

Throughout the four iterations, the focus was primarily on formal design reviews, where editing the original

3D model was not supported. The intention was to ensure consistency among participants and prevent any

changes to the model during the review process. Loading the model in read-only mode ensured that everyone

reviewed the same exact version, allowing feedback to align with that specific model iteration.
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5.7.6 Creation

The iterations prioritized using annotations to capture feedback and facilitate communication among review-

ers. Annotations allowed participants to highlight specific areas or components of the 3D model and provide

detailed comments or notes related to those sections. This approach proved valuable in documenting desired

changes or suggested modifications, enabling the design team to address them after the review session.

In the first case study (Iteration 1), participants relied on traditional pen and paper to document their

comments, as stated in Quote 57, indicating the need for an integrated annotation mechanism within the

immersive environment. To address this, subsequent iterations introduced the ability to leave text-based

notes linked to the 3D model. These notes appeared as rotating pins within the immersive environment and

could be accessed and read on a mobile device.

During the second case study (Iteration 3), participants wanted to capture visual references of what they

were seeing. Although the tool at that time (Iteration 3) did not include a photo-taking feature, Microsoft

HoloLens 1, being used in the study, allowed users to take photos by pressing the volume buttons. These

photos were captured and shared with clients at the end of the session. The participants appreciated the

built-in feature, as stated in Quote 77.

In the fourth iteration (second product), the capabilities were expanded to include taking photos directly

within the immersive environment. The notes functionality was also enhanced to include action items and

discussion boards, enabling participants to assign tasks, provide updates, and share text or image entries.

5.7.7 Collaboration

Collaboration played a crucial role in the immersive design review process, fostering active engagement,

interaction, and discussion among participants. The shared virtual space allowed for concurrent exploration

of the models and facilitated real-time communication.

In the first case study (Iteration 1), participants shared the same virtual space as a unified team, each

with personal views. However, challenges emerged when sub-review sessions started to form, leading to

coordination difficulties. The operator’s movement of the virtual model impacted the view of everyone in

the shared space, as stated in Quote 60.

In the second case study (Iteration 3), participants were predefined and divided into separate teams, with

each team having a designated leader with administrative privileges to update the view of their respective

team members. Despite this organizational structure, participants still formed sub-review sessions, prompt-

ing the need to grant administrative privileges to everyone so they could leave notes for later discussion, as

explained in Quote 91.
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In the first product (Iteration 2), the team-focused approach was abandoned, and participants were given

greater control over their personal views, aiming to enhance independence and flexibility.

In the second product (Iteration 4), further advancements were made to promote dynamic collaboration.

Participants were allowed to follow any person they desired, automatically synchronizing their view with the

loaded scene, area of interest, or any other manipulations applied to the model. This flexibility facilitated

the formation of ad hoc teams.

Additionally, participants expressed the need to share their views with remote or non-immersive partic-

ipants, as mentioned in Quote 51. To address this, iterations 2 and 4 (products) introduced the ability to

virtually stream participants’ views, recreating the virtual environment based on their location and rotation

relative to the model. This allowed outsiders to view the model from any participant’s perspective without

impacting the framerate. However, this feature does not include the real-world view, which may not be a

limitation for greenfield design reviews as they are not meant to align with the construction site.

5.7.8 Output

The output of the immersive design review process primarily involved the generation of notes, comments,

and identified modifications to the 3D models.

In the first case study (Iteration 1), no information was recorded during the review session, and partici-

pants did not receive any reports at the end of the session.

In the second case study (Iteration 3), the system logged all usage data into a database server. This data

was utilized at the end of the review session to create a report that included the list of all attendees, the

time each attendee spent within the immersive design review, the duration spent on each unit (a smaller

section of the model), and the list of all comments along with their positions based on the CAD’s coordinate

system. However, participants wanted more detailed reports to help them identify who reviewed what and

when, as stated in Quote 94.

In the final iteration (second product), users could generate reports on demand. These reports encom-

passed all the information above and also featured a top-view projected heatmap that identified areas that

had been covered during the review and areas that may have been missed.

5.8 Limitations

Despite the valuable insights gained from the immersive design review process, several limitations must be

acknowledged.
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Firstly, the number of participants who attended the sessions was relatively small. Despite reaching out

to over 50 individuals, only ten responded, and ultimately, only 6 participants could attend.

Coordinating a large group of domain experts can be challenging, especially when there is no direct

incentive or compensation for their participation. The limited number of participants may affect the gener-

alizability of the findings to a larger population.

Secondly, the focus group discussions occurred four to five years after the design review sessions. This

time gap could have resulted in some participants forgetting specific experience details. However, both

case studies were the participants’ first exposure to immersive design review tools, and the impact of the

experience was still fresh in their minds.

Furthermore, the study was limited to the attendees of the two case studies. While this allowed for an

in-depth evaluation of the tool’s effectiveness in those specific scenarios, it may only partially capture the

experiences and perspectives of a broader range of users.

Finally, most participants (5 out of 6) attended the first case study, while only two attended the second

case study. This imbalance in attendance could introduce bias and limit the comprehensiveness of the

feedback collected.

5.9 Conclusion

The immersive design review process has shown great potential in enhancing the efficiency and effectiveness

of design reviews in the industrial sector. Through the four iterations of the immersive design review

tool, valuable insights were gained, and several improvements were made to address the challenges and

requirements identified by the participants.

In terms of input, the tool successfully reduced the turnaround time for importing 3D models, supporting

various CAD file formats and enabling the breakdown of models into smaller sections for better navigation

and focus. However, the integration of P&IDs (schematic files) and automatic linking to the corresponding

components remained a desired feature for future development.

The representation of 3D models in both Augmented MR and VR environments was praised for its

accuracy and realism. Participants appreciated the ability to visualize the models at a 1:1 scale, improving

their understanding of spatial relationships. Additional spatial awareness features, such as manikins and

measurement tools, were introduced later to provide better context and dimensionality.

Navigation within the immersive environments differed between MR and VR experiences. MR allowed

more natural and collaborative exploration by walking around the virtual models, while VR relied on telepor-

tation methods to reduce fatigue. Adding predefined areas of interest and the ability to fly in VR enhanced
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navigation capabilities, although caution was advised to prevent user fatigue.

Participants found the annotation feature valuable for capturing feedback and suggesting modifications

during the design review process. Although the tool did not support direct editing of the 3D models,

annotations served as practical means of communication and documentation. Including photo-taking capa-

bilities and extending note-taking features in later iterations further enhanced collaboration and action item

tracking.

While the immersive design review process promoted collaboration among participants, challenges arose

when sub-review sessions emerged. Predefined teams and administrative privileges were introduced to man-

age the views and discussions within each team, but flexibility and independent control were prioritized in

later iterations to address these challenges.

The output of the immersive design review process primarily consisted of notes, comments, and identified

modifications to the 3D models. Participants expressed the need for more comprehensive output options,

leading to the development of automated reports and heatmap visuals to identify areas covered and missed

during the review.

In conclusion, the immersive design review tool seems to be a valuable asset in the design review pro-

cess, providing a more immersive and collaborative environment for participants to engage with 3D models.

Through iterative development and user feedback, significant enhancements were made to address the spe-

cific needs and challenges encountered during the design review sessions. Future iterations should continue

exploring strategies for effective collaboration, further integration of relevant design information, and im-

plementing collision and clearance features to support a comprehensive and efficient review process. The

potential for broader adoption of immersive design review tools in industrial settings is evident, as they have

demonstrated their ability to improve communication, facilitate decision-making, and enhance overall design

quality.
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Chapter 6

Visualization of 3D Gaze Data in

Immersive Environments

6.1 Introduction

This chapter presents the process of building and evaluating the initial system prototype for gaze visualiza-

tion. This research explores a gaze visualization approach that can be used in immersive design reviews,

allowing team leads to stay informed about what has been reviewed and by whom in real-time.

In traditional design reviews, participants typically view the same section on a large or shared screen while

the lead designer switches between sections to collect feedback. However, when using HMDs for immersive

design reviews, controlling the focus of all users on the same view becomes challenging. Participants tend

to wander around and explore their areas of interest, resulting in a shift from synchronous to asynchronous

communication during the design reviews. This transition often leads to losing important feedback as the

lead designer disconnects from the participants’ perspectives.

To evaluate the effectiveness and usability of the gaze visualization prototype, we adopted the Design

Critique (DC) method. This method facilitated the evaluation process across different prototype versions,

allowing us to gather feedback from a domain expert who interacted with real data.

This chapter presents the outcomes of the four iterations conducted during the evaluation process. Each

iteration involved its own distinct DC process, enabling us to refine and enhance the prototype based on the

valuable feedback and insights provided by the domain expert. By systematically following the established

methodology, we aimed to develop a gaze visualization approach that addresses challenges associated with

asynchronous design reviews in immersive environments.
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The initial three iterations centred on mapping the gaze data to heatmap visualizations in desktop mode.

The first iteration emphasized building a top-view projected heatmap visualization to provide an overview of

gaze patterns. In the second iteration, the focus shifted to creating an object-based heatmap visualization,

enabling the examination of individual components within the 3D model. The third iteration explored the

development of a volume-based heatmap visualization, providing a more comprehensive view of gaze data

within the 3D model.

Subsequently, the fourth iteration focused on studying object and volume-based visualizations within

VR. This phase aimed to assess gaze visualization’s effectiveness and user experience in an immersive VR

setting.

Throughout the development and evaluation process, the prototype underwent continuous testing and

refinement across four years to accommodate iterative improvements and incorporate valuable insights from

the domain expert.

The gaze visualization prototype discussed in this chapter was primarily developed by the author, with

specific component contributed by Cooper Davies. While the concept and core functionality of the prototype

were conceived and implemented by the author, Cooper Davies developed the initial top-view projection-

based heatmap visualization.

In the late stages of the prototype’s evolution, Cooper Davies created the foundational version of the

top-view projection-based heatmap visualization, which served as a pivotal component of the reports in the

second product. However, recognizing the need for enhancements and additional functionalities, the author

extended this work extensively.

Specifically, the author incorporated features to enhance the prototype’s accessibility, usability, and

analytical capabilities. Modifications were made to ensure compatibility with various user needs, including

those with colour-blindness. The original version, which primarily presented position data, was transformed

into a dynamic platform for showcasing gaze data.

6.2 Related Work

Eye tracking in HMDs has gained significant attention due to its wide range of applications in various

domains. This section explores related work focusing on gaze visualization techniques in real-time scenarios

and historical data analysis.
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6.2.1 Real-time gaze visualization

Real-time gaze visualization techniques provide immediate feedback on a user’s current gaze location, en-

hancing the user experience in various applications. Three common techniques in real-time gaze visualization

are gaze rings, gaze discs, and gaze arrows [193]. Gaze rings appear as coloured rings around the point of

gaze, offering an unobstructed view of the virtual environment and minimizing distractions in front of the

object being viewed, as shown in Figure 6.1 (a). Gaze discs, similar to gaze rings, indicate gaze location

with small coloured discs, as shown in Figure 6.1 (b). Gaze arrows are three-dimensional indicators that

point to the current gaze point, as shown in Figure 6.1 (c). These techniques leverage familiar visual cues

to intuitively convey the user’s focus of attention and aid in collaborative tasks or object pointing.

Figure 6.1: Realtime gaze visualization using three approaches: gaze ring, gaze disc, and gaze arrow [193].

6.2.2 Historical gaze visualization

Attention mapping techniques are frequently employed for historical gaze visualization to analyze and un-

derstand gaze patterns over time. One approach is gaze trail visualization, where the aggregate of gaze

points over a specific period is represented as a trail [193]. The trail is created using particles or static line

segments, providing a visual history of gaze movement, as shown in Figure 6.2 (a). Additionally, gaze trails

can be augmented with arrows that indicate the direction of gaze movement along the trail, as shown in

Figure 6.2 (b). This technique aids in detecting recent distractions or facilitating comprehension of subjects

that requires a specific order of observation [193].

Another widely used technique is gaze heatmap visualization, which aggregates and represents gaze target

positions in a superimposed attentional map [70]. Gaze heatmaps provide a spatial overview of the scene,

often utilizing a bird’s eye view or object-based representation [224]. Object-based attentional maps compute

cumulative fixation time for each object and use colour coding to represent the level of attention [106], as
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Figure 6.2: Historical gaze visualization using trajectories [193].
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shown in Figure 6.3a. While effective for the rapid detection of viewed objects and their spatial relationships,

object-based attentional maps have limitations in reducing attention to a single value per object [184].

Surface-based attentional maps, which visualize gaze information on the surfaces of a 3D scene, offer a

more detailed representation [224]. These maps generate heatmaps by weighting the vertices of the scene

mesh according to a 3D Gaussian function centred around the gaze point. However, this technique can be

computationally intensive and depends on the triangulation resolution, as shown in Figure 6.3b. Challenges

include determining the viewing direction and considering objects within a cone-shaped volume of attention,

depth of fixation, visibility issues, and occlusion [165,184].

Researchers have also explored 3D attention volumes to overcome the visibility and occlusion challenges.

This visualization involves direct volume rendering using a Gaussian function centred around gaze positions

[183], as shown in Figure 6.3c. The distribution represents visual acuity along the visual axis and is scaled

based on fixation duration. Additionally, approaches like shadow mapping have been used to help determine

the direction in which the user was looking at [165], as shown in Figure 6.3d. One limitation of using Shadow

Maps for attention mapping is the requirement to store a separate Shadow Map in a texture buffer for each

distinct viewing direction of the viewers. In HMD settings, this could result in a large number of sampled

fixations, necessitating the use of low-resolution textures to conserve memory. This compromise degrades

the visual quality of the resulting attention maps.

6.3 Methodology

We employed the Design Critique approach to evaluate the effectiveness and usability of our gaze visualization

prototype. The DC method is a valuable technique for gathering feedback and insights from domain experts,

allowing us to refine and improve the design based on their expertise and perspectives.

Design critique is a systematic examination of a design proposal aimed at enhancing its quality. This

process usually encompasses a team of designers, stakeholders, or specialists who comprehensively assess

the design, providing constructive feedback and recommendations for improvement based on established

criteria such as ethics, usability, appearance, and functionality [26]. The objective of the design critique is to

recognize both strengths and weaknesses of the solution, thereby assisting the designer in refining the design

until it satisfies the desired objectives before undergoing testing and deployment. The three major phases

in a design critique are preparation, design critique sessions, and post-processing [7]. These phases can also

be broken down into further steps, as shown in Figure 6.4.

1. Preparation: This phase involves planning and organizing the critique session, including selecting the

participants, setting the agenda, and preparing all required materials.

155



(a) Object-based visualization [106]. (b) Surface-based visualization [184].

(c) Volume-based visualization [183]. (d) Shadow-based visualization [165].

Figure 6.3: 3D attention heatmap visualizations.
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2. Design critique sessions: This is the actual critique session, during which the participants present

and evaluate the design solution. The presentation may involve discussion, observation, and hands-on

evaluation. Feedback and suggestions for improvement are provided to the designer as agreed upon in

the preparation phase.

3. Post-processing: After the critique session, the designer should follow up on the feedback and sugges-

tions and make appropriate changes to the design solution after validating the feedback and further

investigating its implications. This phase may also involve documenting and sharing the critique pro-

cess and outcomes with the relevant stakeholders.

Figure 6.4: Steps for a design critique process [7].

6.3.1 Preparation phase

The preparation phase consists of 4 steps.

6.3.1.1 Step 1 - Define the purpose

This study aimed to evaluate our initial system prototype by collecting feedback from the domain expert

who used it with real data. All extracted feedback is used to generate a list of take-a-way when building

future high-fidelity systems.

The first step in the preparation phase was clearly defining our study’s purpose. Our objective was to

evaluate the effectiveness and usability of the system prototype by gathering feedback from a domain expert
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who utilized the prototype with real data. The insights and feedback gathered would serve as valuable

takeaways for informing the development of future high-fidelity systems.

6.3.1.2 Step 2 - Participants selection

The next step in the preparation phase was to select a domain expert to participate in the evaluation process.

For our Ph.D. research, we collaborated with a highly experienced domain expert with extensive knowledge

and expertise in drafting 3D models and leading design reviews. With over 20 years of experience in this

domain, the selected expert provided many practical insights and a deep understanding to the evaluation

process.

In addition to their extensive professional background, the domain expert played a pivotal role in the case

studies discussed in Chapter 5. Their involvement in these case studies further solidified their expertise and

provided valuable context for evaluating our research outcomes. Furthermore, the domain expert had over

three years of experience conducting immersive design reviews using HMDs. This was particularly relevant

to our focus on gaze visualization in immersive environments.

By selecting such a qualified and experienced domain expert, we ensured that the evaluation process

benefited from their in-depth knowledge, practical experience, and familiarity with the challenges and re-

quirements of immersive design reviews. Their expertise contributed significantly to the validity and relevance

of the feedback and insights gathered throughout the evaluation of our system prototype.

6.3.1.3 Step 3 - Deciding on feedback structure

We established a clear feedback structure to ensure a systematic and organized approach to collecting feed-

back from the domain expert. Given the nature of the evaluation process, we opted for semi-structured

interviews as the primary method for gathering feedback. This approach allowed us to have focused discus-

sions while allowing the domain expert to share their observations, insights, and suggestions freely.

During each session, the researchers used Google Docs to document the statements and feedback provided

by the domain expert. This approach allowed for easy reference during the analysis phase. To maintain

the accuracy and validity of the collected feedback, the researchers took the additional step of reviewing

the documented statements with the domain expert. This review process allowed for clarification of any

potential misunderstandings and ensured that the feedback and requirements were accurately represented in

the final documentation.

All the sessions with the domain expert were conducted in person at their working office. This in-

person approach provided a familiar environment to the domain expert providing open and meaningful
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discussions, allowing for a deeper exploration of the prototype and a better understanding of the domain

expert’s perspectives.

6.3.1.4 Step 4 - Setting agenda

In order to facilitate effective evaluation sessions, we set a clear agenda for each design critique session with

the domain expert. The agenda consisted of two sessions for each iteration: the first session focused on

presenting the new design or enhancements made to the prototype, while the second session was dedicated

to collecting feedback and engaging in discussions. By setting this agenda, we ensured that each session had

a specific purpose and provided a structured framework for the evaluation process.

We set a clear agenda for each iteration to ensure the design critique sessions with the domain expert

were well-structured and productive. This involved breaking down the sessions into three distinct parts, each

with a specific focus.

1. Requirement elicitation: The first session of each iteration was dedicated to requirement elicitation.

During this session, we discussed identifying and gathering specific requirements and expectations for

the upcoming design or prototype with the domain expert. We encouraged the domain expert to

provide insights based on their expertise and experience, ensuring their requirements were effectively

captured and documented for further consideration.

2. Presentation of the new prototype: The second session of each iteration involved presenting the newly

developed prototype to the domain expert. We provided a comprehensive overview of the enhance-

ments, updates, or new features implemented since the previous iteration. This session allowed the

domain expert to familiarize themselves with the changes and explore the design in detail, facilitating

a deeper understanding of the improvements made.

3. Feedback collection: The third session of each iteration focused on collecting feedback from the domain

expert regarding the presented prototype. This session was dedicated to semi-structured discussions,

where the domain expert shared their observations, suggestions, and concerns. We actively listened

to their feedback and probed for additional insights. The feedback collected during this session was

documented for analysis and consideration in subsequent iterations.

6.3.2 Running design critique sessions phase

The design critique phase consists of two steps.
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6.3.2.1 Step 5 - Presenting the design

The presentation of the prototype to the domain expert was crucial to ensure their understanding of the

new iterations. The following steps were undertaken:

1. Familiarity with technology: Given the domain expert’s prior involvement in immersive design reviews,

they were already familiar with the technology used in our prototype. Therefore, there was no need

for a debriefing on the technology itself.

2. Debriefing on requirements: At the beginning of each session, we debriefed the domain expert, remind-

ing them of the requirements from the previous requirement elicitation session. This helped establish

a clear context and ensured their feedback aligned with the identified requirements.

3. Presentation of the updated design: The domain expert was presented with the latest version of the

software, incorporating all the new features and enhancements from the previous iteration. We provided

a comprehensive overview of the design changes, emphasizing the aspects relevant to the evaluation.

4. Installation and setup: The software was installed on the domain expert’s machine, ensuring a seamless

and personalized experience. Any necessary configurations or customizations were made to suit their

specific requirements or preferences.

5. User interaction and clarification: After the installation and setup process, the domain expert was

allowed to explore the software independently. They were encouraged to interact with the application

and test its functionalities. Throughout this process, we remained available to address any questions or

concerns the domain expert might have had, ensuring their complete understanding of the application

and its usage.

6.3.2.2 Step 6 - Receiving feedback and discussions

A dedicated feedback session was scheduled once the domain expert had sufficient time to use the application

and explore its functionalities. The time duration varied across different iterations, as discussed in the

following sections. During this session, we engaged in semi-structured discussions to receive feedback from

the domain expert and encourage focused exchanges.

At the beginning of each feedback session, we briefed the domain expert, reminding them of the re-

quirements gathered from the previous requirement elicitation session. This ensured that their feedback was

aligned with the identified requirements and facilitated a focused discussion.

We employed a semi-structured interview format to guide the discussion and ensure comprehensive feed-

back collection. Considering the newly introduced features or enhancements, the interview questions were
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carefully designed and tailored for each iteration. These questions were prompts to explore specific aspects

of the prototype and gather targeted feedback, ensuring a thorough evaluation.

Within the semi-structured interview format, we encouraged the domain expert to provide their insights

and experiences related to the benefits and issues they observed during the evaluation. The interview

questions prompted discussions on specific features, visualizations, or functionalities, allowing us to gather

focused feedback on the prototype’s strengths, weaknesses, and potential improvements.

6.3.3 Post-processing phase

The post-processing phase consists of 4 steps.

6.3.3.1 Step 7 - Data analysis

All the feedback provided by the domain expert during the design critique sessions was documented in a

Google Doc. These feedback statements were systematically recorded to capture the expert’s observations,

insights, and suggestions. The documented feedback was then transformed into key takeaways, which served

as concise summaries of the domain expert’s feedback. To ensure the accuracy and validity of the takeaways,

they were reviewed by the domain expert, who provided input to ensure their accuracy and alignment with

their intended meaning.

6.3.3.2 Step 8 - Reflections

A comprehensive list of takeaways was compiled based on the requirements and feedback collected from

all four iterations. These takeaways encompass valuable insights, recommendations, and lessons from the

evaluation process. They are intended to provide guidance and inform future work on creating similar

systems or enhancing existing immersive design review applications. These reflections and takeaways serve

as a valuable resource for further research and development in the field.

6.3.3.3 Step 9 - Response validation

In our specific case, the design critique sessions served as a means to validate the effectiveness of our prototype

based on the requirements gathered. The prototype we developed was a high-fidelity application seamlessly

integrated into an existing immersive design review system, described in Chapter 4. The domain expert

employed the prototype in their work, using it with real data and validating its performance and usefulness.

This validation process helped confirm the alignment of the prototype with the identified requirements and

provided practical validation of its efficacy.

161



6.3.3.4 Step 10 - Implications

While Step 10, ”Implications,” was not directly performed in our research, it represents a crucial consideration

for future work. In the conclusion section, we discussed the implications of our findings and how they would

impact the further development and integration of the prototype into a fully-fledged application within the

immersive design review system discussed in Chapter 4. By discussing the potential implications, we aimed

to highlight the significance and potential impact of our research outcomes and provide direction for future

endeavours in the field.

6.4 Requirements

The collection of requirements played a crucial role in each iteration of the evaluation process. These require-

ments were gathered to serve as criteria for evaluating the application’s various features. We documented

and organized the requirements throughout the iterative process to ensure a comprehensive understanding

of the domain expert’s expectations. By summarizing and grouping the requirements obtained from each

iteration, we created a consolidated and well-structured overview that formed the foundation for further

analysis and development of the application.

6.4.1 Session overview

Throughout the evaluation process, we conducted four distinct requirement elicitation sessions, each corre-

sponding to the beginning of an iteration. The primary objective of each iteration was predetermined, as

outlined in the introduction section. At the start of each requirement elicitation session, we would refresh

the domain expert’s memory regarding the specific iteration’s objective. Additionally, we would review the

previously gathered requirements to ensure continuity and build upon the existing knowledge. The domain

expert was then invited to contribute any additional requirements that were either generic or specific to the

current iteration.

6.4.2 Expert statements

In our requirement elicitation study, we conducted in-depth discussions with the domain expert to gather their

valuable insights and perspectives. They shared their challenges, preferences, and expectations regarding

the design review process and the need for a gaze visualization tool.

The domain expert initially emphasized the main challenge of ensuring that the right people are present,

focused, and engaged in the design review, as stated in Quote 37. They further elaborated on the logistical
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challenges faced, stating, “Even when everyone is present, we still struggle to gain and maintain their full

attention, especially when half of the time they are not even needed” Quote 101.

When discussing immersive technologies, the domain expert acknowledged a new challenge that arises

when using HMDs. They stated, “The new main challenge is knowing who reviewed what and when” Quote

102, pointing out their concern about keeping track of reviewers’ activities in the immersive environment.

The domain expert wanted to check the internal review progress before moving on to the formal design

review with clients. They shared a specific instance where a model review took longer than expected because

nobody had reviewed it beforehand, stating, “So everything was brand new to them, and it was scheduled

for two hours which should be great, and it ended up taking 3 hours longer than scheduled because of the

level of review they had to go to” Quote 107. They stressed the importance of being able to assess what has

been reviewed internally to ensure a smoother and more efficient design review process, Quote 108.

The domain expert also highlighted the need for flexibility in accessing the gaze visualization tool. They

mentioned some of the limitations they face, stating, ”I do not always have a device that I can use. We

usually have a limited number of devices, especially on the day prior to the formal design review, where all

the devices would be shipped already to the remote participants, or they would be used by the designers

themselves” Quote 109.

Then the domain expert discussed the tool’s use during a design review session. They stated, “When I

am wearing the HoloLens or the VR device, it’s important for me to see what has been reviewed during that

specific session. I want to avoid mixing data from previous sessions because it can confuse me. The focus

should solely be on the current review without any distractions or overlap from previous sessions” Quote

110.

The domain expert provided further insights when asked about what should be displayed in the gaze

visualization. They highlighted the importance of knowing if responsible individuals or groups have reviewed

specific entities within the design, stating, “Let us take, for example, the stakes that go into the grounds,

the piles, that is one group of engineers. There is another group of engineers that are responsible for the

pipes, and I need to make sure that they and another group, both have reviewed it together to check off on

it. Then there are a group of pieces that come up everywhere, that is another group of engineers that have

to go through and say: yeah, that is in the right location, that is correct” Quote 111.

The domain expert emphasized the importance of integrating the gaze visualization tool with their

existing workflows. They stated, “We have established workflows and processes for our design review sessions.

Any new tool or technology needs to integrate into our existing workflows; otherwise, it runs the risk of being

ignored or disregarded” Quote 112. They recognized the value of gaze visualization but stressed the need

for seamless integration to align with their collaborative practices. They further emphasized the need to
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export and share the visualizations with others, stating, “I need to take pictures or screenshots of what I

see, annotate them, and easily share them via email, our issue tracking system, or even leave them as notes

directly within our CAD system” Quote 113.

The domain expert expressed their appreciation for visually appealing and innovative gaze visualizations.

However, they emphasized the importance of prioritizing functionality, stating, “I would prefer if we focus

on keeping the visualization simple and ensuring that it works effectively” Quote 114.

The domain expert also drew attention to their colour blindness, stating, “I just want to remind you that

I have colour blindness, specifically Protan. So, when designing the gaze visualization, please make sure to

use colours that have enough contrast” Quote 115.

The domain expert emphasized the need for the ability to highlight specific elements within the 3D model.

This requirement was further emphasized in response to the feedback received during the first iteration of

the prototype. When asked about potential approaches to help them identify objects efficiently, the domain

expert suggested two viable options, “You can either use the hierarchy of the model or use the user-property

data” Quote 128.

Lastly, throughout the different iterations of the prototype, the domain expert provided valuable feedback

and made additional requests to enhance the gaze visualization tool further. Some of these requests focused

on improving existing features, such as refining the sessions’ filtering capabilities (Quote 130), increasing

the transparency of the heatmap when using the volume-based visualization (Quote 145), and adding addi-

tional highlighting options for improved visual identification (Quote 142). The domain expert also proposed

iteration-specific requirements, such as incorporating navigation using mouse control, similar to Navisworks,

specifically for desktop mode (Quote 129). These iterative improvements and customizations were carefully

considered and integrated into the subsequent versions of the prototype, aiming to create a comprehensive

and user-friendly gaze visualization tool that aligns with the needs and preferences of the domain expert.

6.4.3 Discussion

The expert statements highlighted the core challenges and requirements identified during the sessions. The

main issue is the ability to track what has been reviewed, providing the design lead with confidence in

utilizing immersive environments effectively. It is crucial not only to know what has been reviewed, but also

who reviewed it and when. This information helps identify the responsible individuals and ensures timely

reviews.

The tool should be accessible at different stages, both during and outside design review sessions. Con-

tinuous availability and accessibility are crucial for the design lead. It should be compatible with various
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platforms, allowing the design lead to view the visualization in real time on the HMD during immersive de-

sign reviews and on 2D screens outside the HMD. This flexibility ensures usability and convenience beyond

the review session.

Compatibility with existing workflows is essential. Taking screenshots and incorporating them into the

existing issue-tracking system or CAD system as notes enhances collaboration and documentation. The

visualization should be designed with static visual representation techniques, avoiding reliance on dynamic

or interactive elements that may not be effectively conveyed in a static print format.

Additionally, accommodating the domain expert’s colour blindness is crucial. Ensuring that the gaze

visualization uses colours with sufficient contrast allows for accessibility and proper interpretation of the

visual information.

Lastly, highlighting areas or components of interest is required. The user should be able to highlight or

identify specific components in the 3D model using the hierarchy structure of the 3D model or the user-defined

properties exported from the CAD software.

6.4.4 Defined requirements

After gathering and analyzing the requirements provided by the domain expert, we have defined a final list

of requirements that capture their expectations and needs. The domain expert has thoroughly validated

these requirements to ensure our understanding aligns with their perspective. The defined requirements are

as follows:

• Clear visualization of reviewed and missed areas: The prototype should provide a clear and

visually distinguishable representation of the areas that have been reviewed and those that have been

missed. This can help the design lead quickly identify the extent of the review process and determine

which areas require further attention.

• Data filtering and aggregation: The prototype should provide options for filtering and aggregating

the gaze data based on time intervals and the users during the review sessions. This allows the design

lead to focus on specific subsets of the data and gain insights relevant to their review process.

• Continuous availability: The prototype should ensure continuous availability of the tool to the user,

allowing them to access it seamlessly during and outside the design review session. This means the user

can utilize the tool whenever needed, whether during a review session or their individual preparation

or analysis stages.

• Integration with existing design review workflows: The prototype should integrate with the
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existing design review workflows employed by the domain experts. This integration ensures that the

gaze visualization tool becomes an integral part of their established processes rather than an isolated

or standalone tool. This integration also facilitates the domain experts’ adoption and acceptance of

the tool, as it aligns with their familiar and established practices.

• Colour-blind-friendly: The heatmap visualization needs to be colour-blind-friendly, considering the

requirement put forth by the domain expert who is colour-blind.

• Highlighting areas of interest: The prototype should allow the user to identify specific components

of the 3D model visually.

6.5 Prototype

In this section, we present the final version of the prototype. This prototype serves as a tool for visualizing

gaze data in various contexts, including desktop mode and VR using HMDs. The prototype enhances the

user’s understanding and analysis of gaze patterns, providing insights into user attention and engagement.

The following sub-sections overview the prototype’s key components and capabilities. For more information

about the prototype, please refer to the user manual section in Appendix D.

6.5.1 Integration with Panoptica Review

When inquiring about the data source for the prototype, the domain expert emphasized the significance of

seamless integration with their existing design review workflows. They requested that the process be made

as straightforward as possible. The domain expert suggested, “It would be nice if we could integrate the

tool with Panoptica and directly access the data collected through the system, especially since we already

have access to that data” Quote 116.

Moreover, the domain expert highlighted the importance of this integration in enhancing their connection

with the data being tested. They expressed interest in evaluating the prototype against real datasets,

explaining, “This will also help us relate more to the data. We should evaluate the tool with real data to

test its performance in real model review scenarios” Quote 117.

To meet these requirements, the final prototype developed in this study was designed as a standalone

application connected to the 4th iteration of Panoptica Review through its APIs. This integration enabled

the prototype to access and load the logged data. Upon launching the application, the user can specify the

deployment instance of Panoptica Review from which they want to fetch the data. Within the prototype,

the user can select the desired project and choose the specific 3D model for which they want to retrieve the
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associated gaze data. This integration with Panoptica Review allowed the user to access and utilize real

datasets, enhancing the prototype’s relevance in practical design review scenarios.

6.5.2 Data collection

Upon selecting the project and the 3D model, the prototype fetches all the necessary logged data from

Panoptica Review.

As discussed in Chapter 4, Panoptica Review captures two snapshots per second for each user during a

design review session. These snapshots encompass essential information, including the user’s identity, the

device used for data collection, the date and time of each recording, and the position and rotation of the

headset with respect to the center of the 3D model.

For newer devices that support gaze tracking, additional data such as the gaze center (usually the center

between the two eyes’ pupils) and the gaze direction are collected, enhancing the precision of the gaze

visualization.

To ensure compatibility with older datasets and enable the domain expert to test the prototype against

diverse data, we accommodated data collected by older devices that lacked gaze-tracking capabilities. In

such cases, the gaze center was substituted with the position of the headset, which typically closely aligns

with the gaze center when both eyes of the user are open. Similarly, the gaze direction was substituted with

the forward direction of the device.

Once all the required data is retrieved and standardized, the prototype calculates the gaze points. For

each snapshot, raycasting is performed from the gaze point in the specified direction to determine the hit

point and hit object, thus providing the data required to visualize the user’s gaze during the design review

sessions.

6.5.3 Data filtering and aggregation

In Panoptica Review, design review sessions do not have specific start or end times; participants can join

and leave the session at their discretion. To address this, the prototype provides the domain expert with a

convenient way to filter the date and time range for analysis.

To identify distinct sessions, we employed the DB cluster algorithm in the final version of the prototype.

Using a 15-minute window for clustering, we could group related snapshots together as part of a session.

During the elicitation process, the domain expert suggested that 15 minutes should be sufficient, stating, “I

would suggest using a 15-minute window for grouping the sessions. It allows for minor device changes or

short breaks during the review process. If we go beyond 15 minutes, it’s more likely that we’re looking at a
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separate session” Quote 130.

Once the sessions are identified, they are grouped by year and month for better organization and presen-

tation, as shown in Figure 6.5.

Figure 6.5: The design review sessions of a SAGD platform, grouped by year and month. Each record
represents a session and displays the date, duration, and number of attendees.

The prototype also allows users to apply additional filters to sessions, such as selecting sessions with a

minimum number of attendees or filtering sessions based on duration.

Furthermore, the user can select multiple sessions and decide which users’ data to include in the visualiza-

tion. This level of customization ensures that the visualization focuses precisely on the desired information.

Once the user finalizes their session and user selections, they can proceed to visualize the aggregated gaze

data.
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6.5.4 Data representation

This sub-section presents the various data representation techniques utilized in the prototype, including

colour mapping and the three different heatmap visualizations.

6.5.4.1 Colour mapping

Colour mapping, in the context of visualization, refers to assigning colours to data values or variables to

represent information visually. It involves mapping data points or values to specific colours on a colour

scale, often using a gradient or colour palette. The purpose of colour mapping is to visually represent data

patterns, trends, or differences, making it easier for viewers to interpret the information presented.

In the prototype, varying levels of gaze intensity are represented using distinct colour palettes, allowing

for clear visualization of the distribution of gaze points. The gaze intensity data were first normalized, with

the highest viewed areas assigned a value of 100. Then the colour palette was distributed into four groups

based on this normalized value. The data was divided into four intervals: [0-25[, [25-50[, [50-75[, and [75-100].

Each group was assigned a distinct colour, allowing for a clear and balanced visualization of the distribution

of gaze points across the model. This approach helps the heatmap highlights areas of varying gaze intensity.

In the context of colour-blind friendliness, colour mapping becomes crucial to ensure that individuals

with colour vision deficiencies can accurately interpret visualizations. Colour mapping involves selecting

colours with sufficient contrast and distinctiveness, allowing various types of colour blindness to perceive the

information effectively and making it accessible to a broader range of users.

The standard colour palette commonly used to accommodate colour blindness is the “Dichromacy Test for

UI Design” colour palette, also known as the DTU colour palette. This colour palette is specifically designed

to address the needs of users with different colour vision deficiencies, including protanopia, deuteranopia,

and tritanopia.

• Protanopia: is a type of red-green colour blindness where the individual lacks the red-sensitive cones

in the retina. As a result, they have difficulty differentiating between red and green colours.

• Deuteranopia: is another type of red-green colour blindness where the individual lacks the green-

sensitive cones in the retina. This also leads to difficulties in distinguishing between red and green

colours.

• Tritanopia: is a type of blue-yellow colour blindness where the individual lacks the blue-sensitive cones

in the retina. As a result, they have difficulty differentiating between blue and yellow colours.
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In the prototype, four colours were selected using the DTU colour palette: blue, yellow, orange, and

vermilion. These colours were carefully chosen to provide enough contrast and distinctiveness for individuals

with the three types of colour blindness mentioned above, as shown in Figure 6.6 and Figure 6.7.

Figure 6.6: The 4 colour-palette used by this prototype.

Figure 6.7: A sample of how the heatmap may be seen by users with different types of colour blindness.

6.5.4.2 Heatmap visualizations

The final version of the prototype offered three different approaches for visualizing the heatmap, as shown

in Figure 6.8.

1. Projection-based: In this visualization, all the gaze hit points were projected onto the x and z axes

to create a top-view projection. A gradient colour mapping was applied, allowing a smooth transition

between the chosen four colours. Additionally, the transparency was set to 1 0% to provide see-through

capability for the structures behind the heatmap.
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Figure 6.8: A sample of the three approaches used for visualizing heatmaps on a 3D model of an isolation
module, which is a key component of the SAGD facility reviewed in the second case study.

2. Object-based: This visualization involved setting all the objects of the 3D model to a uniform white

colour. No gradient was used in this case. Instead, the colour of the objects was dynamically determined

to match one of the four colour palettes if they were seen in at least one snapshot. Otherwise, objects

were left white. As no transparency was required, this approach ensured that the colours did not

obscure the underlying structures.

3. Volume-based: In this visualization, a gradient colour mapping similar to the projection-based ap-

proach was used. However, transparency was set to 60% in the final version based on the domain

expert’s feedback. This level of transparency allowed enough see-through capability to identify the

objects within the 3D model.

6.5.4.3 Enhanced contrast

For the projection-based and volume-based heatmap visualizations, the prototype offers an option to set the

colour of all objects in the loaded 3D model to white. This feature enhances the contrast between the 3D

model’s objects and the heatmap visualization, providing the user with more apparent and distinct visual

cues, as shown in Figure 6.9.

6.5.5 Highlighting areas of interest

The prototype’s highlighting feature allows users to focus on specific areas of interest within the 3D model.

The highlighting process involves two steps: first, the user selects the highlighting visualization and then

chooses the components they want to highlight.

The prototype provides four distinct options for highlighting components of interest, as shown in Figure

6.10:
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Figure 6.9: Comparison of the original heatmap with the enhanced contrast heatmap on a 3D model of a
well-pair module, a component of the SAGD facility reviewed in the second case study.

1. Isolation: This approach hides all other components in the 3D model, only displaying the selected

items of interest.

2. Outlining: The outlining approach highlights the components of interest by outlining them, with

see-through enabled to reveal occluded objects.

3. Xray: In the Xray mode, all 3D components of the model are made transparent, except for the selected

components of interest.

4. Mixed: The mixed approach combines the XRay and outlining techniques to highlight the selected

components effectively.

Since the prototype did not have direct access to the hierarchy structure of the model, it instead offered

the option to filter and identify components based on user-defined metadata. User-defined metadata is

exported with the model from the CAD software, linking relevant information to each component in the 3D

model. This metadata consists of a list of categories, each containing key-value pairs. For example, users

can select components based on their file source, P&ID document, or layer.

6.5.6 Supported platforms

The prototype is a Windows desktop application that users can run on 2D screens. For users with VR

devices, the application also supports an immersive mode where they can connect their VR devices and

experience the visualizations in virtual reality.
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Figure 6.10: The four highlighting options provided by the prototype, demonstrated on a 3D model of a
well-pair module, a component of the SAGD facility reviewed in the second case study.

The projection-based visualization is only available in the desktop mode. When selected, the navigation

is disabled, and the camera is set to a top view, raised until the entire model fits into the frame. This mode

is ideal for a comprehensive top-view analysis of the gaze data.

Users have two navigation options when using object-based and volume-based visualizations in desktop

mode. The first option is a keyboard and mouse, which provides standard gaming-like navigation. The

second option is the mouse walk, similar to the navigation option when using Autodesk Navisworks, a

commonly used desktop application for reviewing 3D models on 2D screens.

In VR mode, the prototype employs navigation options similar to the 4th iteration of Panoptica Review.

Users can either teleport to any point within their sight or use the joystick to fly around the 3D model,

enabling an immersive and interactive experience for exploring the gaze data in virtual reality.

6.6 Feedback

During the evaluation process, we conducted four sessions to gather feedback from the domain expert. These

sessions were essential in refining and improving the prototype based on the valuable insights provided by

the domain expert. In this section, we summarize the findings and discuss the key takeaways from each
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session.

6.6.1 Session overview

At the beginning of each session, we provided the domain expert with a comprehensive list of all the require-

ments and asked for their feedback. Furthermore, we encouraged the domain expert to share their thoughts

on any other features that the individual requirements or specific iterations may not have explicitly covered.

This open-ended approach enabled us to capture additional feedback and suggestions that enhanced the

prototype’s functionality and overall user experience.

6.6.2 Expert statements

The domain expert found the project and model selection process straightforward, appreciating the use of real

data that made them feel more engaged with the prototype. They commented, “I had no trouble connecting

and fetching the data. I mainly used our demo and training deployment for testing purposes. However, on

some occasions, I also connected to other client-specific deployments to get a broader perspective” Quote

118.

During the first iteration, the domain expert encountered challenges in remembering exact dates for older

projects, stating, “It is challenging to remember the exact dates for older projects. Is there a way to group

the sessions by days? It would be helpful, especially when I plan to use this tool more frequently” Quote

119.

Additionally, they expressed the need to include specific sessions without the intervening data used for

testing and setup, stating, “How can I include the data of two specific sessions without including the data

in between that was used for testing and setup? It would be great if there’s a way to filter out that data

and only focus on the sessions I’m interested in analyzing” Quote 120.

In the second iteration, when the sessions were clustered and grouped, the domain expert found it

extremely easy to identify sessions they were interested in. The domain expert commented, “It was like day

and night. It was so easy to identify the sessions. All I had to do was pick the ones I wanted” Quote 131.

Additionally, they appreciated the feature of showing the session duration and number of attendees,

stating, “It was a nice touch showing the duration of each session and the number of attendees. It made it

easy to quickly distinguish between the real sessions and sessions used to set up and test the model” Quote

132. Moreover, they pointed out, “When I was not sure about the session, I would select it and see the list

of attendees to ensure it is the one I am seeking” Quote 133.

Even though the domain expert can filter the users they want to include in the visualization, when the
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user was in VR, they wanted to know exactly who looked at an object without turning off other users’ gaze

data. They inquired, “Well, I am standing here, looking at those pikes, and I know that they have been

reviewed by at least one of the four attendees, but I do not know who reviewed it. Is there a way that I can

tell who reviewed it?” Quote 148.

The top-view projection provided a clear overview of the gaze distribution across the model, enabling

the domain expert to identify highly-reviewed areas and patterns of gaze distribution. They shared their

observation, “You know, what’s really useful here is how you can immediately tell the areas they spent a lot

of time reviewing. Like in the tank farm model, you can see how the reviewers focused heavily on the first

spawning position, and then they kind of scattered apart” Quote 121. Figure 6.11 shows the farm tank the

domain expert referred to.

Figure 6.11: Top-view projection-based heatmap representation of the gaze data on the tank farm model,
which was reviewed during the 60% review session of the Short Rack project.

The transparency of the heatmap allowed a see-through of the underlying structures, providing context

while examining the heatmap. The domain expert appreciated this feature, stating, “I really liked that I

can see the heatmap, but I can still see the structure behind it” Quote 122.

Regarding colour-blind friendliness, the gradient colour mapping was well-received, allowing for smooth

transitions between different gaze intensities and facilitating clear recognition of reviewed areas. They

commented, “Yeah, I had no problem with it. It was pretty good, and I could clearly recognize the areas

that were quickly looked at versus the areas that have been reviewed” Quote 123.

However, challenges were encountered when the model had overlapping structures, making distinguishing

between different components’ gaze points in the heatmaps difficult. Additionally, identifying specific objects

within the model was challenging due to the high-level nature of the projection. They expressed their
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concerns, “I mean, it’s great being able to see the gaze and the areas that were reviewed, but I still don’t feel

confident enough about whether specific components were reviewed or not. Also, in multiplatform models, I

have no way of telling which level the data belongs to” Quote 124. Figure 6.12 references one of the models

that the domain expert referred to, which contains a ceiling that occludes the structure below, making it

hard to identify what the gaze visualization refers to.

Figure 6.12: Top-view projection-based heatmap visualization showcasing a Motor Control Center (MCC)
model with a ceiling that occludes the structure below in an oil and gas construction setting.

During the evaluation of the enhanced-contrast mode, the domain expert found it helpful in ensuring

they did not miss any reviewed areas. However, they stated, “I found it helpful to ensure I didn’t miss any

area that was reviewed, but I didn’t keep it on all the time. I would switch it on/off within a few seconds,

just to quickly find all the reviewed surfaces” Quote 125.

The domain expert further explained, “It’s already hard from this height to identify everything, and with

the colours set to white, it made it ten times harder to recognize the items. The colours actually mean

important things to us in our design reviews” Quote 126.

When object-based visualization was introduced, mouse walk and camera controls were also introduced.

Regarding the mouse walk, the domain expert commented, ”I totally forgot about it, it is like I expected it

to work the same as Navisworks and it did. So I believe that is a good thing, right? Quote 134.

The domain expert then proceeded to provide his feedback about object-based visualization. The object-

based heatmap allows for a clear representation of gaze points on individual components of the 3D model,

enabling users to quickly identify the areas that have been reviewed and the intensity of gaze at each location.

By setting all other components to white, the attention is focused solely on the highlighted elements, making
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it easier to analyze and evaluate specific design sections. The domain expert praised this feature, stating,

“This is by far so much better than the first heatmap. This allowed me to inspect the items that matter

quickly. In design reviews, we stare a lot at pipelines to ensure alignment, and I can use the projection

heatmap to immediately tell if those pipelines have been reviewed. But when I want to review specific valves

from a functionality perspective as well as the poles that stick into the floor, which are often under many

other components that occlude them in the projection heatmap, object-based is the way to go” Quote 135.

However, object-based visualization faced challenges with larger models. It became hard to precisely

identify specific gaze points on extensive pipelines due to their size, especially when they span across multiple

platforms. The domain expert pointed out, “Some of those pipelines can be long and go across multiple

platforms. With object-based, I cannot tell which side of the pipe was reviewed as it all blends together as

one colour” Quote 136. Figure 6.13 refers to one of the models the domain expert referred to.

Figure 6.13: The flare system model reviewed during the 60% review session of the Short Rack project.

Additionally, some large items like floors or walls frequently looked at when moving to other parts of the

model, can dominate the gaze data and skew the visualization’s focus, as shown in Figure 6.14. The domain

expert explained, “Would it be possible to ignore some parts of the model? Walls and platforms often get

looked at a lot compared to other items, but we do not care about them as much” Quote 137.

Applying the object-based approach and setting all components to white eliminated the original colours

of the 3D model. This loss of colour may hinder the identification of specific components, especially in

complex designs where colour coding plays a crucial role in distinguishing elements. The domain expert

highlighted this concern, stating, “We still have the same problem that is similar to the plain version of the

projection heatmap” Quote 138.

To address the challenges posed by the enhanced contrast mode and object-based visualization, we

introduced the highlighting feature in the second iteration of the prototype. The domain expert provided

valuable feedback on the different highlighting approaches.

Regarding the isolation approach, the domain expert mentioned, “Well, if the goal is to quickly identify

the location of the objects, then it is the best option. However, I cannot process the information that I see
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Figure 6.14: Some samples of models where walls and platforms skewed the visualization’s focus.

without seeing the surrounding of the selected items. So I kept toggling the feature on and off. It also didn’t

help when I wanted to take a picture and share with others” Quote 139.

Moving on to the outlining and xray modes, the domain expert expressed the difficulty in deciding which

one was better, stating, “Personally, I prefer the xray mode when it works because it gives me that immediate

insight into the selected components. But, it’s not always perfect, and sometimes those selected items still

blend with the surrounding objects. And it can be tricky with some of those elements, especially the ones

that can only be seen from one side, depending on how the model was created and imported. On the other

hand, the outline mode keeps the original structure, which is great, and with the see-through effect, it lets

me see those occluded parts, so that’s good. However, I’ve noticed that sometimes the outline colour kind of

mixes with the surrounding colours, so that’s a bit tricky. I wish I could customize the outline’s colour, size,

and intensity for each model, that would be really helpful” Quote 140. Figure 6.15 provides an example of

how an item can be only seen from one side.

In response to the domain expert’s feedback, we introduced a mixed approach, combining outlining and

xray mode in the third iteration. The domain expert commended this option, stating, “It’s like I get the best

of both worlds with these approaches. When one of them fails to give me a clear view, the other one comes

in and just contemplates it perfectly, helping me quickly identify those items I need. It’s really handy that
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Figure 6.15: The top and bottom view of a green duct in the emergency shutdown unit reviewed during the
30% review session of the SADG project.

way. And, you know, the outline approach, it’s just fantastic because it still works good enough for me to

take photos from any direction, even when the item is only visible from the opposite side” Quote 143. Figure

6.16 illustrates an example of how the outline can help show the structure of items that are not visible from

all sides.

The domain expert also discussed the selection approach used for filtering items, stating, “On projects

that I personally manage and work on, I had no problem at all using the metadata to filter and select the

items. I make sure to label everything and set their layers properly so that it’s easy for me to query them.

However, I’ve noticed that not everyone is as diligent with setting up the metadata. Some people just rely on

the hierarchy structure, and in those cases, it can be a bit challenging to filter and identify the components.

So, having both options available is really helpful” Quote 141.

It’s worth noting that the prototype did not provide the option to filter by hierarchy in the fourth iteration

due to limitations in the Panoptica Review APIs, which only provided a flat hierarchy for optimization

purposes.

The third and last visualization option in the prototype was the volume-based visualization. Initially,

the domain expert expressed dissatisfaction with this approach, stating, “I was so excited because I thought

this visualization would be the best option, but I was disappointed when I gave it a try. The volumes are

179



Figure 6.16: Mixed highlighting approach that outlines the structure of a duct that is only visible from the
bottom side.

really big, and they occlude the structure behind them. I ended up going back to the object-based heatmap

because, in that one, I can at least see the structure. Here, I can neither see the structure nor its colour”

Quote 144.

However, with the introduction of the 4th iteration of the prototype and adjustments made to the volume-

based visualization, the domain expert changed their perspective, stating, “I went directly to the VR to try

it out, and I was wowed. This became my favorite heatmap. I like the fact that when I fly out, the heatmap

does not get occluded, and instead, it appears similar to the projection heatmap. And when I start moving

closer to the items, I can see the heatmap volumes around the different components. I had all the benefits

of the projection-based and the object-based heatmap grouped into one visualization and more” Quote 147.

Figure 6.17 illustrates the comparison between the volume-based heatmap across the two iterations, showing

the improvement in transparency.

In the final session, the domain expert expressed their desire for additional features to be considered in

our future work. One of their main requests was to integrate the gaze visualization tool with their existing

issue-tracking system. They believed this integration would enable them to identify whether any issues

detected in previous review sessions were addressed or reviewed in subsequent sessions. According to the

domain expert, “I think having the gaze visualization tool integrated with our issue tracking system would

be very helpful. We could easily see if any of the issues we found in previous sessions were reviewed and
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Figure 6.17: Volume-based heatmap with different transparency settings, showcased on a 3D model of a
well-pair module from a SAGD project. Note: This model is distinct from the one discussed in the second

case study.

addressed in the following sessions” Quote 149.

Furthermore, the domain expert expressed the need for more advanced visualizations, specifically designed

for inspection and debugging purposes, beyond merely indicating whether an area had been reviewed. They

sought visualizations that could provide more detailed information, stating, “It would be great to have more

advanced visualizations that offer more information. We want to know which groups of reviewers examined

an area together, if they found any errors, where they were standing when they discovered the issues, and

even how many other reviewers passed by and missed those problems” Quote 150.

6.6.3 Key feedback points

This section presents a comprehensive summary of the key feedback points gathered from the domain expert

while evaluating the gaze visualization tool. The domain expert has thoroughly validated this final list to

ensure accuracy and alignment with their intended perspectives.

6.6.3.1 Model selection

The project and model selection process was deemed straightforward by the domain expert. They appreciated

using real data, allowing for better immersion and understanding of the visualizations.

6.6.3.2 Data aggregation and filtering

In the initial iteration, the user faced challenges remembering dates for older sessions and excluding inter-

mediate data during setup and testing. Feedback led to improvements, including daily grouping sessions for
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more straightforward navigation and clustering sessions to identify relevant ones quickly. The visualization

of session duration and attendee information also proved beneficial.

6.6.3.3 Projection-based top-view heatmap

The domain expert found the projection-based top view heatmap helpful in gaining an overview of gaze

distribution across the model. The transparency of the heatmap was appreciated as it provided context

while examining the heatmap. However, projection-based heatmaps proved challenging when the 3D model

consisted of multi-platforms or ceilings that occluded the critical structures of the model.

6.6.3.4 Object-based heatmap

The object-based heatmap received positive feedback from the domain expert, as it allowed for a clear rep-

resentation of gaze points on individual components, aiding in identifying reviewed areas and their intensity.

However, the visualization faced challenges when dealing with large components stretched across multiple

platforms, making it difficult to pinpoint where they were reviewed. Furthermore, platforms, walls, and

other big objects often skewed the visualization, potentially affecting its accuracy.

Moreover, losing the original colours of the components proved to be annoying for the domain expert, as

it slowed down their ability to identify components quickly with just a glance. The absence of the original

colours hindered the efficiency of the visual inspection process and required the expert to spend more time

analyzing the heatmap.

6.6.3.5 Highlighting options

The domain expert’s feedback on the highlighting options, including isolation, outlining, and xray mode,

provided valuable insights. While isolation proved effective in quickly identifying the location of objects, the

expert highlighted a crucial drawback - it lacked context, making it challenging to process the information

without seeing the surrounding elements. On the other hand, Xray mode was the preferred option for the

domain expert, providing immediate insights into the selected components. However, it was not always

perfect, as selected items sometimes blended with the surrounding objects, especially those that could only

be seen from one side due to rendering issues.

The outline mode was appreciated for retaining the original structure and enabling see-through effects

to visualize occluded parts. However, the expert noted that the outline color occasionally blended with

the surrounding colors, which could be improved through customization options for outline color, size, and

intensity for each model.
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Interestingly, the domain expert expressed satisfaction with the mixed mode that combined highlighting

and xray features. This integrated approach provided the best of both worlds, offering a clear view of selected

components while overcoming occlusion and one-sided rendering challenges.

6.6.3.6 Volume-based visualization

The volume-based visualization received mixed feedback during its initial implementation, with the domain

expert expressing disappointment due to the large volumes occluding the underlying structure. However, in

the fourth iteration, significant adjustments were made to enhance the visualization, leading to a shift in the

domain expert’s perspective.

The domain expert’s feedback turned positive upon trying the adjusted volume-based visualization.

They were wowed by the immersive experience it offered, particularly when exploring the heatmap in VR.

Unlike before, the heatmap no longer suffered from occlusion issues, providing a similar experience to the

projection-based heatmap. Furthermore, as the expert moved closer to specific components, the heatmap

volumes around those elements became visible, offering a comprehensive and informative view.

6.6.3.7 Others

During the sessions, the domain expert requested additional features for future work. Integration with their

issue tracking system to identify reviewed issues in subsequent sessions was desired. Additionally, more

advanced visualizations were suggested for inspection and debugging purposes, including information on

reviewer groups, error detection, and reviewer locations during issue identification. The domain expert also

expressed the need for hierarchical filtering options to accommodate projects that do not extensively use

metadata.

6.7 Limitations

This section outlines the limitations of the project’s evaluation and the feedback collected from the domain

expert:

1. Subjective nature of feedback: The project was evaluated by only one domain expert who was also a

collaborator in building the prototype. While the expert’s feedback provides valuable insights, it may

be influenced by their individual preferences and experiences, potentially limiting the generalizability

of the conclusions.

2. Data collection method: The feedback collected during the evaluation was not audio-recorded and

183



transcribed. Instead, notes were taken in Google Docs. Although efforts were made to ensure the

accuracy of the notes by cross-referencing them with the domain expert, there is still a possibility of

missing or misinterpreting certain statements.

3. Limited sample size: The project was evaluated across a limited number of projects (5 projects) within

the Oil & Gas industry. While the feedback captured the specific needs of this industry, it may not

fully represent the requirements of other industries or use cases.

4. Limited scope of evaluation: The evaluation primarily focused on the selected visualization options

and their impact on the domain expert’s gaze analysis process for 3D models in design and engineering

settings. While this provided valuable insights into the effectiveness of the visualizations for gaze

analysis, it did not comprehensively assess other important aspects of the prototype, such as usability,

performance, and scalability.

5. Data collection with older HMDs: Since the user wanted to use real data, most data was recorded with

older HMDs that did not support gaze tracking. An approximation of the gaze data was computed

during this study. While efforts were made to infer gaze points accurately, using older HMDs with

limited tracking capabilities may introduce uncertainties and limitations in the gaze analysis results.

6.8 Conclusion

The prototype has demonstrated its potential to support gaze analysis in 3D models during design reviews

effectively. The prototype addressed the defined requirements through an iterative development process and

collaboration with the domain expert, providing valuable insights and improvements in the visualization

options.

The heatmap visualizations proved to be instrumental in helping the domain expert identify reviewed

and missed areas in the 3D models. Among the various visualization options, the volume-based heatmap

emerged as the preferred choice, combining the benefits of both projection and object-based visualizations.

However, it is essential to ensure that the heatmap does not excessively occlude the structure, hindering

the user from identifying the components behind it. Additionally, preserving the original colours of the

components is vital to prevent unnecessary modifications to the model.

Enabling data filtering and aggregation options was crucial to facilitate efficient gaze analysis. The lead

designer needed the ability to detect specific sessions and filter them for review. This allowed them to prepare

for formal review sessions, ensuring that all critical components were thoroughly examined. The option to
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filter users also proved valuable, enabling the design lead to focus on particular subsets of data relevant to

their analysis.

The prototype’s continuous availability allowed users to access the tool seamlessly during and outside

design review sessions. While the desktop mode served its purpose well, providing a means to identify

missed areas, the VR mode enhanced the overall experience, providing a more immersive environment for

gaze analysis.

Integrating the prototype into existing design review workflows was a key consideration. The familiarity

of navigation approaches, similar to those used in the CAD systems employed for traditional design reviews,

contributed to a smoother user experience. Furthermore, features like screenshot capture allowed users to

share insights with team members who might not have direct access to the tool.

Considering color-blindness in the visualization was essential for inclusivity. In this prototype, four

different colors were used, but customization options should be provided to accommodate various degrees

of color blindness among users. Allowing users to set colors and gradients according to their specific needs

enhances the accessibility and usability of the tool.

Highlighting areas of interest proved crucial, enabling easy identification of specific components during

gaze analysis. The prototype offered isolation, outlining, and xray modes. Isolation allowed quick location

identification but lacked context. Outlining retained the structure and provided a clear visual representation

of selected areas, overcoming occlusion. However, the outline colour sometimes blended with the background,

requiring customization options. Xray mode offered immediate insights, but one-sided rendering issues

affected clarity. The mixed mode in the fourth iteration combined outlining and xray, providing the best of

both worlds and enhancing user experience. Empowering users with more options to customize the outlining

feature adds flexibility and tailors the tool to individual preferences.

In future directions, the Panoptica Review can incorporate more advanced visualizations for inspection

and debugging purposes. Expanding the scope of evaluation to include usability, performance, and scalability

assessments will further strengthen the tool’s capabilities. Additionally, addressing the requirements for other

industries and use cases beyond the Oil & Gas domain can broaden its applicability.
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Chapter 7

Conclusion

7.1 Overview of the thesis contributions

In this thesis, we explored using HMDs to support design reviews in immersive environments. In addition,

we investigated the challenges accompanied by integrating them within the industry. Our results provide

a roadmap for future researchers and introduce recommendations when building or integrating HMDs in

immersive design reviews within an industry context.

Our systematic literature review laid the foundation for the thesis by providing an exhaustive analysis of

existing literature. We looked into the state of the art in immersive technologies, focusing on utilizing HMDs

in design reviews. The analysis included an examination of methodologies, case studies, and technological

advancements. By identifying gaps and areas of opportunity within the existing body of knowledge, the

review set the stage for the original research and studies conducted in subsequent chapters. It has also

helped highlight the importance of immersive technologies in enhancing user experience and collaboration

in various industries.

Next, we documented the evolution of an immersive design review tool, called Panoptica Review. Real-

world applications and iterative learning profoundly influenced the development process of Panoptica Review.

The process comprised four iterations, each bringing new insights and adaptations. Within the scope of these

iterations, two critical case studies were carried out that significantly impacted the features and the overall

development trajectory of the two product iterations.

Each iteration served as a continuation and an enhancement of the previous phase, incorporating lessons

learned, user feedback, and technological advancements. The first iteration set the foundational framework,

focusing on the core functionalities. Subsequent iterations expanded on this, introducing new features,

186



refining existing ones, and optimizing the user experience within the immersive design review process.

The two case studies were instrumental in bridging the gap between theory and practice. By employing

Panoptica Review within real-world scenarios, the team was able to extract insights into how the tool

performed in situ. The feedback and observations gathered during these studies fed back into the development

process, informing minor adjustments and significant overhauls in the following iterations.

The focus group study took the investigation further by gathering qualitative data from participants who

had direct experience with the two case studies described earlier. This approach allowed us to collect user

feedback and compare traditional design review processes with immersive ones. By identifying the common

challenges and limitations associated with each, we were able to craft a more comprehensive understanding of

the unique attributes and potential hurdles of immersive design reviews. The focus group findings enriched

our analysis by adding the voices of industry experts and end-users, enabling us to align technological

advancements with real-world needs.

Finally, the research addressed a significant challenge arising from asynchronous communication and

remote collaboration within immersive design reviews. Through iterative requirement elicitation and design

critique sessions, we developed and refined a gaze visualization approach. Beginning with examining heatmap

visualizations in desktop mode and later transitioning to object and volume-based visualizations within VR,

we systematically explored how gaze data could enhance collaboration. The prototyping and evaluation

process spanned four years and several iterations. The outcomes of this research hold promising implications

for managing user focus within 3D environments and enhancing the effectiveness of remote collaboration in

design reviews.

Together, these contributions weave a comprehensive narrative around the potential and challenges of

utilizing HMDs for immersive design reviews. This thesis is a step toward integrating advanced immersive

technologies into industrial practices, offering insights, recommendations, and innovative solutions that res-

onate with researchers and practitioners. By merging theoretical analysis with practical application and

validation, this research advances the academic understanding of the field and provides actionable guidance

for future development and implementation.

7.2 Research questions

This section revisits the principal research questions that guided this study, summarizing the key findings

and their implications for designing and implementing immersive 3D design review systems.
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7.2.1 3D design review systems in immersive environments

Integrating 3D design review systems into immersive environments signifies a paradigm shift from traditional

design review processes, replacing 2D representations with hands-on 3D visualization. Extended realities,

including VR, AR, and MR, have allowed for a more interactive and intuitive understanding of designs,

enhancing comprehension and collaboration.

Through the use of HMDs and other technologies, participants can fully immerse themselves in interactive

environments where they can walk around, manipulate objects, and view them from various angles. HMDs

have emerged as a popular choice due to providing an easier and more familiar experience for users navigating

the virtual world.

Scale fidelity is essential in design reviews, with a strong emphasis on 1:1 scale representations. Most

reviewed papers incorporated this scale in their systems, occasionally complemented by tabletop versions.

Feedback from our focus group further attested to the value of this scale fidelity, with participants expressing

their satisfaction with 1:1 scale representations.

Transitioning from scale to collaboration, collaborative capabilities further enhance the utility of these

immersive design review systems. Collaboration can be synchronous, with real-time interactions, or asyn-

chronous, spanning different periods. Depending on the collaboration mode, users have a collection of tools,

from in-app voice communications and video conferencing for synchronous interactions to annotations and

note-taking functionalities for asynchronous communication.

As user experience is paramount, incorporating user experience design into immersive 3D design review

systems is an essential consideration but comes with unique challenges. Designers and researchers must

contend with comfort, familiarity, and usability obstacles as technology matures. Wearing HMDs and inter-

acting with immersive environments for extended periods can lead to physical fatigue, mainly when users

must make continuous arm movements. Additionally, straightforward tasks in the real world, such as typing

or fine manipulation of objects, can be unintuitive within an immersive environment. These challenges can

create barriers to user engagement and satisfaction, hindering the potential effectiveness of 3D design review

systems.

To address these user experience challenges, researchers and developers are actively exploring ways to

alleviate these issues. One approach that has shown promise is integrating familiar tools with the immersive

experience. Users can interact with the immersive environment more conventionally by pairing personal

handheld devices, such as tablets or smartphones, with HMDs. This pairing allows for more straightforward

navigation, control, and typing, bridging the immersive world and familiar real-world interactions. An

example of this approach can be found in the 3rd and 4th iterations of Panoptica Review. These versions
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utilized a handheld device as an extension to the HMD, allowing users to control or type using a familiar

interface.

In the broader landscape, a predominant focus on prototyping marks 3D design review systems in im-

mersive environments. As evident from the systematic literature review, most reported papers presented

prototypes, accounting for 27 out of the total. These early-stage developments often consist of customized

versions tailored to particular use cases, reflecting a field in rapid innovation and experimentation.

In contrast, only a few papers have extended their scope to full-fledged applications, comprising 5 out of

the total. These applications vary in nature and utilization, encompassing plugins for established platforms

such as Mindesk, Autodesk Revit Live, and Fuzor, as well as specialized tools like FVIEWER and custom

in-house applications for kitchen layout design. Despite their varied applications, the common thread among

these papers is that these systems and applications are designed to be used beyond a single design review,

illustrating an advancement beyond prototyping towards more versatile, robust, and comprehensive solutions.

Furthermore, the iterative development of specific tools such as Panoptica Review demonstrates a clear

path from concept to application. Documented in Chapter 4, Panoptica’s evolution is marked by four

distinct iterations, each reflecting a step towards maturity and alignment with end-user needs. The second

iteration, for instance, was a desktop application that allowed offline usage but required more end-user

configuration. This led to the more advanced fourth iteration, developed as an enterprise application, where

the IT department would perform the configuration once, thus simplifying the process for end-users.

Lastly, it’s pivotal to understand that the application and utility of 3D design review systems in immersive

environments can diverge based on industry-specific needs. Each industry, with its unique requirements,

might adopt and adapt these tools differently.

In the construction industry, immersive design review systems are applied to onsite (brown-field) and

offsite (green-field) scenarios. Onsite design reviews are conducted in existing structures or sites, where AR

and MR prove particularly useful in overlaying planned designs over the existing physical space. This enables

stakeholders to visualize how new designs interact with current structures, aiding in detecting potential

clashes or integration issues. On the other hand, offsite design reviews take place in entirely new spaces

or simulated environments. Here, VR can play a pivotal role, providing a fully immersive experience of a

yet-to-be-constructed environment, allowing stakeholders to evaluate different design aspects in a 1:1 scale

without needing physical space.

Specific industries and applications may require specialized equipment or simulated environments only

available at designated locations. For example, aerospace industries may employ VR to create detailed

simulations of aircraft cockpits, allowing pilots and engineers to evaluate control layouts and other design

factors without physical prototypes. In space exploration contexts, immersive design review systems can be
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utilized to recreate extraterrestrial environments, such as a Mars simulation facility. This allows scientists and

engineers to conduct realistic assessments of habitats, equipment, and procedures in a controlled environment

that closely mimics the natural conditions they will face.

7.2.2 Functionality challenges associated with using HMDs in immersive design

reviews

The integration of HMDs into design review processes presents several complex challenges across different

functionality classes, as per the classification framework by Horvat et al. [118].

7.2.2.1 Input

One of the prominent challenges in the input class is the difficulty in efficiently importing various CAD file

formats. Many plugins that import CAD files into gaming engines frequently fail, mainly when a client has

used specific plugins like CADWorx to create the path for the pipelines. In such instances, the CAD file only

stores the lines, but when loaded into CAD software with the CADWorx plugin installed, it automatically

converts these lines to pipes. However, when directly importing into a gaming engine, the conversion software

is unaware of these specialized plugins. As a result, the engine displays only lines instead of the intended

pipes, creating a discrepancy in the representation.

An alternative method to maintain the geometrical information of the pipelines involves loading the

model in the client’s CAD software with the specific plugin, like CADWorx, installed and then exporting

it to FBX. This approach ensures that all the geometrical information of the loaded 3D model is retained,

reflecting the intended pipes rather than just lines. However, this process leads to the loss of vital BIM

meta-data attached to the different components of the model, creating a significant limitation in preserving

the complete design information. This manual conversion or input process often leads to a long turnover

time, delaying the period from receiving the model until it is ready for immersive review.

Furthermore, most reported applications are plugins that run VR directly from the CAD software, com-

plicating integration. Building custom plugins has emerged as a common workaround, but even this solution

has limitations, especially in integrating supporting documents like schematic files and P&IDs. This remains

an area for further exploration and innovation.

7.2.2.2 Representation

The representation class poses its own set of unique challenges. Clients often prefer higher fidelity models as

they can relate to them better. However, higher fidelity requires more processing power, which some HMDs
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may not support. One potential solution is cloud or remote rendering, though this may be impractical

in onsite locations with limited internet access. Breaking down the 3D model into smaller sections has

been recommended to mitigate the challenge of processing large models, but this solution is not without its

complexities.

There is a growing need for more advanced measurement tools regarding spatial awareness features.

Current tools primarily display the distance between two points within the 3D model. However, the demand

extends to measuring distances between two points in the virtual world and even correlating these with

real-world spaces when on site.

Enhancing measurement tools requires innovative features, such as the ability to snap points rather

than manually trying to set them. This allows for more precise measurements and aligns more closely with

real-world practices. Additional research is needed to develop near-interaction features that enable users

to measure distances more intuitively, such as between their hands. Various metrics should be provided to

display measurement units, catering to different industry standards and user preferences.

Integrating manikins represents another essential aspect of spatial awareness in immersive design reviews.

Switching between first-person and third-person perspectives is crucial, especially when assessing safety and

surroundings. One study highlighted in the literature review illustrated how displaying safety boundaries

around manikins helps users quickly gauge the safety of an environment.

Moreover, manikins should be customizable and capable of being set in different poses to reflect var-

ious tasks or scenarios. This flexibility allows for a more realistic and practical representation of human

interactions within the design space, aiding in a more comprehensive review and safety assessment.

7.2.2.3 Navigation

Navigating within virtual and mixed reality presents unique challenges and opportunities. In the context

of VR, potential user fatigue and disorientation can arise, mainly when using gradual teleportation. While

providing a smooth transition between locations, this method may cause discomfort and confusion if not

implemented thoughtfully. Flying within the virtual environment can also lead to user unease. An effective

workaround for this issue is using reference points, which can guide and stabilize the user’s experience.

A typical navigation option is an instant teleportation to a spot within the line of sight. However, this

method has limitations, particularly when users need to navigate to areas without a clear line of sight. This

constraint can hinder smooth and efficient navigation within complex models or environments, requiring

additional tools or methods.

In the context of MR, especially when reviewing large models off-site, finding a space large enough to fit

the entire 3D model or even smaller sections becomes a significant challenge. Limited physical space restricts
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users’ ability to walk around large virtual models, reducing the effectiveness and immersion of the review

process.

A widely accepted solution to these challenges in both VR and MR is map-based teleportation. This

approach allows users to see a top view of the model and jump to any desired location or choose from a

predefined list that the lead designer can set up. Such solutions provide more flexibility and control but also

underline the need for thoughtful design and consideration of the user’s physical and perceptual experiences

in virtual and mixed-reality environments.

7.2.2.4 Manipulation

Extensive research has delved into manipulating virtual objects within digital environments. This research

has explored diverse aspects such as scaling, movement, transformation, and concealment of virtual entities.

However, a notable gap exists in the exploration of integrating real-world objects seamlessly into virtual

interactions, thereby enabling a more immersive and holistic manipulation experience.

The existing research has primarily focused on the digital domain, investigating how users can interact

with and manipulate virtual objects using various input devices, gestures, and interfaces. Scaling objects to

different sizes, moving them across the virtual space, and concealing or revealing them are key areas that

have garnered substantial attention. Techniques such as touch, motion tracking, and haptic feedback have

refined these interactions, creating intuitive and engaging experiences.

Yet, regarding the intersection of physical and virtual realms, the extent of research remains limited.

How can tangible, real-world objects be seamlessly integrated into virtual scenarios to enhance manipulation

capabilities? How can the tactile feedback and familiarity of physical objects be combined with the versatility

of digital environments to create a novel synergy?

This uncharted territory holds promise for transformative innovations. Imagine a scenario where users

manipulate virtual architectural models by arranging physical building blocks or sculpting digital clay using

a tangible tool. This fusion of physicality and virtuality taps into human instincts for tactile exploration

and introduces a new dimension of creativity and control.

7.2.2.5 Creation

Creating text-based annotations or notes can often pose challenges, particularly when faced with virtual

keyboards’ complexities or speech-to-text technology’s limitations. The process can be fatiguing, prompting

the exploration of more efficient alternatives. While speech-to-text offers a promising solution by allowing

users to dictate notes using their voice, its applicability can be compromised by background noise or strong

accents.
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An innovative alternative presents itself in scenarios where ambient noise prevails, or accents present a

barrier to accurate speech recognition. Leveraging handheld devices in conjunction with headsets can revo-

lutionize the landscape of note-taking. This approach allows users to bypass virtual keyboards’ constraints

and circumvent speech-to-text software’s shortcomings.

While this solution offers a viable workaround, more research is needed to explore optimized methods

that don’t rely on handheld devices. This approach serves as a temporary remedy, urging the exploration of

more sustainable and universally applicable strategies for efficient text-based note creation.

7.2.2.6 Collaboration

Collaboration in immersive design reviews presents a unique set of challenges and considerations. Different

sub-teams may need to conduct parallel sub-review sessions without disrupting others during a review session.

This necessitates individual control over views and functions within the shared virtual space. Finding the

right balance between collective collaboration and individual autonomy can be complex. One innovative

solution to this challenge was created by Panoptica Review in the 4th iteration, which developed a dynamic

way of forming teams. In this approach, participants start separately but can follow anyone they are

interested in, splitting out when needed. This allows team members to see the list of users, their current

model under review, and the specific area being reviewed within the loaded model at any time.

In addition to visual collaboration, the representation of users often involves avatars. While avatars can

be customized, achieving a realistic representation currently requires significant effort. This adds another

layer of complexity to the collaboration process within the virtual space.

Integrating seamless verbal and non-verbal communication channels within the virtual space is equally

vital. Miscommunication or the lack of proper in-app communication tools can hinder collaboration. Users

often resort to external tools like Microsoft Teams and Zoom to communicate within extended reality rather

than in-app voice communication. This approach is particularly favoured in VR, where rapid movement

between locations can make spatial audio problematic. Researchers are challenged to find ways to pro-

vide dynamic teams with communication options free from disruption from other groups, ensuring clear

communication even when members are moving around or positioned across a model from one another.

Challenges also arise in facilitating remote collaboration with individuals who do not have access to

an immersive environment without impacting frame rate or quality. Virtual streaming has emerged as a

potential substitute, allowing remote participants to engage with the virtual space, though this can introduce

additional complexities related to synchronization and real-time interaction.

Lastly, there appears to be a gap in the discussion surrounding security and privacy concerns. With

multiple stakeholders involved in a project, ensuring that sensitive information is only accessible to authorized
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personnel becomes a priority. Implementing robust security protocols must be done in a way that doesn’t

hinder the collaborative experience, maintaining a fine balance between protecting information and allowing

seamless interaction.

7.2.2.7 Output

Within immersive design reviews, temporal visualization—often called timeline visualization—has predomi-

nantly centred on trajectory visualization. This limited scope of available techniques underscores a critical

gap in our capacity to fully grasp and comprehend the temporal dimensions inherent in design processes.

Consequently, there is a pressing need for developing and integrating a broader range of visualization methods

that can provide richer insights into the temporal aspects of design.

7.2.3 Gaze visualization for identifying reviewed and missed areas

Integrating gaze visualization into immersive design review systems has the potential to significantly mitigate

the logistical challenges associated with asynchronous and remote collaboration, particularly in identifying

and understanding missing areas. The utilization of gaze visualization tools, as demonstrated in this study,

empowers design leads and experts to comprehensively analyze the review process, regardless of team mem-

bers’ physical location or timing. By visualizing the areas that have been reviewed and those that have been

missed, these tools provide a unified, easily accessible representation of the design review progress.

Through heatmaps and highlighting options, the design lead gains a visual overview of the design review

process, allowing them to quickly identify gaps in the review coverage. This functionality becomes especially

valuable in remote collaborations, where face-to-face interactions are limited. By understanding which

components have been analyzed and which ones need further attention, remote teams can effectively prioritize

their efforts and ensure a comprehensive review process. Furthermore, the integration of gaze visualization

offers the advantage of continuity. The design lead can seamlessly access the tool throughout the review

lifecycle, whether during live sessions or individual analysis stages. This real-time accessibility ensures the

process remains synchronized, eliminating the need to coordinate multiple schedules for simultaneous review

sessions.

Additionally, gaze visualization tools contribute to integrating feedback and communication within the

design review process. Design leads can easily communicate their insights and findings with team members,

facilitating collaborative discussions even in a distributed environment. The tool’s ability to highlight specific

components and adapt to different users’ preferences enhances the effectiveness of these discussions and

ensures that critical design aspects are not overlooked.
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7.3 Future work

Collaboration within immersive design review environments presents a complex landscape that requires

further exploration. Future efforts should investigate more dynamic ways of forming and splitting teams

during the review process and enhancing in-app voice communication. Spatial audio could provide cues to

help users identify the position of an audio source, but beyond a certain distance, normalizing the audio

within the same team will ensure clear communication even when team members are standing across a large

model in opposite directions.

The output of annotations and insights from the immersive environment also warrants attention. Future

work will explore more standardized approaches for exporting annotations from the immersive environments

to the original CAD software utilized by the designers, helping ease integration with existing workflows. This

would entail identifying standard annotation formats, developing export algorithms, and ensuring compati-

bility with various CAD tools.

There is also an opportunity to delve into temporal visualization and how it can be utilized within the

design review context. Research into how the time-based representation of changes and activities within

the model can aid in understanding the design evolution, project status, and collaboration dynamics could

provide valuable insights for review leads and team members.

Now that the prototype is developed, minor enhancements need to be added in the realm of gaze vi-

sualization, such as the ability to adjust transparency or provide multiple colour choices to accommodate

different degrees of blindness. These adjustments will prepare the prototype for usability testing, focusing on

UI and UX. Following usability studies, findings will guide improvements and integration of heatmap gaze

visualization into the 4th iteration of Panoptica, necessitating documentation of the technical challenges that

will arise.

The integration of annotations and comments with the visualization will follow, culminating in a study to

evaluate the final tool in the industry with domain experts. Moreover, exploring more advanced visualizations

for inspection and debugging purposes will contribute to developing robust tools. Expanding the scope of

evaluation to include usability, performance, and scalability assessments will further strengthen the tool’s

capabilities.
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[201] Victor Romero, Romain Pinquié, and Frédéric Noël. A user-centric computer-aided verification process

in a virtuality-reality continuum. Computers in Industry, 140:103678, 2022.

[202] Sandhya Santhosh and Francesca De Crescenzio. A mixed reality application for collaborative and

interactive design review and usability studies. In Advances on Mechanics, Design Engineering and

Manufacturing IV: Proceedings of the International Joint Conference on Mechanics, Design Engineer-

ing & Advanced Manufacturing, JCM 2022, June 1-3, 2022, Ischia, Italy, pages 1505–1515. Springer,

2022.

[203] Sandhya Santhosh and Francesca De Crescenzio. A mixed reality application for collaborative and

interactive design review and usability studies. In International Joint Conference on Mechanics, Design

Engineering & Advanced Manufacturing, pages 1505–1515. Springer, 2023.

[204] Pedro Santos, Dominik Acri, Thomas Gierlinger, Hendrik Schmedt, and André Stork. Supporting
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Appendix A

Systematic Literature Review -

Appendix

A.1 Overview

This appendix provides an overview of the collected data during the systematic literature review conducted

in Chapter 3. It presents a comprehensive collection of tables that document the key information extracted

from the reviewed papers, including the paper’s title, authors, publication year, research functionalities,

technologies used, and any relevant additional notes. This appendix serves as a valuable resource for reference

and transparency, showcasing the breadth and depth of the data collected during the review process.

A.2 Included immersive design review papers

Tables A.1 and A.2 represent the final 41 papers that were included in the study.

A.3 All immersive design review papers

Table A.3 represents all papers that discussed immersive design reviews, including the papers that discussed

immersive technologies other than HMDs.

221



Table A.1: The characteristics of the papers that passed the screening process.

Year Paper
Type of

paper

Industry

/ Academic

Applied

industry
Reality

Display

technology

Devices and

equipment

System

maturity
Collaboration Location

2022 [90] Evaluation Industry Energy VR HMD HTC Vive Prototype Individual Onsite

2022 [212] Solution Both Manufacturing VR HMD HTC Vive Prototype Individual N/A

2022 [134] Solution Industry Aerospace
AR

VR
HMD

XTAL 8K

Varjo XR-3
Prototype Individual Onsite

2022 [98] Evaluation Both Automotive VR
HMD

Others

HTC Vive Pro

Seat pressure

Motion capture

Biosensor

Prototype Individual Onsite

2022 [61] Evaluation Both Manufacturing VR HMD Oculus Quest Prototype
Synchronous

and co-located
N/A

2022 [18] Validation Academic Transportation VR HMD Oculus Quest Framework Individual Offsite

2021 [137] Solution Industry Construction VR HMD HTC Vive Prototype
Synchronous

and remote
Offsite

2021 [95] Evaluation Industry Construction MR
HHD

HMD
iPad Prototype

Synchronous

and co-located
Onsite

2021 [53] Evaluation Both Automotive VR HMD HTC Vive Prototype
Synchronous

and remote
Both

2020 [97] Evaluation Both Automotive VR HMD HTC Vive Prototype
Synchronous

and remote
Both



Table A.1 continued from previous page

Year Paper
Type of

paper

Industry

/ Academic

Applied

industry
Reality

Display

technology

Devices and

equipment

System

maturity
Collaboration Location

2020 [245] Evaluation Both

Health and safety

Maritime

Construction

VR HMD HTC Vive Prototype
Synchronous

and co-located
Offsite

2020 [78] Validation Both Construction VR HMD Oculus Rift Application Individual Offsite

2020 [6] Experience Both
Health and

safety
VR HMD

HTC Vive

Oculus Rift
Application

Asynchronous

and remote
Offsite

2019 [247] Evaluation Academic Manufacturing VR HMD HTC Vive Prototype
Synchronous

and co-located
N/A

2019 [167] Experience Industry Construction VR HMD

Oculus Rift

HTC Vive

Windows MR

Prototype Individual Offsite

2018 [254] Evaluation Academic Construction VR HMD HTC Vive Application
Synchronous

and co-located
Offsite

2018 [198] Validation Both Maritime VR HMD Oculus Rift CV1 Prototype
Synchronous

and co-located
Offsite

2017 [92] Solution Both Energy VR HMD HTC Vive Prototype
Synchronous

and co-located
N/A

2017 [12] Evaluation Industry Manufacturing VR
HMD

HHD
Oculus Prototype Individual Offsite
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Table A.1 continued from previous page

Year Paper
Type of

paper

Industry

/ Academic

Applied

industry
Reality

Display

technology

Devices and

equipment

System

maturity
Collaboration Location

2016 [13] Evaluation Both Manufacturing VR
HMD

HHD
Oculus Prototype Individual Offsite

2016 [145] Solution Both Construction VR HMD Oculus DK2 Prototype
Synchronous

and co-located
Offsite

2015 [208] Evaluation Academic Aerospace VR
Large display

HMD
Oculus Prototype

Synchronous

and co-located
Onsite

2015 [76] Solution Industry Maritime VR
Large display

HMD
N/A Application Individual N/A

2013 [180] Validation Both Manufacturing MR
HHD

HMD
N/A Prototype Individual N/A

2010 [204] Solution Industry Construction MR HMD N/A Architecture
Synchronous

and co-located
Onsite

2009 [55] Solution Both Automotive
AR

VR

HMD

Large display
N/A Framework Individual N/A

2008 [52] Validation Both Automotive MR HMD N/A Architecture
Synchronous

and remote
Offsite

2008 [21] Solution Both N/A MR HMD N/A Architecture Individual N/A

2008 [22] Validation Both N/A MR HMD N/A Architecture Individual N/A

2007 [205] Solution Industry
Automotive

Construction
AR HMD N/A Architecture

Synchronous

and co-located
Both
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Table A.1 continued from previous page

Year Paper
Type of

paper

Industry

/ Academic

Applied

industry
Reality

Display

technology

Devices and

equipment

System

maturity
Collaboration Location

2005 [243] Solution Both Engineering MR HMD N/A Prototype Individual N/A

2005 [84] Evaluation Academic Automotive AR
HMD

Others

VH-2002

Pinch Gloves
Prototype

Synchronous

and co-located
Offsite

2004 [83] Evaluation Academic Automotive AR
HMD

Others

VH-2002

Pinch Gloves
Prototype

Synchronous

and co-located
Offsite

2004 [164] Solution Both Automotive AR HMD N/A Architecture Individual N/A

2003 [89] Solution Academic Automotive AR
HMD

Others

VH-2002

Pinch Gloves
Prototype Individual Offsite

2003 [159] Validation Both Aerospace MR HMD N/A Prototype Individual N/A

1999 [28] Evaluation Both Military VR HMD N/A Prototype
Synchronous

and co-located
Offsite

1998 [27] Evaluation Both Military VR HMD N/A Prototype
Synchronous

and co-located
Offsite

1997 [225] Solution Industry Manufacturing VR HMD N/A Architecture
Synchronous

and remote
N/A

1997 [86] Solution Industry Construction VR
HMD

Large display
N/A Application

Synchronous

and co-located
Offsite

1995 [107] Experience Industry Aerospace VR HMD N/A Prototype
Synchronous

and co-located
Offsite
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Table A.2: The coverage of functional features across the papers that passed the screening process.

Year Paper Input Representation Navigation Manipulation Collaboration Edit Creation Output

2022 [90] X X

2022 [212] X X X X X X

2022 [134] X

2022 [98] X X X X X

2022 [61] X X X X X

2022 [18] X X X X

2021 [137] X X X X X X X

2021 [95] X X X X

2021 [53] X X X X

2020 [97] X X X X X X X

2020 [245] X X X X X

2020 [78] X X X X X

2020 [6] X X X X

2019 [247] X X X X X

2019 [167] X X X X

2018 [254] X X X X X

2018 [198] X X X

2017 [92] X X X X X

2017 [12] X X X X

2016 [13] X X X X



Table A.2 continued from previous page

Year Paper Input Representation Navigation Manipulation Collaboration Edit Creation Output

2016 [145] X X X X X X

2015 [208] X X X X

2015 [76] X X X X X X

2013 [180] X

2010 [204] X X X

2009 [55] X X X

2008 [52] X X X X X X

2008 [21] X

2008 [22] X

2007 [205] X X X X X

2005 [243] X X X

2005 [84] X X X X X X X

2004 [83] X X X X X X X

2004 [164] X

2003 [89] X X X X X X

2003 [159] X X

1999 [28] X

1998 [27] X

1997 [225] X X X X X X X X

1997 [86] X X X X

1995 [107] X X X X
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Table A.3: All 227 papers that discussed immersive design reviews.

Year Title Source type Source name Publisher Affiliation Display technology

2022 A Mixed Reality Application for Col-

laborative and Interactive Design Re-

view and Usability Studies [202]

Conference International Joint Conference

on Mechanics, Design Engineer-

ing & Advanced Manufacturing

(JMC)

Springer Academic HMD

2022 Exploring Computing Time for Auto-

matic Occlusion Detection: A Scan-

Based Algorithm Versus a Geometry-

Based Algorithm [110]

Conference Canadian Society of Civil En-

gineering Annual Conference

(CSCE)

Springer Academic HMD

2022 Verification and validation by eXtended

reality simulations of Test Blanket

Modules replacement operations in Air-

Fed suits [90]

Journal Fusion Engineering and Design Elsevier Industry HMD

2022 Impact of Virtual Reality-Based Design

Review System on User’s Performance

and Cognitive Behavior for Building

Design Review Tasks [236]

Journal Applied Sciences MDPI Academic HMD, Laptop

2022 Lessons learned from the develop-

ment of immersive virtual reality-based

collaborative architecture, engineering,

and construction (AEC) education en-

vironment [66]

Conference ASEE Annual Conference & Ex-

position (ASEE)

ASEE Academic HMD



Table A.3 continued from previous page

Year Title Source type Source name Publisher Affiliation Display technology

2022 Server-Based Mixed-Reality System

For Multiple Devices To Visualize A

Large Architectural Model And Simu-

lations [235]

Conference Annual Modeling and Simulation

Conference (ANNSIM)

IEEE Academic HHD, Laptop

2022 VR-enabled engineering consultation

chatbot for integrated and intelligent

manufacturing services [233]

Journal Journal of Industrial Information

Integration

Elsevier Academic

Monitor

HHD

HMD

2022 Innovative technologies for virtual as-

sembly validation in multi-user scenar-

ios [232]

Journal Procedia CIRP Elsevier Academic Simulator

2022 Multiuser immersive virtual reality ap-

plication for real-time remote collabo-

ration to enhance design review process

in the social distancing era [230]

Journal Journal of Engineering, Design

and Technology

Emerald Publish-

ing Limited

Academic HMD

2022 Building Bridges: Development of a

Redlining Interface Between VR and

PDM [211]

Conference International Conference on

Product Lifecycle Management

(PLM)

Springer Both HMD

2022 A user-centric computer-aided verifica-

tion process in a virtuality-reality con-

tinuum [201]

Journal Computers in Industry Elsevier Academic
HMD

Simulator
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Table A.3 continued from previous page

Year Title Source type Source name Publisher Affiliation Display technology

2022 BIM-based immersive collaborative en-

vironment for furniture, fixture and

equipment design [189]

Journal Automation in Construction Elsevier Academic HMD

2022 Mixed Reality for Engineering Design

Review Using Finite Element Analysis

[185]

Conference International Symposium on

Mixed and Augmented Reality

Adjunct (ISMAR-Adjunct)

IEEE Academic HMD

2022 A Development of Visualization Tech-

nology through AR-Based Design

Checklist Connection [179]

Journal Applied Sciences MDPI Academic HHD

2022 ARCritique: Supporting Remote De-

sign Critique of Physical Artifacts

through Collaborative Augmented Re-

ality [154]

Conference Symposium on Spatial User In-

teraction (SUI)

ACM Academic HHD

2022 Investigations on visualization and in-

teraction of ship structure multidisci-

plinary finite element analysis data for

virtual environment [153]

Journal Ocean Engineering Elsevier Both Cave

2022 Enhancing Design Activity and Review

Experience Through Hybridizing Desk-

top and Virtual Environments [139]

Journal Journal of Interior Design Wiley Online Li-

brary

Academic
HMD

Desktop
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Table A.3 continued from previous page

Year Title Source type Source name Publisher Affiliation Display technology

2022 XTAL VR System Use in a Novel AAM

Research Cockpit [134]

Journal IFAC-PapersOnLine Elsevier Industry HMD (HWD)

2022 Comparing design review outcomes in

immersive and non-immersive collabo-

rative virtual environments [119]

Journal Procedia CIRP Elsevier Academic HMD

2022 Design Reviews in Immersive and Non-

Immersive Collaborative Virtual Envi-

ronments: Comparing Verbal Commu-

nication Structures [116]

Conference International Design Conference

(DESIGN)

Cambridge Univer-

sity Press

Academic HMD

2022 Generic extended reality and integrated

development for visualization applica-

tions in architecture, engineering, and

construction [112]

Journal Automation in Construction Elsevier Academic HHD

2022 Information Model for Hybrid Proto-

typing in Design Reviews of Assembly

Stations [100]

Journal Procedia CIRP Elsevier Academic TBD

2022 Design of ergonomic dashboards for

tractors and trucks: innovative method

and tools [98]

Journal Journal of Industrial Information

Integration

Elsevier Both

HMD

Simulator

Others
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Table A.3 continued from previous page

Year Title Source type Source name Publisher Affiliation Display technology

2022 Designing complex manufacturing sys-

tems by virtual reality: A novel ap-

proach and its application to the virtual

commissioning of a production line [61]

Journal Computers in Industry Elsevier Both HMD

2022 On the Effectiveness of Conveying BIM

Metadata in VR Design Reviews for

Healthcare Architecture [32]

Conference Conference on Virtual Reality

and 3D User Interfaces Abstracts

and Workshops (VRW)

IEEE Academic HMD

2022 Integrating Immersive Virtual Environ-

ment User Studies into Architectural

Design Practice: A Pre-Occupancy

User Study of Train Station Waiting

Preferences With VREVAL [18]

Conference Annual Modeling and Simulation

Conference (ANNSIM)

IEEE Academic HMD

2022 Implementing Affordance-Based Design

Review Method Using Virtual Reality

in Architectural Design Studio [4]

Journal Buildings MDPI Academic HMD

2021 An immersive virtual environment for

reviewing model-centric designs [200]

Conference International Conference on En-

gineering Design (ICED)

Cambridge Univer-

sity Press

Academic HMD
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Table A.3 continued from previous page

Year Title Source type Source name Publisher Affiliation Display technology

2021 An evidence of cognitive benefits from

immersive design review: Compar-

ing three-dimensional perception and

presence between immersive and non-

immersive virtual environments [175]

Journal Automation in Construction Elsevier Academic HMD

2021 Application of mixed reality for improv-

ing architectural design comprehension

effectiveness [39]

Journal Automation in Construction Elsevier Academic HMD

2021 Evaluation of user preferences for 3d

modeling and design reviews in virtual

reality [173]

Journal Computer-Aided Design and Ap-

plications

Computer-Aided

Design and Appli-

cations

Academic HMD

2021 Assessing future landscapes using en-

hanced mixed reality with semantic seg-

mentation by deep learning [138]

Journal Advanced Engineering Informat-

ics

Elsevier Academic HHD

2021 An XML-based approach for geo-

semantic data exchange from BIM to

VR applications [137]

Journal Automation in Construction Elsevier Industry HMD

2021 Developing a bim-based muvr treadmill

system for architectural design review

and collaboration [136]

Journal Applied Sciences MDPI Academic
HMD

Simulator
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Table A.3 continued from previous page

Year Title Source type Source name Publisher Affiliation Display technology

2021 ExperienceDNA A Framework to Con-

duct and Analyse User Tests in VR

Using the Wizard-of-Oz Methodology

[129]

Conference International Conference on

Human-Computer Interaction

(HCII)

Springer Academic HMD

2021 A framework for semi-automatically

identifying fully occluded objects in 3D

models: Towards comprehensive con-

struction design review in virtual real-

ity [113]

Journal Advanced Engineering Informat-

ics

Elsevier Academic N/A

2021 Measuring the Impact of Immersive

Virtual Reality on Construction Design

Review Applications: Head-Mounted

Display versus Desktop Monitor [111]

Journal Journal of Construction Engi-

neering and Management

ASCE Academic HMD

2021 An Extended Reality Collaborative De-

sign System: In-situ Design Reviews in

Uncontrolled Environments [95]

Conference Association for Computer Aided

Design in Architecture Annual

Conference (ACADIA)

ACADIA Industry
HHD

HMD

2021 Virtual reality as a tool for evaluating

user acceptance of view clarity through

ETFE double-skin façades [80]

Journal Energy and Buildings Elsevier Academic HMD
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Table A.3 continued from previous page

Year Title Source type Source name Publisher Affiliation Display technology

2021 Smooth Operator: A Virtual Environ-

ment to Prototype and Analyse Op-

erator Support in CCTV Surveillance

Rooms [63]

Conference International Conference on

Human-Computer Interaction

(HCII)

Springer Academic HMD

2021 Implications of Virtual Reality on En-

vironmental Sustainability in Manufac-

turing Industry: A Case Study [53]

Journal Procedia CIRP Elsevier Both HMD

2021 Development of an Augmented Reality

System with Reflection Implementation

for Landscape Design Visualization us-

ing a Planar Reflection Method in Real-

Time Rendering [50]

Conference International Conference on Ed-

ucation and Research in Com-

puter Aided Architectural De-

sign in Europe (eCAADe)

CUMINCAD Academic HHD

2021 Utilizing VR/AR for Interior Design

Program [125]

Conference International Conference on

Networks, Communication and

Computing (ICNCC)

ACM Academic
HMD

HHD

2020 VR-enabled chatbot system supporting

transformer mass-customization ser-

vices [249]

Conference International Conference on

Transdisciplinary Engineering

(ISTE)

IOS Press BV Academic HMD

2020 Supporting Teamwork in Industrial

Virtual Reality Applications [248]

Journal Procedia Manufacturing Elsevier Academic HMD
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Table A.3 continued from previous page

Year Title Source type Source name Publisher Affiliation Display technology

2020 The configuration and experience map-

ping of an accessible VR environment

for effective design reviews [245]

Journal Artificial Intelligence for Engi-

neering Design, Analysis and

Manufacturing (AIEDAM)

Cambridge Univer-

sity Press

Both HMD

2020 The use of immersive technologies for

design reviews [237]

Conference Virtual Conference on Usability

and User Experience, the Vir-

tual Conference on Human Fac-

tors and Assistive Technology,

the Virtual Conference on Hu-

man Factors and Wearable Tech-

nologies, and the Virtual Con-

ference on Virtual Environments

and Game Design (AHFE)

Springer Academic HMD

2020 Virtual reality for smart urban lighting

design: Review, applications and op-

portunities [209]

Journal Energies MDPI Academic HMD

2020 Application of virtual reality technol-

ogy in nuclear device design and re-

search [192]

Journal Fusion Engineering and Design Elsevier Academic Large display

2020 Evaluating the Impact of Virtual Real-

ity on Design Review Meetings [158]

Journal Journal of Computing in Civil

Engineering

ASCE Academic Large display
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Table A.3 continued from previous page

Year Title Source type Source name Publisher Affiliation Display technology

2020 Connected Augmented Assembly:

Cloud based Augmented Reality appli-

cations in architecture [152]

Conference International Conference on Ed-

ucation and Research in Com-

puter Aided Architectural De-

sign in Europe (eCAADe)

CUMINCAD Academic HMD

2020 End-Users’ augmented reality utiliza-

tion for architectural design review

[149]

Journal Applied Sciences MDPI Academic HMD

2020 Assessing the Impact of a Construc-

tion Virtual Reality Game on Design

Review Skills of Construction Students

[131]

Journal Journal of Architectural Engi-

neering

ASCE Academic HMD

2020 IDENTIFYING the EFFECT of RE-

VIEWERS’ EXPERTISE on DESIGN

REVIEW USING VIRTUAL REAL-

ITY and DESKTOP INTERFACE

[120]

Conference International Design Conference

(DESIGN)

Cambridge Univer-

sity Press

Academic HMD

2020 Design and Application of a Digital

Factory Model for Factory Restructur-

ing [115]

Journal Procedia CIRP Elsevier Academic HHD

2020 A Transdisciplinary digital approach

for tractor’s human-centred design [99]

Journal International Journal of Com-

puter Integrated Manufacturing

Taylor & Francis Academic Large display
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Year Title Source type Source name Publisher Affiliation Display technology

2020 Interaction design for multi-user virtual

reality systems: An automotive case

study [97]

Journal Procedia CIRP Elsevier Both HMD

2020 Reporting Strategy for VR Design Re-

views [91]

Conference International Conference on

Human-Computer Interaction

(HCII)

Springer Academic N/A

2020 User Study on Virtual Reality for De-

sign Reviews in Architecture [78]

Conference International Symposium on

Mixed and Augmented Reality

Adjunct (ISMAR-Adjunct)

IEEE Both HMD

2020 Improving project communication in

the architecture, engineering and con-

struction industry: Coupling virtual re-

ality and laser scanning [67]

Journal Journal of Building Engineering Elsevier Academic HMD

2020 The effects of transition style for collab-

orative view sharing in immersive Vir-

tual Reality [57]

Journal Computers & Graphics Elsevier Academic HMD

2020 Exploring the use of AR technology for

co-creative product and packaging de-

sign [40]

Journal Computers in Industry Elsevier Academic HHD
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Year Title Source type Source name Publisher Affiliation Display technology

2020 IMMERSIVE VISUALISATIONS in

DESIGN: USING AUGMENTED RE-

ALITY (AR) for INFORMATION

PRESENTATION [31]

Conference International Design Conference

(DESIGN)

Cambridge Univer-

sity Press

Academic HMD

2020 A public BIM project: Cerrahpaşa

healthcare and education facility [6]

Conference Eurasian BIM Forum (EBF) Springer Both HMD

2020 Automated checking of building compo-

nent accessibility for maintenance [5]

Journal Automation in Construction Elsevier Academic HMD

2020 Optimizing the Design Review Process

for Cyber-Physical Systems using Vir-

tual Reality

Journal Procedia CIRP Elsevier Academic HMD

2019 User centered design of interaction

techniques for VR-based automotive

design reviews [64]

Journal Frontiers Robotics Frontiers Media SA Academic HMD

2019 Design Assessment in Virtual and

Mixed Reality Environments: Compar-

ison of Novices and Experts [250]

Journal Journal of Construction Engi-

neering and Management

ASCE Academic HMD

2019 Analyzing the potential of Virtual Re-

ality for engineering design review [247]

Journal Automation in Construction Elsevier Academic HMD
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Year Title Source type Source name Publisher Affiliation Display technology

2019 Virtual Design Review and Planning

Using Augmented Reality and Drones

[222]

Conference International Conference on In-

telligent Computing and Control

Systems (ICICCS)

IEEE Both HHD

2019 Becoming familiar: How infrastructure

engineers begin to use collaborative vir-

tual reality in their interdisciplinary

practice [171]

Journal Journal of Information Technol-

ogy in Construction (ITcon)

CIB Academic CAVE

2019 Interactive Facade Detail Design Re-

views with the VR Scope Box [167]

Conference Association for Computer Aided

Design in Architecture Annual

Conference (ACADIA)

ACADIA Industry HMD

2019 How virtual reality impacts the land-

scape architecture design process dur-

ing the phases of analysis and con-

cept development at the master plan-

ning scale [127]

Journal Journal of Digital Landscape Ar-

chitecture

VDE VERLAG

GMBH

Academic HMD

2019 User-centered interior finishing mate-

rial selection: An immersive virtual

reality-based interactive approach [255]

Journal Automation in Construction Elsevier Industry Large display

2019 Spatial perception of ceiling height and

type variation in immersive virtual en-

vironments [44]

Journal Building and Environment Elsevier Academic HMD
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2019 Design and development of a virtual re-

ality educational game for architectural

and construction reviews [42]

Conference ASEE Annual Conference & Ex-

position (ASEE)

ASEE Academic HMD

2019 Leveraging mobile augmented reality

devices for enabling specific human be-

haviors in design and constructability

review [10]

Journal Advances in Civil Engineering Hindawi Both HHD

2019 Mobile Augmented Reality to Influ-

ence Design and Constructability Re-

view Sessions [11]

Journal Journal of Architectural Engi-

neering

ASCE Both HHD

2018 Virtual reality-integrated workflow in

BIM-enabled projects collaboration

and design review: a case study

Journal Visualization in Engineering Springer Academic HMD

2018 Chances and Limitations of a Vir-

tual Reality-supported Tool for Deci-

sion Making in Industrial Engineering

Conference IFAC-PapersOnLine Elsevier Academic HMD

2018 An agenda for implementing semi-

immersive virtual reality in design

meetings involving clients and end-

users

Conference European Conference on Prod-

uct and Process Modelling

(ECPPM)

CRC Press Academic Large display
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2018 Don’t worry, be active: How to facili-

tate the detection of errors in immer-

sive virtual environments

Journal PeerJ PeerJ Inc. Both HMD

2018 The value of 3D models and immersive

technology in planning urban density

Conference International ACM Confer-

ence on 3D Web Technology

(WEB3D)

ACM Industry CAVE

2018 A usability study of an immersive vir-

tual reality platform for building design

review: Considerations on human fac-

tors and user interface

Conference Construction Research Congress

(CRC)

ASCE Academic HMD

2018 Integrated BIM, game engine and VR

technologies for healthcare design: A

case study in cancer hospital

Journal Advanced Engineering Informat-

ics

Elsevier Both CAVE

2018 Framework for a hybrid simulation ap-

proach for an integrated decision sup-

port system in healthcare facilities

Conference Winter Simulation Conference

(WSC)

IEEE Academic N/A

2018 A bi-directional interface for improved

interaction with engineering models in

virtual reality design reviews

Journal International Journal on Interac-

tive Design and Manufacturing

(IJIDeM)

Springer Academic HMD
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2018 Zero latency: Real-time synchroniza-

tion of BIM data in virtual reality for

collaborative decision-making

Journal Automation in Construction Elsevier Academic HMD

2018 Effects of immersion on virtual reality

prototype design reviews of mechanical

assemblies

Conference International Design Engi-

neering Technical Conferences

(IDETC)

ASME Academic
CAVE

HMD

2018 Situation-dependent remote AR collab-

orations: Image-based collaboration us-

ing a 3D perspective map and live

video-based collaboration with a syn-

chronized VR mode

Journal Computers in Industry Elsevier Academic HHD

2018 An Immersive Design Environment for

Performance-Based Architectural De-

sign: A BIM-based Approach

Conference EAI International Conference on

Smart Objects and Technologies

for Social Good (GOODTECHS)

ACM Academic HMD

2017 A virtual reality supported 3D environ-

ment for engineering design review

Conference International Conference on

Virtual System & Multimedia

(VSMM)

IEEE Academic HMD

2017 A novel design engineering review sys-

tem with searchable content: knowl-

edge engineering via real-time multi-

modal recording

Journal Journal of Engineering Design Taylor & Francis Academic Large display
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2017 Can virtual human entourage elements

facilitate accurate distance judgments

in VR?

Conference International Conference on Vir-

tual Reality and Augmented Re-

ality

Springer Academic HMD

2017 Meta-model for VR-based design re-

views

Conference International Conference on En-

gineering Design (ICED)

Design Society Both HMD

2017 Interaction techniques for virtual real-

ity based automotive design reviews

Conference International Conference on Vir-

tual Reality and Augmented Re-

ality

Springer Industry Large display

2017 Design review using virtual reality en-

abled cad

Conference International Design Engi-

neering Technical Conferences

(IDETC)

ASME Academic
CAVE

HMD

2017 Design of a Test Environment for Plan-

ning and Interaction with Virtual Pro-

duction Processes

Journal Procedia CIRP Elsevier Both
CAVE

Large display

2017 An Industry Case Study: Investigating

Early Design Decision Making in Vir-

tual Reality

Journal Journal of Computing and In-

formation Science in Engineering

(JCISE)

ASME Academic CAVE

2017 Virtual prototyping in design reviews of

industrial systems

Conference International Academic

Mindtrek Conference

ACM Industry HMD
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2016 Improved user experience in a VR based

design review

Conference International Design Engi-

neering Technical Conferences

(IDETC)

ASME Academic Large display

2016 A Multiuser Shared Virtual Environ-

ment for Facility Management

Journal Procedia Engineering Elsevier Academic HMD

2016 Challenging design perceptions in im-

mersive virtual reality environments?

Conference Annual Association of Re-

searchers in Construction

Management Conference (AR-

COM)

ARCOM Academic CAVE

2016 Real Walking in Virtual Environments

for Factory Planning and Evaluation

Journal Procedia CIRP Elsevier Both HMD

2016 Intelligent Production System Planning

with Virtual Design Reviews

Journal Procedia Technology Elsevier Academic CAVE

2016 CAD integration in virtual reality de-

sign reviews for improved engineering

model interaction

Conference International Mechanical Engi-

neering Congress and Exposition

(IMECE)

ASME Academic HMD

2016 Interactive VR-based visualization for

material flow simulations

Conference International Conference on Vir-

tual, Augmented and Mixed Re-

ality

Springer Both CAVE
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2016 Suitability of virtual prototypes to sup-

port human factors/ergonomics evalua-

tion during the design

Journal Applied Ergonomics Elsevier Both HMD

2015 Requirements of integrated design

teams while evaluating advanced en-

ergy retrofit design options in immer-

sive virtual environments

Journal Buildings MDPI Both CAVE

2015 Space vs. Chemical Domains: Virtual

and Real Simulation to Increase Safety

in Extreme Contexts

Journal Procedia Manufacturing Elsevier Academic HMD

2015 Competitive usability analysis of im-

mersive virtual environments in engi-

neering design review

Journal Journal of Computing and In-

formation Science in Engineering

(JCISE)

ASME Both Large display

2015 A 3D collaborative virtual environment

to integrate immersive virtual reality

into factory planning processes

Conference International Workshop on Col-

laborative Virtual Environments

(3DCVE)

Institute of Electri-

cal and Electronics

Engineers Inc.

Academic CAVE

2015 Virtual Reality in a shipbuilding envi-

ronment

Journal Advances in Engineering Soft-

ware

Elsevier Industry
Large display

HMD

2015 Potential of multimodal and multiuser

interaction with virtual holography

Journal Advances in Engineering Soft-

ware

Elsevier Academic Tabletop
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2015 A novel 3D user interface for the im-

mersive design review

Conference IEEE Symposium on 3D User In-

terfaces (3DUI)

IEEE Industry Large display

2015 Nested immersion: Describing and clas-

sifying augmented virtual reality

Conference IEEE Virtual Reality Conference

(VR)

IEEE Academic
CAVE

HHD

2015 The use of virtual reality and physical

tools in the development and validation

of ease of entry and exit in passenger

vehicles

Journal Applied Ergonomics Elsevier Both CAVE

2015 Use of virtual reality for optimizing the

life cycle of a fusion component

Journal Fusion Engineering and Design Elsevier Industry Large display

2015 Evaluation of factors affecting distance

perception in architectural project re-

view in immersive virtual environments

Conference ACM Symposium on Virtual Re-

ality Software and Technology

(VRST)

ACM Academic Large display

2015 The impact of immersive virtual reality

on collaboration in design meetings: A

comparative study

Conference International Conference on

Computers and Industrial Engi-

neering (CIE)

Universite de Lor-

raine

Academic
CAVE

Large display

2014 Interactive navigation interface for Vir-

tual Reality using the human body

Journal Computers, Environment and

Urban Systems

Elsevier Academic Large display
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2014 Developing a mobile visualization envi-

ronment for construction applications

Conference International Conference on

Computing in Civil and Build-

ing Engineering

ASCE Academic CAVE

2014 Designers’ perspectives on the use of

immersive virtual reality technology in

practice

Conference Annual Association of Re-

searchers in Construction

Management Conference (AR-

COM)

ARCOM Academic CAVE

2014 A natural user interface for immersive

design review

Conference International Design Engi-

neering Technical Conferences

(IDETC)

ASME Both Large display

2014 Virtual reality to support the inte-

grated design process: A retrofit case

study

Conference International Conference on

Computing in Civil and Build-

ing Engineering

ASCE Academic Large display

2014 Beyond post-it: Structured multimedia

annotations for collaborative VES

Conference International Conference on Ar-

tificial Reality and Telexistence

and 19th Eurographics Sympo-

sium on Virtual Environments

(ICAT-EGVE)

Eurographics Asso-

ciation

Both Large display
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2014 Relationship between student profile,

tool use, participation, and academic

performance with the use of Augmented

Reality technology for visualized archi-

tecture models

Journal Computers in Human Behavior Elsevier Academic HHD

2014 MRI design review system: A mixed re-

ality interactive design review system

for architecture, serious games and en-

gineering using game engines, standard

software, a tablet computer and natu-

ral interfaces

Conference IEEE International Symposium

on Mixed and Augmented Real-

ity (ISMAR)

IEEE Both
HHD

Large display

2013 A conceptual framework for integrat-

ing building information modeling with

augmented reality

Journal Automation in Construction Elsevier Academic HMD

2013 Tangible mixed reality for remote de-

sign review: a study understanding user

perception and acceptance

Journal Visualization in Engineering Springer Academic HMD

2013 Journeys through the CAVE: The use

of 3D immersive environments for client

engagement practices in hospital design

Conference Annual Association of Re-

searchers in Construction

Management Conference (AR-

COM)

ARCOM Academic CAVE
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2013 The evaluation of a virtual-aided de-

sign engineering review (VADER) sys-

tem for automated knowledge capture

and reuse

Conference International Design Engi-

neering Technical Conferences

(IDETC)

ASME Academic Large display

2013 Physical query interface for tangible

augmented tagging and interaction

Journal Expert Systems with Applica-

tions

Elsevier Both HHD

2013 Design evaluation of information ap-

pliances using augmented reality-based

tangible interaction

Journal Computers in Industry Elsevier Both
HHD

HMD

2013 Concept design in virtual reality of

a forestry trailer using a QFD-TRIZ

based approach

Journal Turkish Journal of Agriculture

and Forestry

Tubitak Academic

Journals

Large display

2013 Accounting for users: Design team

work in immersive virtual reality envi-

ronments

Conference Annual Association of Re-

searchers in Construction

Management Conference (AR-

COM)

ARCOM Academic Large display

2013 ITER design, integration and assembly

studies assisted by virtual reality

Journal Engineering and Design Elsevier Industry Large display

2013 Using virtual reality and 3D industrial

numerical models for immersive inter-

active checklists

Journal Computers in Industry Elsevier Academic Large display
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2013 Collaborative visualization of engineer-

ing processes using tabletop augmented

reality

Journal Advances in Engineering Soft-

ware

Elsevier Academic HMD

2013 Mixed prototyping with configurable

physical archetype for usability evalu-

ation of product interfaces

Journal Computers in Industry Elsevier Academic HMD

2012 Finding the value of immersive, virtual

environments using competitive usabil-

ity analysis

Journal Journal of Computing and In-

formation Science in Engineering

(JCISE)

ASME Academic
Large display

CAVE

2012 Tangible user interface of digital prod-

ucts in multi-Displays

Journal International Journal of Ad-

vanced Manufacturing Technol-

ogy

Springer Both
Tabletop

Large display

2012 A multi-user collaborative space for ar-

chitectural design reviews

Conference Conference on Human Factors in

Computing Systems (CHI)

ACM Academic
Tabletop

Large display

2012 An approach to assessing virtual envi-

ronments for synchronous and remote

collaborative design

Journal Advanced Engineering Informat-

ics

Elsevier Academic
Stereoscopy

Large display
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2012 Mixed reality distributed platform for

collaborative design review of auto-

motive interiors: This paper presents

how mixed reality technologies allow

a closer collaboration among designers,

final users and engineers and hence re-

duce the time for reviewing and validat-

ing car interior designs

Journal Virtual and Physical Prototyp-

ing

Taylor & Francis Academic HMD

2012 Virtual reality as a support tool for

ergonomic-style convergence: multidis-

ciplinary interaction design methodol-

ogy and case study

Conference Virtual Reality International

Conference Laval

ACM Academic CAVE

2011 A collaborative VR visualization en-

vironment for offshore engineering

projects

Conference International Conference on Vir-

tual Reality Continuum and Its

Applications in Industry

ACM Industry CAVE

2011 Tangible authoring of 3D virtual scenes

in dynamic augmented reality environ-

ment

Journal Computers in Industry Elsevier Both HHD

2011 Dual interactions between multi-

display and smartphone for collabora-

tive design and sharing

Conference IEEE Virtual Reality Conference

(VR)

IEEE Both
HHD

Large display
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2011 Collaborative visualization of simulated

processes using tabletop fiducial aug-

mented reality

Conference Winter Simulation Conference

(WSC)

IEEE Academic HMD

2011 Towards a holistic workflow pattern for

using VR for design decisions - Learning

from other disciplines

Journal International Design Engi-

neering Technical Conferences

(IDETC)

ASME Industry CAVE

2010 Development of virtual reality-based

universal design review system

Journal Journal of Mechanical Science

and Technology

Springer Academic Large display

2010 Supporting outdoor mixed reality ap-

plications for architecture and cultural

heritage

Conference Spring Simulation Multiconfer-

ence

Society for Com-

puter Simulation

International

Industry HMD

2010 IMMIView: A multi-user solution for

design review in real-time

Journal Journal of Real-Time Image Pro-

cessing

Springer Academic Large display

2010 Interaction-based design understanding

for emotional design review

Conference International Design Engi-

neering Technical Conferences

(IDETC)

ASME Academic HHD

2010 Product design review application

based on a vision-sound-haptic inter-

face

Conference International Workshop on Hap-

tic and Audio Interaction Design

Springer Academic Large display
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2010 A rule-based system for the automated

creation of VR data for virtual plant

review

Journal Concurrent Engineering Re-

search and Applications

SAGE Publications Both Large display

2010 Interactive augmented reality system

for product design review

Conference Engineering Reality of Virtual

Reality

SPIE Academic HMD

2010 Data exchange and multi-layered archi-

tecture for a collaborative design pro-

cess in virtual environments

Journal International Journal on Interac-

tive Design and Manufacturing

(IJIDeM)

Springer Academic N/A

2010 The Impact of Immersive Virtual Real-

ity on Visualisation for a Design Review

in Construction

Conference International Conference Infor-

mation Visualisation

IEEE Both Large display

2010 Real-time optical markerless tracking

for augmented reality applications

Journal Journal of Real-Time Image Pro-

cessing

Springer Industry HHD

2009 Analyzing opportunities for using inter-

active augmented prototyping in design

practice

Journal Artificial Intelligence for Engi-

neering Design, Analysis and

Manufacturing (AIEDAM)

Cambridge Univer-

sity Press

Academic
HMD

Projector

2009 Recording augmented reality experi-

ences to capture design reviews

Journal International Journal on Interac-

tive Design and Manufacturing

(IJIDeM)

Springer Academic HHD
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2009 MEMPHIS: New framework for realis-

tic virtual engineering

Journal Concurrent Engineering Re-

search and Applications

SAGE Publications Both
HMD

Large display

2009 Applicability of Image-based Lighting

for an Augmented Reality-based design

review

Conference International Conference on En-

gineering Design (ICED)

Design Society Academic HMD

2009 Affordable interaction systems for de-

sign review on a virtual room 1

Conference World Conference on Innovative

Virtual Reality (WINVR)

ASME Academic Large display

2009 Tangible augmented prototyping of dig-

ital handheld products

Journal Computers in Industry Elsevier Academic HMD

2009 Collaborative 3D workspace and inter-

action techniques for synchronous dis-

tributed product design reviews

Journal International Journal of Design Chinese Institute of

Design

Academic HMD

2009 The impact of virtual environments on

human collaboration in product design

Conference International Conference on En-

gineering Design (ICED)

Design Society Academic Large display

2009 The use of questionnaire and virtual re-

ality in the verification of the human

factors issues in the design of nuclear

control desk

Journal International Journal of Indus-

trial Ergonomics

Elsevier Academic Large display

2009 Comparative evaluation of display tech-

nologies for collaborative design review

Journal Presence: Teleoperators and Vir-

tual Environments

MIT Industry
Large display

CAVE
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2009 Metrics-based approach for VR technol-

ogy evaluation in styling product design

Conference International Design Engi-

neering Technical Conferences

(IDETC)

ASME Academic Large display

2008 Credibility and applicability of virtual

reality models in design and construc-

tion

Journal Advanced Engineering Informat-

ics

Elsevier Both Large display

2008 IMPROVE: The experience from a FP6

EU project

Conference Eurographics Italian Chapter

Conference

Eurographics Digi-

tal Library

Industry Large display

2008 User perspectives on mixed reality

tabletop visualization for face-to-face

collaborative design review

Journal Automation in Construction Elsevier Academic HMD

2008 Security Issues of Collaborative Review

System

Conference International Conference on In-

formation Technology: New

Generations (ITNG)

IEEE Academic
HMD

Large display

2008 Development and comparison of a full-

scale car display and communication

system by applying Augmented Reality

Journal Displays Elsevier Both HMD

2008 3D visualisation of submarine rescue

systems and rescue mission simulation

Conference International Conference War-

ship

RINA Both Large display
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2008 Mixed-reality environment based on

haptics and interactive simulation for

product design review

Conference European Modeling and Simula-

tion Symposium (EMSS)

N/A Academic HMD

2008 Environment based on Augmented Re-

ality and interactive simulation for

product design review

Conference Eurographics Italian Chapter

Conference

Eurographics Digi-

tal Library

Academic HMD

2008 Comparative evaluation of random for-

est and fern classifiers for real-time fea-

ture matching

Conference International Conference in Cen-

tral Europe on Computer Graph-

ics, Visualization and Computer

Vision (WSCG)

University of West

Bohemia

Both HMD

2008 Random forest classifiers for real-time

optical markerless tracking

Conference International Conference on

Computer Vision Theory and

Applications (VISAPP)

N/A Both HMD

2007 IMPROVE: Collaborative design re-

view in mobile mixed reality

Journal International Conference on Vir-

tual Reality

Springer Industry HMD

2007 AutoEval mkII - Interaction Design for

a VR Design Review System

Conference IEEE Symposium on 3D User In-

terfaces (3DUI)

IEEE Academic Large display

2007 Screen based augmented reality for ar-

chitecture

Conference International Conference on

Computer-Aided Architec-

tural Design Research in Asia

(CAADRIA)

CAADRIA Academic HHD
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2006 An investigation into the implementa-

tion of virtual reality technologies in

support of conceptual design

Journal Design Studies Elsevier Academic N/A

2006 Usability Evaluation of a Mixed Reality

Collaborative Tool for Design Review

Conference International Conference on

Computer Graphics, Imaging

and Visualisation (CGIV)

IEEE Academic HMD

2006 Augmented tangible interfaces for prod-

uct assembly planning

Journal International Journal of Product

Lifecycle Management

Inderscience Pub-

lishers

Academic HMD

2006 Augmented Reality Tangible Interface

for Distributed Design Review

Conference International Conference on

Computer Graphics, Imaging

and Visualisation (CGIV)

IEEE Academic HMD

2006 CAD-VR geometry and meta data syn-

chronization for design review applica-

tions

Journal Journal of Zhejiang University-

SCIENCE

Springer Industry Large display

2006 A methodology for VR systems bench-

marking in the industrial design process

Conference International Design Conference

(DESIGN)

Cambridge Univer-

sity Press

Academic Large display

2006 Extending the desktop workplace by a

portable virtual reality system

Journal International Journal of Human

Computer Studies

Elsevier Both Large display

2006 Haptic technologies for the conceptual

and validation phases of product design

Journal Computers & Graphics Elsevier Academic HMD
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2005 Design reviews and decision-making us-

ing collaborative virtual reality proto-

types; A case study of the large-scale

MK3 project [246]

Conference International Group for Lean

Construction Conference (IGLC)

International group

for lean construc-

tion

Academic Large display

2005 A Pipeline for Rapidly Incorporating

Real Objects into a Mixed Environment

[243]

Conference IEEE/ACM International Sym-

posium on Mixed and Aug-

mented Reality

IEEE Both HMD

2005 System evaluation of a mixed reality-

based collaborative prototype for me-

chanical design review collaboration

[242]

Conference International Conference on

Computing in Civil Engineering

Cancun

ASCE Academic HMD

2005 Specification for mapping mixed reality

visualization technology to AEC tasks

[241]

Conference Construction Research Congress

(CRC)

ASCE Academic HMD

2005 View changes in augmented reality

computer-aided-drawing [215]

Journal ACM Transactions on Applied

Perception (TAP)

ACM Academic HMD

2005 Using augmented reality technology to

support the automobile development

[84]

Conference International Conference on

Computer Supported Coopera-

tive Work in Desig (CSCWD)

Springer Academic HMD
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2004 Applications of virtual reality in the

manufacturing industry: From design

review to ergonomic studies [166]

Journal Mecanique & Industries EDP Sciences Academic Large display

2004 Rendering of Highly Polygonal Aug-

mented Reality Applications on a Scal-

able PC-Cluster Architecture [164]

Conference IEEE/ACM International Sym-

posium on Mixed and Aug-

mented Reality

IEEE Both
HMD

Large display

2004 Cooperative design support within au-

tomobile advance development using

augmented reality technology [83]

Conference International Conference on

Computer Supported Coopera-

tive Work in Desig (CSCWD)

Springer Academic HMD

2004 Digital product development in a dis-

tributed virtual environment [37]

Conference International Conference on Vir-

tual Reality and Its Applications

in Industry

SPIE Industry Large display

2003 A Virtual Construction Environment

for preconstruction planning [238]

Journal Automation in Construction Elsevier Academic CAVE

2003 Virtual immersive review for car design

[177]

Conference Stereoscopic Displays and Vir-

tual Reality Systems

SPIE Academic CAVE

2003 A constraint manager to support vir-

tual maintainability [162]

Journal Computers & Graphics Elsevier Academic CAVE

2003 Incorporating dynamic real objects into

immersive virtual environments [159]

Conference Symposium on Interactive 3D

graphics

ACM Both HMD
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2003 AR-based modular construction system

for automobile advance development

[89]

Conference IEEE International Augm ented

Reality Toolkit Workshop (ART)

IEEE Academic HMD

2003 Interactive design and visualization of

a chemical plant [25]

Conference International Mechanical Engi-

neering Congress

ASME Academic CAVE

2003 Measuring the effectiveness of presence

and immersive tendencies on the con-

ceptual design review process [19]

Journal Journal of Computing and In-

formation Science in Engineering

(JCISE)

ASME Academic CAVE

2002 Evaluating the use of virtual reality as

a tool for briefing clients in architecture

[181]

Conference International Conference on In-

formation Visualisation

IEEE Academic Large display

2002 Stereoscopic displays for virtual real-

ity in the car manufacturing industry:

Application to design review and er-

gonomic studies [85]

Conference Stereoscopic Displays and Vir-

tual Reality Systems

SPIE Academic CAVE

2002 Spacedesign: A Mixed Reality

Workspace for Aesthetic Industrial

Design [77]

Conference International Symposium on

Mixed and Augmented Reality

IEEE Academic HMD

2002 Analyzing the relationship of presence

and immersive tendencies on the con-

ceptual design review process [20]

Journal Journal of Computing and In-

formation Science in Engineering

(JCISE)

ASME Both CAVE
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2001 Design review and visualization steer-

ing using the INQUISITIVE interaction

toolkit [206]

Conference EG Workshop on Virtual En-

vironments and 5th Immersive

Projection Technology Work-

shop (EGVE-IPT)

Springer Academic HMD

2001 A conceptual framework for multi-

modal interactive virtual workspaces

[14]

Journal Journal of Information Technol-

ogy in Construction (ITcon)

International

Council for Re-

search and Inno-

vation in Building

and Construction

Both N/A

2000 Intuitive VR user interface for design

review [142]

Conference Working Conference on Ad-

vanced Visual Interfaces (AVI)

ACM Industry CAVE

2000 Distributed design review in virtual en-

vironments [60]

Conference International Conference on Col-

laborative Virtual Environments

ACM Industry CAVE

2000 The use of virtuality in car development

[15]

Conference Human Factors and Ergonomics

Society Annual Meeting

SAGE Publications Industry CAVE

1999 COMPARATIVE TESTING OF VIR-

TUAL ENVIRONMENT DISPLAY

DEVICES FOR CONCEPTUAL DE-

SIGN REVIEWS [28]

Conference International Mechanical Engi-

neering Congress and Exposition

(IMECE)

ASME Both HMD
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1998 Virtual Reality - New methods for im-

proving and accelerating the develop-

ment process in vehicle styling and de-

sign [191]

Conference Computer Graphics Interna-

tional (CGI)

IEEE Industry N/A

1998 A concept for virtual reality tools for

design reviews [143]

Conference Conference on Visualization IEEE Academic HMD

1998 Study results: the use of virtual envi-

ronments for product design

Conference [27] IEEE International Conference

on Systems, Man, and Cybernet-

ics (SMC)

IEEE Both HMD

1997 Design review of complex mechanical

systems using advanced virtual reality

tools [225]

Conference IEEE International Symposium

on Industrial Electronics

IEEE Industry HMD

1997 Distributed virtual reality: supporting

remote collaboration in vehicle design

[150]

Journal IEEE Computer Graphics and

Applications

IEEE Academic
CAVE

Others

1997 Networked VR system: kitchen layout

design for customers [86]

Conference Symposium on Virtual Reality

Modeling Language

ACM Industry HMD

1995 Human factors issues and approaches in

the spatial layout of a space station con-

trol room, including the use of virtual

reality as a design analysis tool [107]

Conference Space Programs and Technolo-
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Appendix B

Panoptica - Appendix

B.1 Overview

This appendix discusses the three phases each iteration goes/went through: pre-design review, design review,

and post-design review. The appendix describes the required work in each phase, such as setting up the

hardware and software environment and preparing the design data.

• Pre-Design Review: This includes the work required before the design review session. It involves

preparing the design data, setting up the hardware and software environment, and identifying the

design review objectives and goals. During this phase, ensuring that all the necessary design data

is available in the correct format and that the immersive environment is set up and tested for the

design review session is essential. This phase may also include scheduling the design review session

and ensuring all necessary resources are available.

• Design Review: This includes the work required during the design review session. This phase may

include monitoring the reviewers’ progress, addressing any issues during the review, and ensuring the

review stays on track. During this phase, it is essential to ensure that the reviewers are comfortable

with the immersive environment and can interact with the design data effectively.

• Post-Design Review: This includes the work required after completing the design review session. It

involves tasks such as collecting feedback from the reviewers, analyzing the data collected during the

review, and preparing a report on the review’s findings. This phase may also include preparing the

design data for any necessary revisions and ensuring that any follow-up actions identified during the

review are completed.
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It is important to note that there is often an intersection between the different functionalities provided

by Panoptica Review and the three phases of the design review process, as shown in Figure B.1. For

example, Input is often closely linked to the pre-design review tasks, while Representation, Navigation,

Manipulation, Edit, Creation, and Collaboration are typically performed during the design review. Output

is often associated with the post-design review stage, where the data collected during the design review

session is analyzed and reported.

Figure B.1: Intersection between the functional aspects and the logistical stages.

B.2 Iteration 1: First case study

The first case study involved coordination among three agents: the client, a software consulting company,

and an engineering company, as shown in Figure B.2. The client owned the 3D model and requested to

use Panoptica Review, while the engineering company designed the 3D model for the client. The software

company coordinated with the engineering company to receive the 3D model and determine the flow they

wanted to follow for the design review session.
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Client Software Consultant Company

Engineering Company

3D Model Panoptica Review

Creator and owner ofOwner of

Designer of

Figure B.2: The three agents involved in the first case study.

B.2.1 Pre-design review

The first step was to collect the requirements from the client. The client requested to view the entire 3D

model of the facility using HoloLens. However, the client had no HoloLens devices and expected the software

consultant company to provide the devices and host/manage the entire review session. The software company

would be needed during this event to assist in setup, training, and general technical support. Additionally,

the design review session was to be led by an engineering company responsible for designing the 3D model

for the client. Thus, the software company had to coordinate with the engineering company to receive the

3D model and determine the flow they wanted to follow for the review session.

After coordinating with the engineering company, they provided the expected flow for the design review.

The lead designer would be the first to wear and calibrate the headset. The lead designer would have been

trained with the system at least once before the demo day. After that, other members would join, calibrate,

and follow the lead designer throughout the review session. The members could vary between employees

from the client or engineering companies that designed the 3D model, ranging from engineers to designers

to managers. An employee from the software company would manage the Admin application and only

listen to requests from the lead designer. In contrast, another employee would assist users with wearing and

calibrating the devices.

Once the 3D model was received from the engineering company, the software company prepared it for

the design review as described in Section 4.3.2.1. The entire 3D model was rendered at once, so essential
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areas for revision were identified to improve the navigation process of the 3D model as described in Section

4.3.2.3. The software company then started modifying the first product to fit with the requirements and the

new design review flow.

The software company had a total of 10 devices. Additionally, the software company had to find a large

enough space to host the large 3D model, and they ended up booking an 18,000 square feet studio space in

the Calgary filming center, as shown in Figure B.3.

Figure B.3: 18,000 square feet studio space in the Calgary filming center.

Meanwhile, several iterations of this version were created and tested with the engineering company.

Finally, on June 17, 2018, one day before the design review session, the software company headed to the

studio and tested the entire flow with the engineering company.

On June 18, 2018, a team from the software company headed to the studio in the early morning with the

lead designer from the engineering company. They set up the environment as follows:

• Managed the HoloLens devices:

– Ensured that the HoloLens application was installed on all the devices.
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– Ensured a charging station was set up to keep the devices charged while idle, as shown in Figure

B.4.

– Ensured the sleep time was disabled on the devices to prevent them from falling asleep and keeping

them ready.

– Ensured that all the devices were connected to the Wi-Fi router.

Figure B.4: Charging station for the HoloLens devices used in first case study.

• Set up the server:

– Set up the server on a laptop that is solely dedicated to it.

– Set the laptop to never go to sleep and kept it plugged in for charging.

– Connected the laptop to the same Wi-Fi router as the devices.

• Prepared the Admin setup:

– Installed the Admin application on two laptops.

– Connected both laptops to the Wi-Fi router and the server.
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– Assigned one laptop to calibrate the devices while the other was used to execute requests from

the lead designer.

• Adjusted for calibration:

– Placed an X mark on the floor to refer to it as the calibration spot.

B.2.2 Design review

Two separate review sessions were conducted on the day of the design review. The first session was performed

by the engineering team that designed the 3D model, while the second session was performed with the

employees from the client company.

Both design review sessions started by having the lead designer wear and calibrate the first headset.

While the other users were getting their headsets and calibrating them, the lead designer had all the ready

users standing around him discussing the areas they wanted to check. The lead designer also helped explain

how mixed reality worked, as many users had never experienced it before.

The lead designer started walking and going through the virtual facility with the rest of the users, often

requesting to jump between predefined spots. Each review session lasted around 1.5 hours, with a one-hour

lunch break in between to allow the HoloLens devices to charge.

At the end of the review session, the users were allowed to explore and review the 3D model freely. These

design review sessions were more straightforward than the ones performed using the first product, as there

was only one project, and the model was only available on a 1:1 scale.

During the review sessions, the software company’s employees managed the HoloLens devices and ensured

they remained operational throughout the day. They also provided technical support and assistance to the

users if any issues arose during the review sessions.

B.2.3 Post-design review

Once the design review sessions were completed, all the HoloLens devices were turned off, packed, and

returned to the software consultant company’s office to be reset. The server laptop was left until the end,

as well as one HoloLens device in case someone wanted to have a final look while the team was packing up.

Here are the steps taken during the post-design review process:

• All the HoloLens devices were reset to their default factory settings to ensure that all 3D models and

sensitive or private data were removed from the devices.
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• The HoloLens devices were packed in their original boxes and labelled with their corresponding serial

numbers for easy tracking.

• The server laptop was also reset to its default factory settings to ensure that any sensitive or private

data related to the design review sessions were removed.

Overall, the post-design review process was essential to ensure the security and confidentiality of the

sensitive data involved in the design review sessions.

B.3 Iteration 2: First product

B.3.1 Pre-design review

The pre-design review stage involves several steps to install and configure the commander application, prepare

the 3D models, and configure the HoloLens devices.

1. Configure the commander application: To get started, the user should install the Windows

application on the designated machine. Upon opening the application for the first time, the user

must load a certificate that controls the number of projects and concurrent devices allowed, as shown

in Figure B.5. The final step involves setting up networking and storage. To enable outbound and

inbound traffic on the network, the user needs to open port 1337. While the installer automates

this process, some systems may require manual configuration, which can be accomplished through the

system’s firewall settings or the router’s web browser. Additionally, the user can set a PIN code for

HoloLens devices attempting to connect to the commander app/server for increased security.

2. Prepare the 3D models: After installing and configuring the commander application, the next

step is to load and prepare the 3D models as projects. A project serves as a channel for editing and

streaming 3D models to multiple clients. The user can create a new project through the project library

and import the model from their computer. Once added, the user can manage the project through the

setup tool, as shown in Figure B.6, which provides options for setting the scale, rotation, and other

features, as described in the functional aspects section. The setup tool ensures that changes to the

project are saved and shared with any client that loads the project. The user can also enable/disable

the streaming option of the selected project.

3. Configure the HoloLens devices: In the third and final step of the pre-design review stage, the user

must install and configure the Hololens application. Upon startup of the application, the server panel
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Figure B.5: Loading the certificate/license.

Figure B.6: Loading a project in setup mode.
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will appear, as shown in Figure B.7. The user must enter the IP address and PIN of the commander

app to establish a connection. Once connected, the client menu in the commander app displays the

status and description of the connected devices, as shown in Figure B.8. Each device/client in the

commander app has three associated values: Name, Color, and Status. Each device’s name and colour

are editable for easier identification.

Figure B.7: The configuration required to connect to the commander/server.

Figure B.8: List of connected clients.

B.3.2 Design review

The design review stage consists of three stages: project selection, tabletop mode, and full-scale mode.

1. Project selection: Once the device gets connected to the server, the user is presented with a list of

projects enabled for streaming by the commander application, as shown in Figure B.9.
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Figure B.9: The project selection menu displayed on the HoloLens.

2. Tabletop mode: Upon selecting a project, it is downloaded from the server and viewed in tabletop

mode as a preview. The model is displayed at a fraction of its actual size, and the user can scale, move,

and rotate it.

3. Full-scale mode: Finally, the user can select to switch to full-scale mode, where the model is rendered

at a 1:1 scale, and the user can view and interact with it more immersively. The full-scale mode provides

several options, such as re-calibration, occlusion toggling, and object selection.

B.3.3 Post-design review

The post-design review stage was relatively simple. Once the user finishes the review session, they can close

the apps, automatically clearing any data stored on the streaming devices. Additionally, a user can stop the

commander, which leads to disconnecting all streaming devices and unloading the model immediately.

However, the user also has the option to export a project which contains the converted model and all

its supported information. This file can be saved to a location of the user’s choice and shared with others.

The exported project can be imported on other machines running the commander application or archived

for later audits.
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B.4 Iteration 3: Second case study

The second case study involved coordination among three agents: the client, a software consulting company,

and an energy company, as shown in Figure B.10. Unlike the first case study, the client in this scenario

was the designer of the 3D model and requested to use Panoptica Review, while the energy company that

owned the 3D model were the clients of the engineering company. The software consulting company only

communicated with the engineering and construction company to receive the 3D model and determine the

process they wanted to follow for the design review session.

Engineering and Construction
Company (Client) Software Consultant Company

Energy Company

3D Model Panoptica Review

Creator and owner ofDesigner of

Owner of

Figure B.10: The three agents involved in the second case study.

B.4.1 Pre-design review

The second case study started by collecting the client’s requirements. The engineering company requested

to view the facility they were designing and experiment with MR and VR devices. However, they did not

have any HoloLens or VR devices, so they expected the software consulting company to provide the devices

and manage the entire review session, including setup, training, and technical support.

After coordinating with the engineering company, the expected flow for the design review was provided.

Using the traditional approach, they planned to perform the formal design review with their client on March

5, 2019. The next day, on March 6, 2019, they wanted to perform the immersive design review with the

client as a supplementary approach to review their findings from the traditional review session.

The client requested some additional features, such as a tasks list comprised of simple items with a

boolean state indicating if they were completed or not, two predefined teams of users with some users being
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in both teams and the ability to perform minor annotations such as taking notes during the review session.

Three different roles of users were also requested:

• Reviewer: All users are set as reviewers by default. Reviewers can view the currently loaded model,

metadata, and supplementary data (tasks list). They are the primary audience of the design review

and are responsible for providing feedback on the design.

• Assistant: Assistants have additional permissions to update the status of the tasks list and leave

notes. They assist the lead designer in managing the tasks list and keeping track of notes.

• Lead designer: Lead designers have the highest permissions, which include switching the loaded 3D

models. They are responsible for guiding the design review session and ensuring that all design aspects

are reviewed thoroughly. They work closely with the assistants to manage the task list and notes.

The users’ list was provided the day before the design review, and each user was assigned a specific role

based on their responsibilities.

The expected flow for the design review session was as follows. The lead designers would be the first to

wear and calibrate the headsets, followed by other members who would join and calibrate, then follow the

lead designer throughout the review session. An employee from the software company would manage the

commander application, assign devices to users, and assist them with wearing and calibrating the devices.

The reviewers would start in the lobby stage to review the area-key-plan (AKP), which describes the

facility’s layout being reviewed on an abstract level. The AKP would be displayed in a tabletop scale. The

lead designer would then select the section of the model they would like to review using their companion

device, which would automatically load the model on all the reviewers’ devices. An assistant to the lead

designer would focus on taking notes and updating the status of the tasks list.

The design review was mainly done on Mixed-reality devices; however, the VR devices were alternative

options for people to experiment with. The VR version was disconnected from the review session and used

only for comparison and evaluation.

Once the 3D model was received from the engineering company, the software company prepared it for the

design review, as described in Section 4.5.2.1.The facility was sectioned down based on the AKP provided.

Within each sectioned unit, the essential areas for revision were identified to ease the navigation process of

the 3D model.

The software company modified the first product to fit the requirements and the new design review flow.

Additionally, the software company leased additional HoloLenses to get a total of ten devices. The company

also provided ten iPhone devices (ranging between iPhone 5, 6, and 6s, iTouch, and iPad), and a couple of
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VR headsets were also used (one Oculus Rift and one HTC Vive).

Several iterations of this version were created and tested with the engineering company. On March 5,

2019, one day before the immersive design review session, the software company headed to the engineering

office to set up the environment as follows:

• Setup the router: The company brought their own Wi-Fi router and connected it to the office’s

internet. They did this because the existing routers had some restrictions that prevented the HoloLens

devices from connecting without whitelisting them, which was not feasible in the timeframe.

• Managed the HoloLens devices: They ensured the HoloLens application was installed on all the

devices. They also set up a charging station to keep the devices charged while idle, as shown in Figure

B.11a, and disabled the sleep time to prevent them from falling asleep and keeping them ready. Finally,

they ensured all the devices were connected to the Wi-Fi router.

• Managed the companion devices: They ensured the companion application was installed on all

iPhones. They also set up a charging station to keep the devices charged while idle, as shown in Figure

B.11b, and disabled the sleep time to prevent them from falling asleep and keeping them ready. Finally,

they ensured all the devices were connected to the Wi-Fi router.

(a) HoloLens devices (b) Mobile/companion devices

Figure B.11: The charging stations used in the second case study.

• Managed the VR devices: The VR devices were tethered devices that required laptops to operate

them. The team used two laptops and set them up. The team installed the VR application on the

laptops, made sure they had access to the Wi-Fi router and plugged the laptops into the charging

outlets to ensure they never fell asleep. They also ensured that a proper station was set up with

adequate space dedicated to each VR user, as shown in Figure B.12a.
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(a) VR station (b) Commander station

Figure B.12: The VR and commander stations used in the second case study.

• Set up the server: The team set up the server on a powerful desktop machine (2 2080 graphic cards)

that was solely dedicated to it. They connected the desktop to the same Wi-Fi router as the devices.

• Prepared the commander setup: They installed the commander application on two laptops and

connected them to the Wi-Fi router and the server. They assigned one laptop to manage the devices

while the other one was used to assign them to users, as shown in Figure B.12b.

• Adjusted for calibration: They printed the marker and taped it well to the floor. The marker’s

position had to be adjusted several times while testing the models in the HoloLens devices to ensure

they fit correctly in the physical room and provide the user enough space to walk around.

After completing these steps, the team conducted a dry run to ensure everything was set up and running

smoothly for the actual design review session the next day.

On March 6, 2019, the software company team arrived at the client’s office early to set up the design

review session. They confirmed that the environment was all up and running. However, an updated version

of the application had to be installed on the laptops hosting the VR applications and on the HoloLens devices

since the client had sent an updated version of the 3D model that contained some modifications requested

after the formal design review on March 5, 2019.

Before starting the design review session, all users attended a presentation by the CEO of the software

company, who explained the vision of the immersive review system they were about to use, followed by

another presentation by the product owner, who explained what to expect from the current design review

session.
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B.4.2 Design review

During the design review on March 6, two teams took turns reviewing the 3D model, with each team

participating in both review sessions. The first session started at 9 am and lasted until noon, while the

second session started at approximately 1 pm after a one-hour lunch break to allow all the devices to charge.

At the start of each session, the lead designer wore and calibrated the first headset, followed by the

assistant users and the rest of the reviewers. While the other users got their headsets and calibrated them,

the lead designer had all the ready users standing in the designated area. The lead designer also explained

how mixed reality worked, as many users had never experienced it before.

The reviewers began in the lobby stage, reviewing the area-key-plan (AKP), which described the facility’s

layout being reviewed in a tabletop scale, as shown in Figure B.13. The lead designer then selected the section

of the model they wanted to review using their companion device, which automatically loaded the model on

all the reviewers’ devices in a 1:1 scale. The lead designer would then start walking and going through the

loaded model with the rest of the users, often jumping between the predefined spots using their companion

device.

Figure B.13: The area-key-plan describing the facility’s layout in a tabletop scale.

After the lunch break, the second review session started, and people wandered around in sub-groups,

discussing different parts of the loaded model. The reviewers requested permission to leave notes, so all the

roles of the users were converted to assistants. Throughout the session, the assistants to the lead designer

focused on taking notes and updating the status of the tasks list, while the lead designer had the highest
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permissions and could switch the loaded 3D models.

While the teams were taking turns, some other team members explored the VR devices. Each VR device

was independent of the review session, and users could switch models freely without impacting anyone else.

During the review sessions, the software company’s employees managed all the devices and ensured they

remained operational throughout the day. They also provided technical support and assistance to the users

if any issues arose during the review sessions.

B.4.3 Post-design review

After the design review sessions ended, the setup remained for other members of the two companies and

higher management employees to try out. Once completed, all the devices were turned off, packed, and

returned to the software consultant company’s office.

The next day, several steps were taken to ensure the security and confidentiality of the sensitive data

involved in the design review sessions. Firstly, all the HoloLens devices were reset to their default factory

settings to ensure that all 3D models and sensitive or private data were removed from the devices. Similarly,

the two laptops hosting the VR application were reset to their default factory settings to ensure that all 3D

models were removed. The HoloLens devices were then packed in their original boxes and labelled with their

corresponding serial numbers for easy tracking.

However, the two laptops hosting the commander applications were not reset as the applications did not

contain the 3D model or store any sensitive data locally. Nevertheless, the applications were uninstalled to

ensure the complete removal of sensitive information.

Within one week after the design review session, the software consultant company prepared a report

containing the recorded information during the design review, as explained in Section 4.5.2.6. They then

reset the server machine to its factory settings and cleared all stored and sensitive information.

Overall, the post-design review process was essential to ensure the security and confidentiality of the

sensitive data involved in the design review sessions.

B.5 Iteration 4: Second product

The second product of Panoptica Review targets enterprise users and is hosted online on private clouds, in

contrast to all the previous versions, which were locally hosted. This one-time deployment approach allows

IT employees of the company to manage all the devices, freeing end users from the hassle of dealing with

configurations as previously required in the first product. The following sections will describe the current

flow, incorporating lessons learned from the previously mentioned iterations and additional improvements.
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B.5.1 Pre-design review

Most of the work when using Panoptica Review to prepare for a design review session occurs on the web

portal and Navisworks.

1. Creating a project: The first step is creating a new project on the portal. The product combined

two valuable features from the first product and second case study, allowing users to create unlimited

projects. However, each project consists of several modules and an optional lobby containing a stripped-

down version of the entire model for a quick overview. Upon creating the project, users can add

information for future references, such as the client’s name and a project identifier used by their

internal systems.

2. Preparing the 3D models: After creating the project, the next step is to prepare the 3D models

and upload them to the portal. The user needs to upload the 3D models to the portal. A detailed

description of how to prepare the 3D models and how the conversion works are provided in Section

4.6.2.1. Users can upload as many modules as required. They can also upload a lobby model displayed

in a tabletop scale to provide a quick overview before switching to modules. Once all the modules are

uploaded, the uploaded models will be displayed, as shown in Figure B.14.

Figure B.14: The page listing all the uploaded modules, also referred to as scenes.

3. Previewing and setting up the scene: After adding the modules, the user can use the “Scene

Viewer” tool to preview and set up the model. In the “Scene Viewer,” the user can ensure that the

module is ready for review by:
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(a) Adjusting the scale or ratio if needed: The Navisworks plugin will load the model properly with

the correct unit and convert it into meters compatible with Unity. The user can override it to

provide any experience other than a 1:1 scale.

(b) Ensuring that the meta-data is correctly attached to each component: The user can use the same

mouse controls provided in Navisworks to navigate around the model and select items. Upon

selecting any item, the metadata attached to the item gets displayed on the right panel.

(c) Setting up spawn points around locations of interest for the model review: Spawn points are

different locations within a scene that users can instantly move to during a design review session.

More details about spawn points will be discussed in Section 4.6.2.3.

4. Inviting participants: Invitations give users the tools to manage who can participate in model re-

views. Inviting participants to a model review will grant them access to the model review. Participants

are the users that are invited to attend the model review. A user profile must be created for each user

in the organization or guest to invite them to any model review. A PIN code will be provided for each

participant, which they can use with their email to log in to the model review.

5. Preparing the task list: The final step is to create a task list. This list will include action items that

specify the topics to be reviewed or discussed during the session. These action items can be generated

either in the portal or immersive environments. Every action item must be connected to a particular

scene and can also be set to a specific location if necessary. Each action item is given a distinctive

number that identifies the order in which it was added. This numbering system helps to organize the

action items and guarantees that all of them are addressed during the review session.

B.5.2 Design review

The design review stage involves four key steps: login and calibration, project selection, lobby, and full-scale

mode.

1. Login and calibration: In the login and calibration step, users can enter their email address and a

PIN code provided to them to log in. Alternatively, OAuth2.0 providers like Google Suite or Microsoft

AD can be used for login, but VR users are limited to using the PIN code due to technical restrictions.

After logging in, users with HoloLens devices are prompted to calibrate with their companion and a

marker.

2. Project selection: In the project selection step, users are presented with a list of projects to choose

from. Those who logged in using an OAuth2.0 provider have access to their entire list, while users who
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used a PIN code are directed to the next step for security reasons.

3. Lobby: The lobby is automatically loaded if available after selecting a project, or the first module is

selected, and the user is skipped to the next stage. The lobby typically displays a miniature version of

the entire model being reviewed..

4. Full-scale mode: In the full-scale mode, the user can select a module to view at a 1:1 scale and

interact with it more immersively. The user is placed at the first defined spawn point when the module

is loaded. Full-scale mode provides several features, such as object selection, annotation (creating tasks

and leaving notes), and the ability to follow other users in both lobby and full-scale mode.

If a user intentionally or unintentionally closes Panoptica, their information is stored, and the latest

project, scene, and spawn point are automatically loaded when they log in again.

B.5.3 Post-design review

After a design review session, lead designers with portal access can view action items and generate necessary

reports. Updated models can be uploaded to existing scenes, allowing another review session. Uploading

new models to existing scenes will increase the minor version of the scene (e.g. from 0.1 to 0.2). When a

user loads a scene in a design review, the latest version will always be loaded automatically. However, they

can load an older version, which will be in read-only mode where no new action items can be added.

Additionally, users can increase the current milestone upon completing essential milestones. For example,

upon completing a 30% design review session, the milestone can be increased (from milestone 1 to milestone

2). Increasing the milestone will increase the primary version of any new scene or action items to be uploaded

or created after (e.g. from 1.0 to 2.0).

282



Appendix C

Focus Group - Appendix

C.1 Overview

This appendix presents important documents used during the focus group study presented in Chapter 5

including the research ethics application, consent form, pre-study questionnaire, and the semi-structured

interview questions.
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Conjoint Faculties Research Ethics Board
Research Services Office

2500 University Drive, NW
Calgary AB T2N 1N4

Telephone: (403) 220-4283/6289
cfreb@ucalgary.ca

 
CERTIFICATION OF INSTITUTIONAL ETHICS APPROVAL

Ethics approval for the following research has been renewed by the Conjoint Faculties 
Research Ethics Board (CFREB) at the University of Calgary. The CFREB is constituted and 
operates in compliance with the Tri-Council Policy Statement: Ethical Conduct for Research 
Involving Humans (TCPS 2).

Ethics ID: REB20-0763_REN2

Principal Investigator: Frank Maurer

Co-Investigator(s):  

Student Co-Investigator(s): Omar Addam 

Study Title: Requirements Elicitation on 3D Model Review In 
Traditional and MR Environments

Sponsor:  

Effective: 3-Aug-2022 Expires: 3-Aug-2023 

Restrictions:

This Certification is subject to the following conditions:

1. Approval is granted only for the research and purposes described in the application.
2. Any modification to the approved research must be submitted to the CFREB for 

approval.
3. An annual application for renewal of ethics certification must be submitted and 

approved by the above expiry date.
4. A closure request must be sent to the CFREB when the research is complete or 

terminated.

Approved By: Date:

Jenny Godley, PhD, Chair, CFREB 12-Jul-2022 10:44 AM 
Note: This correspondence includes an electronic signature (validation and approval via an online system).

C.2 Certificate research ethics
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Name of Researcher, Faculty, Department, Telephone & Email:  

Omar Addam – PhD Student 

Department of Computer Science 

E-mail: okaddam@ucalgary.ca 

Supervisor:  

Frank Maurer – Professor 

Department of Computer Science 

E-mail: frank.maurer@ucalgary.ca 

Phone: (403) 220-3531 

Title of Project: 

Requirements Elicitation (on 3D Model Review In Traditional and MR Environments) 

Sponsor: 

 None

This consent form, a copy of which has been given to you, is only part of the process of informed 

consent. If you want more details about something mentioned here, or information not included here, 

you should feel free to ask. Please take the time to read this carefully and to understand any 

accompanying information. 

The University of Calgary Conjoint Faculties Research Ethics Board has approved this research study. 

 

Purpose of the Stuy 

The purpose of the study is to elicit requirements from users for replacing physical displays with heads-up 
augmented displays. We are interested in learning more about the way users perceive and utilize existing 
physical displays of various form factors, such as smartphones, smartwatches, tablets, and monitors. We invite 
you to participate in this study to help us understand everyday usage of these devices. 
 

What Will I Be Asked To Do?

If you agree to participate in this study, you will be asked to participate in either an interview/focus group about 
how you use existing display devices (eg. smartphone, iPad, etc.). A researcher will observe, take notes, and 
videotape and/or audiotape your responses for 45-60 minutes or until you feel comfortable with your answers. 
 
The whole process was designed to last no longer than approximately 60 minutes, although if you feel that you 
can discuss longer on certain topics or may have additional insights you think that are important, feel free to talk 
about it. 
 
Your participation in this research is voluntary. You may refuse to participate altogether or in part. You may 
withdraw from participation in this study at any time without penalty or loss of benefits. 
 

What Type of Personal Information Will Be Collected?

Should you agree to participate, we ask to videotape your responses and comments with audio recording during 
the interview or focus group. Other than these video and audio recordings, no other personal identifying 
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information (such as your name) will be collected. By default, in all written publications and presentations based 
on this research, you will remain anonymous and your comments from the interviews will be referred to with either 
a participant number or a pseudonym.  
 
In order to better communicate the results of this research in written publications and presentations, it may be 
helpful to share video (or still photographs from the video) of you in an interview or focus group. If you grant us 
permission to share video (or still photographs from the video) of yourself in an interview or focus group, in written 
publications or presentations of this research, there is a chance that you may be recognized and so we cannot 
guarantee your anonymity. We will never, however, reveal your name in association with your image.  
 
Please note that, where intended reporting of photographed or videotaped images includes public display, the 
researchers will have no control over any future use by others who may copy the images and repost them in 
different formats or contexts, including online.  
 
I grant permission to be audiotaped: Yes: ___ No: ___ 

I grant permission to be videotaped: Yes: ___ No: ___ 

 

Are there Risks or Benefits if I Participate?

There is no known harms or risks associated to the participation in this study. 
You will NOT be compensated for your time. 
 

What Happens to the Information I Provide?

Participation in this research is completely voluntary and confidential. You are free to discontinue participation at 
any time during the study. Any information you contribute up to the point at which you choose to discontinue your 
participation will be retained and used in the study. No one except the researchers will be allowed to see or hear 
any personally identifiable information unless you have given permission for us to share video (or still 
photographs from the video), or audio of you in our interview or focus group, in publications or presentations of 
this research. The audio/video tapes, questionnaires and interview data will be kept on password-protected 
university computers or in a locked cabinet only accessible by the researchers. The data will be stored for two 
years, after which it will be permanently erased.  
 

Signatures  

Your signature on this form indicates that 1) you understand to your satisfaction the information 

provided to you about your participation in this research project, and 2) you agree to participate in the 

research project. 

In no way does this waive your legal rights nor release the investigators, sponsors, or involved 

institutions from their legal and professional responsibilities. You are free to withdraw from this 

research project at any time. You should feel free to ask for clarification or new information throughout 

your participation.  

Participant’s Name: (please print) _____________________________________________ 

Participant’s Signature: __________________________________________  Date: ______________ 

Researcher’s Name: (please print) ________________________________________________ 

Researcher’s Signature:  ________________________________________  Date: _______________



 

Questions/Concerns 

If you have any further questions or want clarification regarding this research and/or your participation, 

please contact: 

Omar Addam 
Department of Computer Science 

okaddam@ucalgary.ca 
(403) 401-2297  

If you have any concerns about the way you’ve been treated as a participant, please contact an Ethics 

Resource Officer, Research Services Office, University of Calgary at (403) 210-9863; email 

cfreb@ucalgary.ca.  

A copy of this consent form has been given to you to keep for your records and reference. The 

investigator has kept a copy of the consent form. 



Pre-Study Questionnaire  
 
1) What is your job title?  ______________________ 

 
2) I have previous experience with a head-mounted AR device  ___ Yes ___ No 
3) I have previous experience with a hand-held AR device   ___ Yes ___ No 
4) I have previous experience with a head-mounted VR device  ___ Yes ___ No 

 
5) How many years have you performed 3d model reviews? ______ 
6) How many times have you performed 3d model reviews in MR environments?  ______ 
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Interview Overview 

Study Type 
Semi-structured interviews will be used. In semi-structured interviews, an initial set of 

pre-defined interview questions are used for the focus group, and follow-up questions 

may be used to gather additional details based on participants’ responses.  

Interview Questions 
➢ Please describe how do you usually perform a 3d model review? 

o How long does a typical review last? 

o How many times do you perform a model review for the same project? 

o Who gets invited to the review? 

o Who performs/lead a model review? 

o Why are these reviews important? 

o Do you have to perform them legally? 

o Do you use 2d blueprints or 3d cad models? 

o What tools do you use? 

o What file formats are commonly used? 

o How do log the activities during a review?  

o How do you plan the review ahead of time? 

o How do you review/cover big areas?  

➢ Please describe last time you made a critical mistake or missed something 

important. 

o When did you discover the mistake? 

o How much rework did it cost? (time and money) 

o How did you miss it? 

o What steps have been taken to ensure this mistake never happens again?  

o What kind of support system could have helped you? 

➢ Please describe the challenges you face in a traditional model review. 

o How do you keep everyone focused? 

o How do you include remote people? 

o How do you ensure you did not miss anything? 

o How do you present your 3d model to someone not used to CAD 

software? 

➢ Please describe your first experience with viewing 3d models in immersive 

environment (other than the pilots discussed in this study)? 

o What tool did you use (AR/VR)? 

o Did you feel fatigue or disorientation? 

o Did you notice the field of view? 

➢ Please describe your experience when reviewing your 3d model in the first pilot? 

o Did you follow the traditional approach? 

o How did you manage to review the big area? 

o What did you like about it? 

o What did you hate about it? 

o Did you find any errors that were missed originally? 

➢ Please describe you experience when reviewing your 3d model in the second pilot 

(March 6, 2019)? 

o How did people handle frustration with the limitation of the hardware? 

o When do you prefer using VR vs AR? 
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o Did you find any mistakes that you missed in the traditional approach the 

day before? 

o What information was missing that you might have required for better user 

experience? 

o How did you manage sub-teams’ formation? 

o How did you confirm if everything was checked? 

o How did you make sure that all mistakes have been documented?  



C.6 Transcription

C.6.1 Traditional design reviews

C.6.1.1 Common design review processes

Quote 1: “For smaller projects, such as something the size of the main floor of a regular sized

house, the design review typically takes a couple of hours. This allows us sufficient time to

thoroughly examine the model and discuss any necessary adjustments”, Participant 5.

Quote 2: “In the case of larger and more complex projects, like those in the SAGD industry, the

design review process is more extensive. It may span multiple days and involve multiple review

sessions, each with different groups of participants.”, Participant 2.

Quote 3: “We follow a structured approach for design reviews, including the well-known mile-

stones at 30%, 60%, and 90% completion of the project. These milestones serve as formal check-

points to evaluate progress, gather feedback, and ensure that the design aligns with the client’s

requirements.”, Participant 3.

Quote 4: “Apart from the standard design review milestones, we also conduct an initial re-

view during the early stages of the project, focusing on the examination of schematics and the

AKP. This allows us to align the project’s direction before diving into the detailed design work.”,

Participant 1.

Quote 5: “We also have daily informal design reviews within our team. These reviews serve as

a way to continuously refine and improve the model on a day-to-day basis. It allows us to catch

any issues early on, collaborate effectively, and ensure that the design is progressing smoothly.”,

Participant 4.

Quote 6: “When it comes to the attendees in our design reviews, it is up to the client to decide

who they want to invite from their side. They usually involve their engineers and their operators

or anyone else who is a stakeholder in the design process.”, Participant 6.

Quote 7: “In some cases, additional safety personnel might be present during our design reviews

if the client requires extra safety measures beyond what is legally mandated.”, Participant 4.

Quote 8: “From our side, we ensure that all the main disciplines are represented. This in-

cludes mechanical engineering, process engineering, electrical engineering, along with the project

management team. We also invite the designers who built the model.”, Participant 1.
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Quote 9: “The lead designer from our side takes the lead because we know the model the best.

We are well informed with the requirements and familiar with all the details of the 3D model.

Plus, we know what needs to be reviewed during the session.”, Participant 2.

Quote 10: “In some cases, we had the client request taking the lead as they wanted to try and

explain some of their concerns. It’s important for us to accommodate their needs and ensure

effective communication during the review.”, Participant 4.

Quote 11: “Regardless of who leads it, both the lead designer from our side and the lead from

the client’s side need to sign off on the changes before finishing the review session. This ensures

mutual agreement and provides legal protection for both parties involved.”, Participant 5.

Quote 12: “In the old days, there were 2D copies that were sent, and everyone would see them.

The problem was that the clients would be paying us money for three months, and they would

not know what they would be getting. It was frustrating for both sides. However, when the 3D

models came into the picture, everything changed. Clients loved being able to visualize the design

in three dimensions and gain a better understanding of the final product.”, Participant 4.

Quote 13: “We also started sending them an updated version of the model on a weekly basis,

and they would review it internally. These internal reviews were not counted as formal reviews,

but they served as checkpoints to ensure we were not completely off track. It was a way for the

clients to provide early feedback and let us know if we were on the right path.”, Participant 1.

Quote 14: “Design reviews are not legally mandated by the government, but they have become

an industry expectation and are commonly included in our contracts. This makes them legally

required.”, Participant 3.

Quote 15: “During the design phase, we utilize tools such as Smartplan, AutoCAD, and Revit

to generate and refine the design models. However, when it comes to the design review process,

Navisworks takes the center stage. It is a dedicated design review tool that allows us to load and

analyze models from different CAD software.”, Participant 4.

Quote 16: “We have observed a growing trend in the use of the STP (STEP) file format.”,

Participant 3.

Quote 17: “When using tools like Smartplan, some data may not be included directly in the

design model file. Instead, it is stored in a separate database. Extracting and incorporating this
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additional data into the design review tool requires extra effort and coordination.”, Participant 1.

Quote 18: “We rely on the old-fashioned way of taking notes and using project management

tools to document issues and action items identified during the design review.”, Participant 4.

Quote 19: “Sometimes we use some review tools that have the capability to take screenshots and

attach them as references within the 3D model itself. This feature allows us to easily navigate

back to specific areas or details of the model, making it convenient to revisit.”, Participant 1.

Quote 20: “When scheduling design review meetings, we take into consideration the availability

of the client and align it with the project timeline.”, Participant 3.

Quote 21: “The AKP is a very important document that is prepared at the beginning of the

project. It serves as a roadmap for delegating work to different design teams or companies based

on their expertise.”, Participant 2.

Quote 22: “Schematics are an integral part of the design review process. They provide a detailed

representation of the components and linkages within the design. These schematics are created

in the early stages of the project and serve as a reference point during the review, allowing us to

focus on the functional aspects of the design.”, Participant 6.

Quote 23: “We follow a systematic approach by reviewing the model based on process systems.

We focus on specific processes to ensure that each aspect of the design is thoroughly evaluated.

This systematic approach helps us identify any potential issues or improvements in a structured

manner.”, Participant 4.

Quote 24: “When reviewing similar units in the design, we typically focus on evaluating one

instance in detail. Once we have thoroughly reviewed and assessed that unit, we skip the rest of

the units that are similar. This approach is quite common in construction projects, especially

when dealing with numerous similar units.”, Participant 5.

C.6.1.2 Critical mistakes and lessons learnt in traditional design reviews

Quote 25: “The biggest thing we find is things going through other things, clash detection. That

is the biggest thing that we run into in model reviews.”, Participant 4.

Quote 26: “We do utilize clash detection tools such as the one available in Navisworks, but it

is not always enough.”, Participant 1.
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Quote 27: “Large and complex models can be challenging for clash detection tools. Sometimes,

we have to break them into smaller sections before running clash detection.”, Participant 3.

Quote 28: “We never have enough time to prepare for all the possible scenarios”, Participant

6.

Quote 29: “You know, with Navisworks, it’s important to have good models for clash detection.

If there are any errors or missing elements in the models, it can miss detecting collisions. It’s

like the saying goes, ’garbage in, garbage out,’, the quality of the input models directly affects the

accuracy of clash detection.”, Participant 5.

Quote 30: “Another issue is that the model keeps changing so frequently, making it easy to miss

clashes”, Participant 3.

Quote 31: “The schematics had the same valve drawn twice on separate drawings. It’s strange

how something like that can go unnoticed during the design process. It’s not until we’re in the

model review that someone notices and questions why there are two valves doing the same thing.”,

Participant 4.

Quote 32: “When you’re dealing with a large number of schematics and complex interconnec-

tions, it’s easy for these kinds of errors to slip through the cracks. There’s just so much to

consider and so many things to design and engineer that it doesn’t always compute in anyone’s

mind until it’s pointed out in the model review.”, Participant 4.

Quote 33: “The last mistake I recall involved over-spanning a pipe, where it exceeded the allow-

able distance it could move. This issue should have been caught during the design phase, but it

was missed.”, Participant 4.

Quote 34: “In this particular case, the designer was not aware that the pipes couldn’t be over-

spanned to such an extent.”, Participant 6.

Quote 35: “Mixing smaller pipes with larger pipes that have thicker materials can lead to span-

ning issues. While larger pipes can handle greater movement, smaller pipes are more susceptible

to problems.”, Participant 1.

Quote 36: “To ensure this mistake is avoided in the future, we rely on lesson learned docu-

mentation. We thoroughly document the critical mistakes or missed elements encountered during

design reviews, highlighting the root causes and the necessary corrective actions. By sharing this
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knowledge within our organization, we aim to raise awareness and prevent similar mistakes from

happening again.”, Participant 1.

C.6.1.3 Challenges faced in traditional design reviews

Quote 37: “The main challenge is having the right people at the right time in the right place

focused on the right thing”, Participant 4.

Quote 38: “Just like setting up any other meeting, it is also challenging to find time that works

for everyone. I mean everyone, those meetings can include over 15 people from different teams,

companies, and time zones.”, Participant 6.

Quote 39: “We mostly use Zoom or similar conferencing tools. We share the screen of the lead

designer who is navigating the model.”, Participant 3.

Quote 40: “It can be challenging when we have additional documents that we are passing around

the table, such as schematics.”, Participant 6.

Quote 41: “This is the biggest challenge I run into all the time. We would literally review

something and the most important person is either not there or not focused. And then you review

something else, and an hour later, that person asks: ’What about that section of the model?’ The

section that we have already reviewed. Everybody just quietly sits without saying anything to not

make them feel embarrassed, then you go and review that from the very beginning.”, Participant

6.

Quote 42: “We add a lot of components that make people relate to. There are pickup trucks,

manikins and avatars, we also make the valves look more realistic now.”, Participant 1.

Quote 43: “Having everyone sitting there can have them overwhelmed with all the information

that we go through in detail. Not everyone has to be there for all the information.”, Participant

6.

Quote 44: “I find that switching between the schematic diagrams and the 3D models can be quite

challenging for people to follow. The continuous transition between these different representations

requires us to constantly readjust our focus and mental perspective.”, Participant 2.
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C.6.2 Immersive design reviews

C.6.2.1 Prior experience with immersive design reviews

Quote 45: “The iPad worked great for us. It was easy to use and navigate through the model.”,

Participant 6.

Quote 46: “The HoloLens was a game-changer. It provided a more realistic understanding of

the model and depth perception.”, Participant 6.

Quote 47: “When we used the AR device outdoors, the sunlight affected the clarity of the digital

content, making it difficult to see details.”, Participant 2.

Quote 48: “One thing we noticed while using AR devices in cold weather was that the battery

life was significantly impacted. The cold temperatures seemed to drain the battery faster than

usual.”, Participant 2.

Quote 49: “At times, we encountered unreliable internet connectivity, particularly in remote

locations, impacting our design review. In some instances, the connectivity issues were severe

enough that we had to make the difficult decision to cancel the design review altogether and

refund the client for the wasted hours.”, Participant 4.

Quote 50: “We did notice the field of view initially, but once we were fully engaged in the review

process, it quickly became unnoticeable within a minute or two.”, Participant 4.

Quote 51: “We noticed the application became laggy when using when using Microsoft Dynamics

for video conference calls and screen sharing.”, Participant 2.

Quote 52: “When we first started using VR, we would often experience dizziness, but over time,

we gradually became accustomed to it.”, Participant 1.

Quote 53: “We discovered that breaking down the models into smaller components helped reduce

lagginess in VR”, Participant 4.

Quote 54: “We also decided to stop using the flying feature in VR and instead use instant

teleportation or the keyboard to navigate before wearing the headset.”, Participant 5.

C.6.2.2 Feedback on the first case study

Quote 55: “Yes, I tried to do it exactly like we do it traditionally. We are all around, we would

walk through the process. We are like, here is this valve, here is this pipe, this is what it is doing,

and it just did not work.”, Participant 4.
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Quote 56: “We couldn’t get past the first little building because people just kept wanting to walk

off and do their own thing.”, Participant 1.

Quote 57: “We gave everyone some pens and papers to document their experiences and findings

.”, Participant 1.

Quote 58: “The turnover time to get the 3D model into AR was too long. It was also a lot of

time to set up the review. People sometimes get an hour or two to do a review; they do not get

an entire day to go to a studio and walk around. So, the feature I liked the most is the feature

that I hated the most because it made the review impractical.”, Participant 4.

Quote 59: “Being able to move freely was great. However, it would be nice to have more control

over the model, such as moving it up or down for better visibility.”, Participant 5.

Quote 60: “It was really annoying and disrupting when changing the view for one person would

impact everyone’s view as well.”, Participant 2.

Quote 61: “We liked the shared world, easy to communicate while reviewing the same items.

However, it would be nice to have our personal view and the capability to manipulate the model

independently.”, Participant 5.

Quote 62: “Even though the building was already built, there was a design around two buildings.

There was an HVAC or duct, and they realized that it was not a very good design and not very

practical in terms of operations.”, Participant 1.

C.6.2.3 Feedback on the second case study

Quote 63: “It was nice having a large team of IT dedicated to make sure everything is running

smoothly.”, Participant 4.

Quote 64: “I had my device glitch twice, but one of the IT members rushed towards me and

replaced it with another device. The new device synced immediately, and I managed to proceed

from where I stopped.”, Participant 4.

Quote 65: “Having that many IT professionals dedicated to each design review would just not

be applicable. We run hundreds of formal design reviews in this building alone.”, Participant 6.

Quote 66: “The first thing we noticed was how small the window that we can see through is,

then all of a sudden, we all went like: ’Oh,’ and we started walking.”, Participant 6.
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Quote 67: “VR was cool. I could actually focus on reviewing the task with minimal distrac-

tions.”, Participant 6.

Quote 68: “AR, by far, was our most preferred platform. It was so nice to walk around and

talk to each other. It required minimal training.”, Participant 6.

Quote 69: “Splitting up into multiple groups allowed for downtime to relax our necks. I did not

feel the weight immediately, but 10 minutes in, and I could start feeling it. After half an hour, I

wanted to take a break.”, Participant 6.

Quote 70: “The turnaround times on model imports are so long. We would need to use this

tool several times a day per project, so the import process has to be done in minutes rather than

in days.”, Participant 6.

Quote 71: “I want to use this on a daily basis. The 3D model design team rarely gets to see

their design in 1:1 scale. They do not go onsite very often and mainly depend on their experience

gathered through feedback. This will help immerse them with their design and help them visualize

the model from the client’s perspective.”, Participant 4.

Quote 72: “Having the model broken down into smaller units was fine. If this is what we have

to do to ensure there is no lag, that works for us. However, we cannot break them smaller than

unit-based or we lose important information.”, Participant 4.

Quote 73: “It also helped us stay focused on the loaded unit. It prevented everyone from

wandering too much and kept their attention on the specific parts we were reviewing, rather than

getting distracted by other units.”, Participant 6.

Quote 74: “It was really useful to be able to review the tray routing.”, Participant 6.

Quote 75: “It was amazing when it comes to egress accessibility checking. You could visually

see that you could step over a piece of equipment if there’s an emergency. AR helped a lot on

platforms and stairs.”, Participant 4.

Quote 76: “People were trying to step over pipes, amusing!”, Participant 4.

Quote 77: “They were also excited when they learnt that they could take photos. They would

ask someone to stand next to a pipe and reach up to a valve and then they would capture that.”,

Participant 4.
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Quote 78: “I needed the schematics several times. We ended up printing them and distributing

the papers among the participants. Even then, they still had to figure out which schematic is

related to which component.”, Participant 6.

Quote 79: “I would have liked to see P&IDs at the same time.”, Participant 6.

Quote 80: “I should be able to see layer sections of modules.”, Participant 6.

Quote 81: “I would like to interact with the model and be notified about collisions and clashes.”,

Participant 4.

Quote 82: “The tool should provide me with real data (beam size, valve info, JB info, etc.) in

the AR simulation.”, Participant 6.

Quote 83: “Taking measurements in the AR walkthrough is a no-brainer. We had to estimate

several times using our hands because no tool was provided to us.”, Participant 6.

Quote 84: “Originally, they all would follow one person around, then everybody realizes that

they can wander and look at what they are interested in.”, Participant 4.

Quote 85: “Having the entire facility in Godzilla mode was extremely helpful. It was an enhanced

version of our standard AKP and that helped in navigating the different sections of the model.”,

Participant 6.

Quote 86: “They finished their cable tray reviews in the first half an hour, then they left. For

once they finished first rather than last.”, Participant 4.

Quote 87: “Need a bigger room for the AR review so that we can cover more in less time.”,

Participant 6.

Quote 88: “Teleporting onto platforms in VR was difficult. I would be standing below and I want

to move up, but I would need a clear line of sight to point it out to teleport into.”, Participant 4.

Quote 89: “I wanted to go inside the building but the teleportation mode wouldn’t let me move

in. I had to teleport as close as possible to one side of the wall, stick my head and hand through

then point and teleport inside the building.”, Participant 6.

Quote 90: “Four people across the two teams wanted to meet together, but they had to wait till

the end of the review session so that the IT people can configure it for them.”, Participant 4.
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Quote 91: “We had to make everyone an admin to be able to leave notes because we simply

couldn’t catch up.”, Participant 4.

Quote 92: “We want to see who left the note to know whom we should follow up with.”, Partic-

ipant 6.

Quote 93: “We tried to rely on a predefined list of tasks to ensure we do not miss anything.

But we ended up ditching it and relying on the notes taken individually.”, Participant 6.

Quote 94: “While notes are helpful for addressing discovered issues, they do not provide us with

an understanding of what we might have missed. We need more detailed reports that can help us

identify who reviewed what and when. This way, we can ensure that all aspects of the design are

thoroughly examined and nothing is overlooked.”, Participant 4.

Quote 95: “They asked for stairs, and in the model review, when the operator put on the device,

he was able to stand in front of it and say, ’Wait a minute, it’s only two steps, I can put my

tools here and climb up.’ Stairs are usually more expensive and take up a lot of space, whereas a

ladder can be placed against the wall without the need for all that extra design”, Participant 4.

Quote 96: “During the review, we realized that a 16-inch valve on the steam line was unneces-

sary. We were able to remove the 1500lb steam valve.”, Participant 6.

Quote 97: “We discussed the need for a 12-inch XV valve further and reconsidered its neces-

sity.”, Participant 6.

Quote 98: “We identified and added a missing bypass valve to the design.”, Participant 6.

Quote 99: “On the lower skid, we noticed excessive grating everywhere. We decided to eliminate

some of it.”, Participant 6.

Quote 100: “We made changes to the blinds and isolation valves, as well as how they should be

drained for operational purposes.”, Participant 6.
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Appendix D

Gaze Visualization - Appendix

D.1 Overview

This appendix provides additional information related to the final version of the developed prototype dis-

cussed in Chapter 6.

D.2 User manual

The first part of this appendix contains a user manual to guide the users through the application flow and

the functionalities and features of the prototype.

D.2.1 Login

To access the prototype, the user will be prompted to either log in with their credentials or target a different

Panoptica Review deployment and then log in. The login screen can be seen in Figure D.1.

D.2.2 Project selection

After successful login, the user gains access to all the model review projects. They can select a specific

project from the dropdown menu located on the left side of the top bar, as demonstrated in Figure D.2. On

the right side of the bar, the user can find options to sign out or check the remaining session time.

301



Figure D.1: The login screen where the user can target the deployment instance and gain access to the
data source.

Figure D.2: Top-bar menu showing the selected project and the session timeout.

D.2.3 3D model selection

Once a project is selected, the list of available 3D models appear on the left side of the application, as shown

in Figure D.3. The user can then pick the desired 3D model they wish to inspect.

D.2.4 Data fetching and loading

Upon selecting a project, the user has the option to download the logged data, as shown in Figure D.4. To

optimize future sessions, the downloaded data gets cached on the disk. Subsequent runs of the application

can then load the data from the cache, eliminating the need for repeated downloads, as shown in Figure D.5.

D.2.5 Data filtering

Once the data is loaded, the user can proceed to select the sessions they want to investigate. They have the

flexibility to filter sessions based on minimum duration and minimum number of attendees, allowing them

to quickly identify the desired sessions.

Furthermore, users can choose specific users to apply filtering. Once satisfied with the selected options,
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Figure D.3: List view containing the all 3D models under the selected project.

Figure D.4: A message informing the user that no data is currently downloaded for the currently selected
model.

they can press the ”Proceed” button, as shown at the bottom right in Figure D.6.

D.2.6 Data visualization

Upon loading the 3D model, the application automatically centers the camera to fit the model within the

camera’s frame, providing a comprehensive view of the model, as shown in Figure D.7.

The user is presented with three different heatmap visualization options: projected, object-based, and

surface-based. These options allow the user to visualize gaze data from different perspectives, providing

unique insights into the user’s attention distribution across the 3D model.

Additionally, the user has the option to set all components of the model to be white, enhancing the

contrast and making it easier to identify the areas of interest.

The user is also provided with four options to highlight specific components of interest within the visu-

alization, as shown in Figure D.8. These highlighting options allow the user to focus on specific areas or

303



Figure D.5: A message informing the user that the data of the currently selected model is already
downloaded and that it can be loaded from disk.

Figure D.6: The main menu screen that shows all the available sessions and the attendees.

objects in the 3D model, aiding in their analysis of gaze patterns and attention distribution.

To accommodate users with different types of colour blindness, the application offers various colour

mapping options. By selecting a specific colour mapping, at the bottom right of the screen, users can get an

idea of how individuals with different colour vision deficiencies would perceive the heatmap visualization.

At the bottom left of the screen, the user has the option to reset the camera’s position to the starting

point or start/stop the VR immersion experience. To initiate the VR experience, the user should have the

Oculus Quest plugged in and the link mode enabled. This enables users to interact with the visualization in

a more immersive environment.
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Figure D.7: The visualization screen that displays the 3D model and provide the user with the different
heatmap visualizations.

D.3 Transcription and statements

The second part of this appendix contains a comprehensive list of all the requirement elicitation and feedback

statements provided by the domain expert during the development process. These statements are grouped

by the iterations in which they were collected.

Figure D.8: The dropdown menu showing the 4 available highlighting options.

305



D.3.1 Iteration 1 - Introducing heatmap projection for gaze data visualization

D.3.1.1 Requirement elicitation

Quote 101: “We often face logistical challenges that result in missing the right people. Even

when everyone is present, we still struggle to gain and maintain their full attention, especially

when half of the time they are not even needed.”

Quote 102: “When using HMDs, we can involve remote participants who are often missed in

traditional reviews. However, as a team lead, it is challenging to keep track of who has reviewed

what.”

Quote 103: “When everyone is exploring the virtual environment and focusing on their own

areas of interest, it’s hard to know who has seen what and ensure that all aspects are covered.”

Quote 104: “The new main challenge is knowing who reviewed what and when.”

Quote 105: “We want to ensure that the right people have reviewed the right thing at the right

time.”

Quote 106: “If I had a way to know who reviewed what and when, I would feel more confident

about performing more immersive design reviews and give the reviewers more freedom to wander

off.”

Quote 107: “There was a model review last week, and so, nobody has looked into the model.

So it wasn’t until we were there showing them the model, this was the first time that everybody

was looking at it. So everything was brand new to them and it was scheduled for two hours which

should be great, and it ended up taking 3 hours longer than scheduled because of the level of review

they had to go to.”

Quote 108: “I would like to be able to check what has been reviewed internally by my team before

moving on to the formal design review with the client.”

Quote 109: “Keep in mind that I do not always have a device that I can use. We usually have

a limited number of devices, especially on the day prior to the formal design review, where all the

devices would be shipped already to the remote participants, or they would be used by the designers

themselves.”

Quote 110: “When I am wearing the HoloLens or the VR device, it’s important for me to see

what has been reviewed during that specific session. I want to avoid mixing data from previous
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sessions because it can confuse me. The focus should solely be on the current review without any

distractions or overlap from previous sessions.”

Quote 111: “It would be great to know if a person that is responsible for a certain entity has

reviewed that. Let us take in to example, the stakes that go into the grounds, the piles, that is one

group of engineers. There is another group of engineers that are responsible for the pipes, and

I need to make sure that they and another group, both have reviewed it together to check off on

it. Then there are a group of pieces that come up everywhere, that is another group of engineers

that have to go through and say: yeah that is in the right location, that is correct.”

Quote 112: “We have established workflows and processes for our design review sessions. Any

new tool or technology needs to integrate into our existing workflows; otherwise, it runs the risk of

being ignored or disregarded. I understand the value of gaze visualization, but if I cannot export

and share what I see with others, it becomes a limited tool that doesn’t align with our collaborative

practices.”

Quote 113: “I need to take pictures or screenshots of what I see, annotate them, and easily

share them via email, our issue tracking system, or even leave them as notes directly within our

CAD system.”

Quote 114: “I appreciate the effort to create visually appealing and innovative gaze visualiza-

tions. However, it is important to focus on the functionality first. I would prefer if we focus on

keeping the visualization simple and ensuring that it works effectively.”

Quote 115: “I just want to remind you that I have colour blindness, specifically Protan. So,

when designing the gaze visualization, please make sure to use colours that have enough contrast.”

Quote 116: “It would be nice if we could integrate the tool with Panoptica and directly access

the data collected through the system, especially since we already have access to that data.”

Quote 117: “This will also help us relate more to the data. We should evaluate the tool with

real data to test its performance in real model review scenarios.”

D.3.1.2 Feedback

Quote 118: “I had no trouble connecting and fetching the data. I mainly used our demo and

training deployment for testing purposes. However, on some occasions, I also connected to other

client-specific deployments to get a broader perspective.”
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Quote 119: “It is challenging to remember the exact dates for older projects. Is there a way

to group the sessions by days? It would be helpful, especially when I plan to use this tool more

frequently.”

Quote 120: “How can I include the data of two specific sessions without including the data in

between that was used for testing and setup? It would be great if there’s a way to filter out that

data and only focus on the sessions I’m interested in analyzing.”

Quote 121: “You know, what’s really useful here is how you can immediately tell the areas they

spent a lot of time reviewing. Like in the tank farm model, you can see how the reviewers focused

heavily on the first spawning position, and then they kind of scattered apart.”

Quote 122: “I really liked that I can see the heatmap, but I can still see the structure behind it.

”

Quote 123: “Yeah, I had no problem with it. It was pretty good, and I could clearly recognize

the areas that were quickly looked at versus the areas that have been reviewed.”

Quote 124: “I mean, it’s great being able to see the gaze and the areas that were reviewed, but

I still don’t feel confident enough about whether specific components were reviewed or not. Also,

in multiplatform models, I have no way of telling which level the data belongs to.”

Quote 125: “I found it helpful to ensure I didn’t miss any area that was reviewed, but I didn’t

keep it on all the time. I would switch it on/off within a few seconds, just to quickly find all the

reviewed surfaces.”

Quote 126: “But, to be honest, it’s already hard from this height to identify everything, and

with the colours set to white, it made it ten times harder to recognize the items. The colours

actually mean important things to us in our design reviews.”

Quote 127: “I need to find specific objects which I am used to doing so based on the assigned

colour, but now I cannot.”

D.3.2 Iteration 2 - Introducing object-based heatmap for gaze data visualiza-

tion

D.3.2.1 Requirement elicitation

Quote 128: “You can either use the hierarchy of the model or use the user-defined meta-data.”
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Quote 129: “I am a gamer so I am okay with standard gaming approach, but if I want anyone

else to try it out, they will not know how to navigate the model. Just use the Naviswork’s mouse

walk approach.”

Quote 130: “I would suggest using a 15-minute window for grouping the sessions. It allows for

minor device changes or short breaks during the review process. If we go beyond 15 minutes, it’s

more likely that we’re looking at a separate session.”

D.3.2.2 Feedback

Quote 131: “It was like day and night. It was so easy to identify the sessions. All I had to do

was pick the ones I wanted.”

Quote 132: “It was a nice touch showing the duration of each session and the number of

attendees. It made it easy to quickly distinguish between the real sessions and sessions used to

set up and test the model.”

Quote 133: “When I was not sure about the session, I would select it and see the list of attendees

to ensure it is the one I am seeking.”

Quote 134: “I totally forgot about it, it is like I expected it to work the same as Navisworks and

it did. So I believe that is a good thing, right?”

Quote 135: “This is by far so much better than the first heatmap. This allowed me to inspect

the items that matter quickly. In design reviews, we stare a lot at pipelines to ensure alignment,

and I can use the projection heatmap to immediately tell if those pipelines have been reviewed.

But when I want to review specific valves from a functionality perspective as well as the poles

that stick into the floor, which are often under many other components that occlude them in the

projection heatmap, object-based is the way to go.”

Quote 136: “Some of those pipelines can be long and go across multiple platforms. With object-

based, I cannot tell which side of the pipe was reviewed as it all blends together as one colour.”

Quote 137: “Would it be possible to ignore some parts of the model? Walls and platforms often

get looked at a lot compared to other items, but we do not care about them as much.”

Quote 138: “We still have the same problem that is similar to the plain version of the projection

heatmap.”
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Quote 139: “Well, if the goal is to quickly identify the location of the objects, then it is the best

option. However, I cannot process the information that I see without seeing the surrounding of

the selected items. So I kept toggling the feature on and off. It also didn’t help when I wanted to

take a picture and share with others.”

Quote 140: “Well, it’s really hard to point out which one was better. I mean, personally, I

prefer the xray mode when it works because it gives me that immediate insight into the selected

components. But, it’s not always perfect, and sometimes those selected items still blend with the

surrounding objects. And it can be tricky with some of those elements, especially the ones that

can only be seen from one side, depending on how the model was created and imported. On the

other hand, the outline mode keeps the original structure, which is great, and with the see-through

effect, it lets me see those occluded parts, so that’s good. However, I’ve noticed that sometimes

the outline colour kind of mixes with the surrounding colours, so that’s a bit tricky. I wish I could

customize the outline’s colour, size, and intensity for each model, that would be really helpful.”

Quote 141: “On projects that I personally manage and work on, I had no problem at all using

the metadata to filter and select the items. I make sure to label everything and set their layers

properly so that it’s easy for me to query them. However, I’ve noticed that not everyone is as

diligent with setting up the metadata. Some people just rely on the hierarchy structure, and in

those cases, it can be a bit challenging to filter and identify the components. So, having both

options available is really helpful.”

D.3.3 Iteration 3 - Introducing volumetric-based heatmap for gaze data visu-

alization

D.3.3.1 Requirement elicitation

Quote 142: “Can you merge the highlighting and XRay mode together? I would like to see how

that would work out.”

D.3.3.2 Feedback

Quote 143: “It’s like I get the best of both worlds with these approaches. When one of them

fails to give me a clear view, the other one comes in and just contemplates it perfectly, helping

me quickly identify those items I need. It’s really handy that way. And, you know, the outline

approach, it’s just fantastic because it still works good enough for me to take photos from any
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direction, even when the item is only visible from the opposite side.”

Quote 144: “I was so excited because I thought this visualization would be the best option, but I

was disappointed when I gave it a try. The volumes are really big, and they occlude the structure

behind them. I ended up going back to the object-based heatmap because, in that one, I can at

least see the structure. Here, I can neither see the structure nor its colour.”

D.3.4 Iteration 4 - Unleashing the power of heatmap immersion using VR

HMDs

D.3.4.1 Requirement elicitation

Quote 145: “Can you please increase the see-through of the volume-based? As I pointed out

earlier, it is hard to see the structure behind it.”

Quote 146: “I have a personal Oculus Quest 2 that I can use, otherwise, you will have to provide

me with a device.”

D.3.4.2 Feedback

Quote 147: “I went directly to the VR to try it out, and I was wowed. This became my favorite

heatmap. I like the fact that when I fly out, the heatmap does not get occluded, and instead, it

appears similar to the projection heatmap. And when I start moving closer to the items, I can

see the heatmap volumes around the different components. I had all the benefits of the projection-

based and the object-based heatmap grouped into one visualization and more.”

Quote 148: “Well, I am standing here, looking at those pikes, and I know that they have been

reviewed by at least one of the 4 attendees, but I do not know who reviewed it. Is there a way

that I can tell who reviewed it?”

Quote 149: “I think having the gaze visualization tool integrated with our issue tracking system

would be very helpful. We could easily see if any of the issues we found in previous sessions were

reviewed and addressed in the following sessions.”

Quote 150: “It would be great to have more advanced visualizations that offer more information.

We want to know which groups of reviewers examined an area together, if they found any errors,

where they were standing when they discovered the issues, and even how many other reviewers

passed by and missed those problems.”
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