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A B S T R A C T   

A novel hybrid framework of optimized deep learning models combined with multi-sensor fusion is developed for 
condition diagnosis of concrete arch beam. The vibration responses of structure are first processed by principal 
component analysis for dimensionality reduction and noise elimination. Then, the deep network based on 
stacked autoencoders (SAE) is established at each sensor for initial condition diagnosis, where extracted principal 
components and corresponding condition categories are inputs and output, respectively. To enhance diagnostic 
accuracy of proposed deep SAE, an enhanced whale optimization algorithm is proposed to optimize network 
meta-parameters. Eventually, Dempster-Shafer fusion algorithm is employed to combine initial diagnosis results 
from each sensor to make a final diagnosis. A miniature structural component of Sydney Harbour Bridge with 
artificial multiple progressive damages is tested in laboratory. The results demonstrate that the proposed method 
can detect structural damage accurately, even under the condition of limited sensors and high levels of 
uncertainties.   

1. Introduction 

Structural health monitoring (SHM) on civil engineering structures is 
significant for the safety assessment and maintenance strategies of 
infrastructure. Vibration-based SHM strategies have been widely studied 
for identifying and tracing structural damages in the last few decades 
(Avci et al., 2021; Kamariotis et al., 2023). The applications of vibration 
response data in SHM can be divided into model-based and data-driven 
methods. In general, a model-based strategy requires a finite element 
(FE) model of the structure for a model updating process. Despite its 
successful and reliable application under certain conditions (Hou et al., 
2018; Khayatazad et al., 2020), the mandatory high-fidelity FE model of 
the structure is difficult or sometimes impossible to be obtained, espe
cially for large-scale and complex structures. Therefore, data 
driven-based method prevails as a more feasible option (Sen et al., 
2019). The time history vibration responses measured from a structure 
can be analysed in the time, frequency or modal domains as a feature 
extraction procedure which is often incorporated into a statistical 
pattern recognition paradigm for damage diagnosis (Entezami and 

Shariatmadar, 2018). The features should be sensitive to damage and 
not to environmental and operational variability (EOV), enabling reli
able damage detection. In the unmeasurable cases, principal component 
analysis (PCA)-based methods are commonly employed to reduce or 
exclude the effects of uncertainty due to EOV (Sohn, 2007; Kullaa, 
2011). The PCA also serves as a common feature extraction technique 
that can be used for dimensionality reduction by data projection (Chen 
et al., 2020; Ai et al., 2022). 

Machine learning (ML) algorithms have been proven as promising 
data-driven techniques for statistical decision-making in SHM that can 
broadly be divided into unsupervised and supervised learning types 
(Caicedo et al., 2022). In the context of SHM, unsupervised methods 
describe the use of data from only the normal condition of the structure 
for model training. These methods can be used, for example, to detect 
the existence of damage (Ma et al., 2020). In contrast, supervised 
learning methods implement the model learning/training using the data 
that can be classified and labeled from the undamaged and damaged 
states (Farrar and Worden, 2012). Supervised methods are capable of 
detecting the type and/or severity of damages (Flah et al., 2020). 
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Furthermore, the extensive implementation of SHM systems on the 
infrastructure leads to a large number of data in different types and 
formats, which requires powerful, intelligent and sophisticated 
computational techniques to analyse the big data (Terzis, 2022). 

In recent years, deep learning (DL), a special subfield of ML, has been 
widely investigated for damage detection and condition assessment of 
civil infrastructure. Bao et al. proposed a novel structural anomaly 
detection approach based on computer vision and stacked autoencoders 
(SAE), the performance of which has been validated using the moni
toring data of a real bridge (Bao et al., 2019). Pathirage et al. presented a 
deep neural network-based framework for damage detection of steel 
structures, in which sparse autoencoders were used to improve the 
abilities of feature dimension compression and pattern learning in the 
pre-training stage (Pathirage et al., 2018, 2019). Liu et al. utilized a 
similarity-based deep learning method to design an innovative system 
for defect inspection of railway fasteners. The similarity between pairs of 
fastener images was adopted to evaluate the extracted features, and the 
dataset for model training could be enlarged based on the template 
matching method (Liu et al., 2019). Zhang et al. designed a systematic 
method to train a recurrent neural network (RNN) for the pixel-level 
crack identification of pavements (Zhang et al., 2019). Gao et al. 
adopted a leaf-bootstrapping method to enhance the capacity of a 
generative adversarial network (GAN) for structural damage check 
under the condition of confined calculation resource and training 
dataset (Gao et al., 2019). Yu et al. put forward a highly accurate 
deep-learning network for segmenting and quantifying concrete surface 
cracks (Yu et al., 2022a). Li et al. introduced faster region convolutional 
neural networks (R-CNN) to identify the fine and coarse cracks of the 
tunnels (Li et al., 2019). Truong et al. proposed a hybridized method 
consisting of 1-D CNN and gated RNN for vibration-based damage 
identification of structures in real-time, where 1-D CNN was employed 
to extract features in spatial scale and gated RNN was utilized to learn 
the feature in temporal scale and correlate features with target output 
(Truong et al., 2022a). In addition, an autoencoder-convolutional gated 
recurrent unit-based deep neural network was designed for damage 
identification in joints of structures, considering the noise effect (Truong 
et al., 2022b). Nguyen et al. developed a novel approach based on 
convolutional long short-term memory (LSTM) neural network to eval
uate flexural strength of corroded reinforced concrete (RC) beam 
(Nguyen et al., 2022). Le et al. put forward a deep neural network for 
damage diagnosis of composite plates enhanced by functionally graded 
carbon nanotube, where network inputs are element modal kinetic en
ergy obtained from structural natural frequency and translational nodal 
displacement (Le et al., 2021). A similar method was also applied to 
detect multiple damages of functionally graded material-reinforced 
composite plate (Dinh-Cong et al., 2022). Yu et al. adopted convolu
tional neural networks (CNN) to develop the predictive model to iden
tify the damage of smart steel structures incorporated with 
magneto-rheological (MR) devices under seismic loading (Yu et al., 

2019). CNN-based approaches were also applied to structural modal 
analysis (Kim and Sim, 2019; Bao et al., 2020), condition assessment of 
electricity transmission towers (Dick et al., 2019), dynamic responses 
prediction of steel frames (Wu and Jahanshahi, 2019), load estimation 
of offshore platforms (Lyu et al., 2019), residual capacity evaluation (Yu 
et al., 2022b), SHM data recovery (Fan et al., 2019), and so on. 

Although one-fold deep learning methods are capable of achieving 
satisfactory performance for structural damage identification, they are 
inclined to perturbation due to various factors such as different datasets, 
parameter setting of deep learning algorithms, input and output ex
pressions, etc. Among these factors, algorithm parameter setting is the 
most important, because different parameter combinations may lead to 
notably different performances of the developed learning models. A 
group of parameter values may be an optimal choice for a particular case 
but not for other cases. Accordingly, how to assign the best values of 
algorithm parameters is a big challenge for the application of DL 
methods to structural damage detection. On the other hand, the outputs 
of the trained models are perhaps inaccurate due to sensor fault or data 
submerged by background noises. In this connection, multiple sensors 
are generally deployed at various locations to improve diagnosis accu
racy. However, the sensors at different locations may generate con
flicting results on the structural condition, which increases the 
challenges for the system to offer accurate evaluation. 

Aiming to solve aforementioned issues, this paper puts forward a 
hybrid approach to structural damage diagnosis using vibration re
sponses. To start with, the PCA-based data whitening procedure is 
applied to raw vibration signals to avoid the redundancy and correlation 
of information in signals. Then, the diagnosis model based on deep 
stacked autoencoder (DSAE) is established at each sensor for providing 
the evaluation result of the structural condition individually. To 
enhance the generalization capacity of the proposed diagnosis model, 
the enhanced whale optimization algorithm (EWOA) is employed to 
optimize the meta-parameters of DSAE, including dropout parameter, 
weight decay coefficient, learning rate and neuron numbers of hidden 
layers. Afterward, the diagnosis results of each sensor are combined to 
obtain a more accurate structural condition using the Dempster-Shafer 
(D-S) fusion algorithm. An experimental study is conducted on a 
scaled model of a real bridge component. The results demonstrate that 
the proposed hybrid method can realize reliable and accurate diagnosis 
results and provide a feasible solution to the in-situ evaluation of 
structural health condition. 

2. Preliminaries 

2.1. Deep stacked autoencoder 

The deep stacked autoencoder is a type of deep neural network 
composed of multiple layers of autoencoders (AEs) (Lakshmi and Pon
nusamy, 2021), the schematic of which is shown in Fig. 1. The AE can be 
divided into two parts: the encoder and decoder. The neurons in the 
same layer are independent of each other, while the neurons of adjacent 
layers are interconnected. The encoder is composed of an input layer, a 
hidden layer and mapping function between them. The output of hidden 
layers can be expressed as follows: 

hθ(x)= f (Wx+ b) (1)  

where f(⋅) denotes the activation function of the encoder, W denotes the 
encoding weight matrix, x is the input, and b is the bias vector. The 
decoder is made up of a hidden layer, an output layer and mapping 
function between them, which is a reverse process of the encoder. The 
function of the decoder is to transform the output of hidden layer back to 
the input layer by the mapping function. Accordingly, the output signal 
can be regarded as the reconstructed signal, denoted by x̂. The mapping 
relationship can be expressed in Eq. (2): 

Fig. 1. Schematic diagram of AE.  

Y. Yu et al.                                                                                                                                                                                                                                       



Developments in the Built Environment 14 (2023) 100128

3

x̂θ′ (h)= g(W*h+ b*) (2)  

where g(⋅) denotes the activation function of the decoder, W* is the 
decoding weight matrix, and b* is the decoding bias vector. In order to 
evaluate the reconstruction effect of AE, the mean square error (MSE) is 
adopted to define the loss function with the following expression: 

C0(W, b; x, x̂)=
1
2
‖x − x̂‖2 (3) 

Given a data set with N samples, the loss function can be defined as: 

C(W, b)=
1
N
∑N

k=1
C0(W, b, xk, x̂k

)

(4)  

where xk denotes the kth input. 
For the complicated problem of high dimensionality, it is hard to 

extract nonlinear characteristics of inputs based on the network of AE. 
To gain high-level abstraction of input data, a network with deep ar
chitecture consisting of multiple AEs is needed, which is also called deep 
stacked autoencoder (DSAE). The training of DSAE is mainly composed 
of two stages: unsupervised layer-by-layer pre-training and supervised 
reverse fine-tuning, as shown in Fig. 2. Both strategies are able to 
improve the learning accuracy and learning rate of the model. However, 
given certain training samples, to learn more effective features, the 
training time of the DSAE always increases, which is prone to over- 
training. Over-training can cause the over-fitting phenomenon of high 
classification accuracy of training samples and low classification accu
racy of testing samples. To solve this problem, two operations are 
introduced to the DSAE during the training procedure. 

The first operation is dropout, which takes the mean value of mul
tiple model predictions so that the weight updating is no longer 
dependent on the combined action of neurons with fixed relationship. 
The neurons in the hidden layers are randomly discarded with the 
probability pd to form a sub-network of the initial network. The dis
carded matrix D = {D1, D2, …, Dn} complies with the Bernoulli distri
bution and its probability distribution function is: 

P(k; pd)=

{
pd, k = 1

1 − pd, k = 0 (5)  

where k denotes the possible output. Then, the dropout method is 
introduced into each hidden layer, and the mapping function of the 
initial neural network coding process can be changed by the following 
expression: 

hi(x)=Dif

(
∑n

k=1
WXi + b

)

=

⎧
⎨

⎩

f

(
∑n

k=1
WXi + b

)

,Di = 1

0, Di = 0
(6) 

The second operation for solving the over-fitting problem is to add a 
weight decay coefficient in the loss function (Eq. (4)), which is also 
called l2 regularization item. Then, the modified overall loss function 
can be expressed by: 

C(W, b)=CCE +
λ
2
∑L− 1

p=1

∑sp

j=1

∑sp+1

i=1

(
W(p)

ij

)2
(7)  

where the first item is the categorical cross-entropy function, which is 
conventional loss function for multi-label classification, as shown in Eq. 
(8), and the second is to evaluate the weight decay by summing up the 
squares of all weights. W(p)

ij denotes the connection weight between the 
jth neuron in the pth layer and the ith neuron in the (p+1)th layer, λ 
denotes the weight decay coefficient, and sp is the total number of 
neurons in the pth layer. 

CCE = −
1
N

∑N

k=1

∑Ncc

m=1
yij • log

(
ŷij
)

(8)  

where y and ̂y denote real and predicted labels, Ncc and denotes the label 
number. In the DSAE model, critical parameters (or meta-parameters), 
such as numbers of hidden neurons, weight decay coefficient, dropout 
parameter and learning rate, significantly affect the model performance. 
Minimization of the reconstruction error of AEs is generally used as an 
effective method to find the optimal parameters. 

2.2. Enhanced whale optimization algorithm 

The WOA is a novel heuristic optimization algorithm proposed by 
Mirjalili and Lewis, which is based on the mathematical simulation of 
hunting behaviour of humpback whales (Mirjalili and Lewis, 2016). In 
the WOA, the location of each humpback whale represents a feasible 
solution. The mathematical model of the WOA mainly includes three 
behaviours: encircling prey, bubble-net exploitation, and prey explora
tion. The behaviour of encircling prey is formulated as follows: 

Y(t + 1) = Y*(t) − A • |2r • Y*(t) − Y(t)|
A = 2a • r − a

(9)  

where Y(t) denotes the location vector of the whale at the current iter
ation number t, Y*(t) is the optimal value of Y(t), a is a variable with the 
value decreasing from 2 to 0, and r denotes a random number between 
0 and 1. The behaviour of bubble-net exploitation can be expressed by: 

Y(t+ 1)=
{

Y*(t) − A • |2r • Y*(t) − Y(t)|, p < 0.5
Y*(t) + |Y*(t) − Y(t)| • ebl • cos(2πl), p ≥ 0.5 (10)  

where b is a constant to define the spiral shape, l and p are two random 
numbers between 0 and 1. The expression of prey exploration is shown 
as: 

Y(t+ 1)= Yrand − A • |2r • Yrand − Y(t)| (11)  

where Y rand denotes the location of a randomly selected whale. The 
whale will follow behaviour of bubble-net exploitation if |A| < 1, or prey 

Fig. 2. Schematic diagram of DSAE training.  
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exploration otherwise. 
Even though the WOA has been widely applied in solving various 

engineering problems due to the benefit of easy implementation, it has 
the problems of slow convergence rate and low calculation accuracy 
when dealing with complex optimization problems. There are two 
possible factors resulting in this phenomenon. The first factor is the 
random research strategy in the WOA, which can cause slow conver
gence in spite of the good global search ability. The second reason is the 
logarithmic spiral curve used for location update in Eq. (10), which 
makes the humpback whale unable to sufficiently explore all the space 

within its range. To resolve these problems, an enhanced WOA (EWOA) 
is proposed in this study, in which a self-adaptive inertia weight and 
equal pitch Archimedean spiral curve are added to the original WOA to 
improve the algorithm accuracy. The self-adaptive inertia weight can 
enhance the local search ability of algorithm, with the following 
expression: 

iw= iwmax − (iwmax − iwmin)

(
t

Tmax

)1
t

(12)  

where iwmax and iwmin denote maximum and minimum inertia weights, 
respectively, and Tmax denotes the maximum iteration number. In this 
regard, Eq. (9) can be reformulated as 

Y(t+ 1)=
{

iw • Y*(t) − A • |2r • Y*(t) − Y(t)|, p < 0.5
iw • Y*(t) + |Y*(t) − Y(t)| • ebl • cos(2πl), p ≥ 0.5 (13) 

It is noticeable from Eq. (11) that the inertia weight nonlinearly 
decreases with the increase of the iteration number. In the initial iter
ation stage, the inertia weight is large, so the algorithm has a good global 
search ability, which makes the whale quickly approach the approxi
mate area of the prey (best solution). In the later iteration stage, the 
inertia weight gradually decreases, which indicates a good local search 
ability. This can effectively improve the accuracy of the optimization 
result. 

In addition, in the WOA the humpback whale swims towards the prey 
in a logarithmic spiral curve path. Fig. 3 (a) demonstrates this principle 
for a 2-D case, where the location (y1, y2) of a humpback whale is 
updated in accordance with the current optimal location (y*

1, y*
2) using 

Fig. 3. 2-D examples of two types of spiral curves 
Based on the above improvements, the procedure of the proposed EWOA can be summarized as the following steps. 

Fig. 4. Schematic diagram of proposed hybrid framework for structural damage diagnosis.  

Fig. 5. Architecture of proposed DASE model for structural damage diagnosis 
at each sensor. 
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Eq. (10). However, the logarithmic spiral curve path is asymmetric in 
the 2-D space. Any location near the optimal whale could be varied by 
changing the values of coefficient variables a and r. If the spiral curve’s 
pitch is smaller than that of the humpback whale, some areas could not 
be searched due to poor algorithm periodicity. Aiming at addressing this 

issue, this study employs the Archimedean spiral curve to replace the 
logarithmic spiral curve in the WOA, which is shown as follows. 
{

y1 = (a0 + b • l)cos(2πl)
y2 = (a0 + b • l)sin(2πl) (14) 

Fig. 3 (b) displays an example of Archimedean spiral curve when a0 
= 0 and b = 1. As can be seen from the figure, the pitch of the spiral 
curve is a constant, which can be easily adjusted to obtain optimal 
performance. 

With the introduction of Eq. (13), Eq. (12) can be rewritten as 

Y(t+ 1)=
{

iw • Y*(t) − A • |2r • Y*(t) − Y(t)|, p < 0.5
iw • Y*(t) + |Y*(t) − Y(t)| • (a0 + b • l) • cos(2πl), p ≥ 0.5

(15)   

Fig. 6. Design and photo of cantilever beam with an arch section.  

Fig. 7. Experimental setup.  

Fig. 8. Schematic diagram of sensor deployment.  

Table 1 
Detailed conditions of the specimen.  

Index Condition Description 

CS1 Intact No crack 
CS2 Small damage The crack is 75 mm long 
CS3 Moderate damage The crack is 150 mm long 
CS4 Large damage The crack is 225 mm long 
CS5 Severe damage The crack is 270 mm long  

Fig. 9. Hammer impact locations.  
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Step 1. Set the size of the whale swarm Np and maximum iteration 
number Nmax. Initialize the algorithm parameters: a, r, l, a0, b and p. 
Step 2. The fitness values of Np whales are calculated and compared 
to obtain the optimal individual with best fitness, represented by Y*. 
Step 3. Enter the main loop of the algorithm. If |A| < 1, the location 
of the whale is updated according to Eq. (15). Otherwise, the location 
of the whale is updated according to Eq. (11). 
Step 4. Re-evaluate the fitness values of all whales in the swarm to 
find the globally optimal individual with corresponding location. If 
the current optimal fitness is better than the previous one, replace 
the previous optimal location with the current one. Otherwise, keep 
the optimal individual and location unchanged. 
Step 5. Check the algorithm-stopping criterion. In this study, the 
maximum iteration is employed as the termination criterion. If the 
current iteration number is larger than the maximum number, the 
algorithm will terminate; or else, go to Step 2 and continue the al
gorithm iteration. 
Step 6. Output the optimal solution Y*. 

Fig. 10. Comparison of FFT responses corresponding to different condition scenarios.  

Table 2 
The first six frequencies of the specimen in intact and damaged conditions.  

Mode No. Structural condition scenarios 

CS1 CS2 CS3 CS4 CS5 

NF (Hz) NF (Hz) ROC (%) NF (Hz) ROC (%) NF (Hz) ROC (%) NF (Hz) ROC (%) 

1 44.81 45.15 0.089 45.12 0.155 45.16 0.288 44.59 0.664 
2 179.77 179.81 0.033 179.51 0.145 178.97 0.445 178.78 0.551 
3 270.22 270.86 0.133 271.72 0.184 270.13 0.354 270.26 0.402 
4 571.21 570.97 0.042 570.27 0.165 570.16 0.184 570.04 0.205 
5 904.12 903.27 0.094 900.89 0.357 899.44 0.518 896.22 0.874 
6 973.61 973.58 0.003 973.17 0.045 971.77 0.189 970.76 0.293 
Averaged ROC (%) 0.065 0.175 0.329 0.498  

Fig. 11. Individual and accumulated contributions of PCs of FFT responses of 
signals from Sensor A1. 

Fig. 12. Heatmap of correlation coefficient matrix of model inputs.  
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The performance of the proposed EWOA has been validated based on 
benchmark test functions via a comparison with other homogeneous 
algorithms, and relevant results and discussions can be found in 
Appendix. 

2.3. D-S fusion method 

The D-S fusion method, proposed by Dempster and Shafer, is a type 
of uncertain reasoning approach and allows the whole problem and 
evidence to be divided into several sub-problems and sub evidences 

(Dempster, 2008; Shafer, 1976). After dealing with the sub-problems 
and sub evidences, the solution to the whole problem can be obtained 
by using the D-S combination rule. The fundamental of D-S fusion can be 
summarized as follows. Given a frame of discernment Θ, the set function 
m is a mapping on the power set 2Θ of the frame of discernment 
m : 2Θ→[0, 1]. If m(∅) = 0 and 

∑

X⊆Θ
m(X) = 1, m is called basic proba

bility assignment (PA) of Θ, which reflects the reliability degree of X. 
Suppose m1, m2, …, mn denote the corresponding basic PAs of the frame 
of discernment Θ, and X1, X2, …, Xn denote the corresponding focal el
ements. The PA m(X) after evidence combination can be expressed as 

Fig. 13. Meta-parameter optimization of EWOA− DSAE− 1.  
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follows. 

m(X) =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

∑

A=X
m1(X1)m2(X2)⋯mn(Xn)

1 −
∑

A=∅
m1(X1)m2(X2)⋯mn(Xn)

,X ∕= ∅

0,X = ∅

A = X1

⋂
X2

⋂
⋯
⋂

Xn

(16)  

where k = 1 −
∑

A=∅
m1(X1)m2(X2)⋯mn(Xn) denotes the conflict factor, 

and the value is between 0 and 1. 
The maximal PA is used to set the criteria for decision-making, which 

meets the following rules: 

Fig. 14. Convergence of different algorithms for optimizing meta-parameters of EWOA− DSAE− 1.  

Fig. 15. Feature visualization of EWOA− DSAE− 1.  

Table 3 
Evaluation results of four learning models.  

Model Evaluation index 

Accuracy Macro-F1 Micro-F1 

DSAE 0.9648 0.9143 0.9120 
CNN 0.9744 0.9373 0.9360 
SVM 0.9584 0.9069 0.8960 
Proposed 0.9776 0.9455 0.9440  
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1) The target scheme has the maximum PA, i.e., m(X1) = max {m(Xi),

Xi ⊂Θ}.  
2) The difference of PAs between the target scheme and other schemes 

should be large enough, i.e., m(X1) − m(X2) > ε1, where m(X2) =

max {m(Xi),Xi ⊂Θ,Xi ∕= X1}.  
3) The PA of uncertainty should be less than a certain threshold, i.e., 

m(Θ) < ε2. 

3. Methodology 

In this study, a hybrid framework based on SAE-based deep neural 
networks and D-S data fusion algorithm is developed to process the vi
bration responses for structural damage diagnosis. The proposed 
framework consists of three phases: data-level pre-processing, feature- 
level diagnosis and decision-level fusion. The schematic framework is 
shown in Fig. 4. 

In the data-level phase, the vibration signals in the frequency domain 
are selected for pre-processing due to the sparse characteristics. A 
whitening operation is applied to the frequency domain data to elimi
nate the redundant and correlated information so that the processed 
data have a uniform identity variance. Here, PCA is employed to 
implement this task, where original frequency-domain signals are rep
resented by limited number of predominant components (Wold et al., 
1987, Şimşek et al., 2021). The obtained PCs are orthogonal to each 
other and sorted in descending order of contribution. The trans
formation formula of the PCA is given as follows: 

zpca,i(k)=
HT z(k)
̅̅̅̅
ξi

√ (17)  

where z(k) is the kth sample with the dimension of i; H is the trans
formation matrix; and ξi denotes the ith eigenvalue of the covariance of 
z. By discarding PCs with least contributions, the redundant information 
in the original data set is eliminated. 

In the feature-level phase, the extracted PCs, as the data character
istics, together with the corresponding categories of structural condi
tion, are used to build up the DSAE model for each sensor. The main 
reason for employing the decentralised/distributed data processing 
strategy is that compared to conventional centralised processing 
method, decentralised/distributed strategy is able to effectively reduce 
data transmission and doesn’t need high requirement of processing unit 
and memory of sensing system, which can be easily implemented in 
existing structural health monitoring network system based on Internet 
of Things (IoT). The architecture of deep neural networks based on SAE 
is shown in Fig. 5. It is clearly seen that the proposed DSAE is composed 
of five layers, including one input layer, three hidden layers and one 
output layer. The inputs of DSAE are PCs extracted in the first phase, 
while the output is a probability vector of potential condition scenarios 
(CS) of the structure. As mentioned in Section 2.1, the meta-parameters 
in the DSAE have significant influences on the feature extraction and 
generalization ability of trained models. Improper assignments of meta- 
parameters may result in the degradation of model performance. Addi
tionally, meta-parameters, performing well for a particular data set, may 
not produce a similar performance for different sets of data collected 
from different sensors. Accordingly, it is of great significance to select 
optimal meta-parameters for different data applications. The meta- 
parameters of DSAE to be optimized include the neuron numbers of 
different hidden layers, weight decay coefficient, dropout parameter 
and learning rate. In this study, the EWOA is employed to implement the 

Fig. 16. Comparison of confusion matrices of different learning models.  
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optimization of parameters during the training procedure, which is 
deemed to solve a global optimization problem. The key point is to 
choose a reasonable objective function for optimal solution. Here, the 
objective function is designed based on the loss function of DSAE, which 
is shown in Eq. (18): 

J = 1 −

∑Ntr

k=1
I{po(ỹk

= yk⌊xk, δ) > 0.5}

Ntr
(18)  

where ̃yk and yk denote the predicted and real conditions of kth sample, 
respectively; I{ • } is the indicator function, which is 1 for a true input 
and 0 otherwise; and po(ỹk

= yk⌊xk, δ) denotes the probability of the 
predicted result belonging to real label by softmax classification, and its 
expression is given as follows: 

po
(
ỹk
= yk⌊xk, δ

)
=

eδT
i xk

∑Ncc

j=1
eδT

j xk
(i= 1, 2,…,Ncc) (19)  

where δT
i denotes the vector of connection weights and bias of the ith 

neuron in the output layer, corresponding to the ith structural condition 
scenario; and Ncc denotes the total number of condition scenarios. 

To accomplish accurate and comprehensive evaluation of structural 
condition, the vibration signals from multiple sensors at different loca
tions should be collected and analysed. However, affected by sensor self- 
fault or environmental uncertainties, the diagnosis results from different 
sensors may be different, sometimes even conflicting. In this regard, in 
the decision-level phase the D-S fusion algorithm is used to combine the 
results from different sensors to deliver a final decision. The probability 
outputs of all condition scenarios from the DSAE model of each sensor 
can be considered as individual evidence to construct the PA. The evi
dence combination of multiple sensors deployed at different locations 
can effectively improve the diagnosis accuracy of structural condition. 

4. Experimental tests and data description 

A cantilever beam made of concrete with an arch section was 
designed and fabricated in Structures Lab, Univerity of Technology 
Sydney. It is a miniature component of Sydney Harbour Bridge. This 
specimen was poured by concrete with compressive strength of 32 MPa. 
A 200UB18 steel I-Beam was embedded inside the specimen with 50 mm 
concrete cover on both ends. The structure is 2.0 m long in total, with a 

Table 4 
Identification results of the EWOA− DSAE models corresponding to different 
accelerometers.  

Model ID Identification accuracy 

Training data Validation data Total 

EWOA− DSAE− 1 92.40% (693/ 
750) 

94.40% (236/ 
250) 

92.90% (929/ 
1000) 

EWOA− DSAE− 2 83.87% (629/ 
750) 

84.80% (212/ 
250) 

84.10% (841/ 
1000) 

EWOA− DSAE− 3 92.53% (694/ 
750) 

95.60% (239/ 
250) 

93.30% (933/ 
1000) 

EWOA− DSAE− 4 79.97% (593/ 
750) 

78% (195/250) 78.80% (788/ 
1000) 

EWOA− DSAE− 5 92.13% (691/ 
750) 

94.40% (236/ 
250) 

92.70% (927/ 
1000) 

EWOA− DSAE− 6 89.60% (672/ 
750) 

87.20% (218/ 
250) 

89% (890/1000) 

EWOA− DSAE− 7 96.27% (722/ 
750) 

98.40% (246/ 
250) 

96.80% (968/ 
1000) 

EWOA− DSAE− 8 90.40% (678/ 
750) 

87.60% (219/ 
250) 

89.70% (897/ 
1000) 

EWOA− DSAE− 9 90.67% (680/ 
750) 

88.80% (222/ 
250) 

90.20% (902/ 
1000) 

EWOA− DSAE− 10 81.33% (610/ 
750) 

76.80% (192/ 
250) 

80.20% (802/ 
1000) 

EWOA− DSAE− 11 84.40% (633/ 
750) 

84% (210/250) 84.30% (843/ 
1000) 

EWOA− DSAE− 12 92.13% (691/ 
750) 

95.20% (238/ 
250) 

92.90% (929/ 
1000) 

EWOA− DSAE− 13 92.27% (692/ 
750) 

94.80% (237/ 
250) 

92.90% (929/ 
1000) 

EWOA− DSAE− 14 93.33% (700/ 
750) 

97.60% (244/ 
250) 

94.40% (944/ 
1000) 

EWOA− DSAE− 15 92.40% (693/ 
750) 

94.80% (237/ 
250) 

93% (930/1000)  

Table 5 
PAs of a validation case under small damage condition.  

PA CS1 CS2 CS3 CS4 CS5 Θ 

m1 0.0352 0.9619 0.0025 0.0003 0.0000 0.0000 
m2 0.7539 0.2245 0.0183 0.0007 0.0025 0.0000 
m3 0.0045 0.9950 0.0000 0.0005 0.0000 0.0000 
m4 0.4873 0.5002 0.0069 0.0032 0.0025 0.0000 
m5 0.0035 0.8007 0.1681 0.0275 0.0003 0.0000 
m6 0.0892 0.8763 0.0034 0.0309 0.0003 0.0000 
m7 0.0000 0.9971 0.0007 0.0021 0.0001 0.0000 
m8 0.6787 0.3173 0.0032 0.0008 0.0000 0.0000 
m9 0.0001 0.9847 0.0147 0.0002 0.0002 0.0000 
m10 0.2029 0.7946 0.0005 0.0019 0.0001 0.0000 
m11 0.2856 0.4837 0.0496 0.1500 0.0312 0.0000 
m12 0.0715 0.9105 0.0165 0.0012 0.0003 0.0000 
m13 0.5372 0.3552 0.0093 0.0631 0.0353 0.0000 
m14 0.0769 0.9185 0.0044 0.0002 0.0000 0.0000 
m15 0.0189 0.8398 0.1192 0.0206 0.0014 0.0000 

*Note: bold numbers denote the abnormal results. 

Table 6 
Fusion result of a validation case under small damage condition.  

PA CS1 CS2 CS3 CS4 CS5 Θ 

m 0.0000 1.0000 0.0000 0.0000 0.0000 0.0000  

Fig. 17. Confusion matrix of proposed hybrid framework based on valida
tion data. 
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1.6 m long arch cross-section and a 0.4 m long rectangular block fixed to 
a large steel clamp. The detailed design of the specimen can be found in 
Fig. 6. 

This arch cantilever specimen with introduced artificial damage is 
used to validate the proposed diagnostic framework. The experimental 
setup is shown in Fig. 7. An impact hammer of model PCB086D05 was 
utilized to excite the specimen at several reference locations, and fifteen 
PCB 352C34 piezoelectric accelerometers were deployed at different 
locations of the specimen (denoted as A1 to A15 in Fig. 8) to capture the 
structural vibration responses. For accelerometers A1 to A10, they were 
placed at the tip of arch cantilever beam; for accelerometers A11 to A15, 
they were deployed 300 mm from the tip of beam. The signals of the 
hammer and accelerometers were subsequently sent to the data acqui
sition (DAQ) system. The DAQ system is comprised of a PXIe-1073 
chassis, including two PXIe-4492 vibration and sound modules, which 
contain a signal conditioner and built-in antialiasing filters. With each 
hammer strike, the DAQ system sent discrete time-domain signals to the 
computer system. For each test, the sampling rate was set to 8 kHz with 
16,000 time-domain data points being recorded, leading to a frequency 
range of 0–4 kHz with 8000 data points. 

After the specimen was tested in intact condition, artificial damages 
were incrementally introduced to the structure by an electric motor saw 
to produce multiple damage scenarios. The damage location is between 
accelerometers A2 and A3 with a cut depth of 55 mm (crack width), as 
shown in Fig. 8. In this study, five condition scenarios are considered, 
including intact condition and four damage conditions with different 
crack lengths, as detailed in Table 1. There are six hammer excitation 
reference points, shown in Fig. 9 denoted by IL1 to IL6. At impact 
location 1 (IL1), 150 hammer strikes were conducted on the specimen 
for each condition scenario, and the collected data (impact force and 

Fig. 18. Confusion matrix of different sensor deployment scenarios.  

Table 7 
Values of evaluation indices of different deployment scenarios.  

Deployment scenario Evaluation index 

Accuracy Macro-F1 Micro-F1 

SDS− 1 1.0000 1.0000 1.0000 
SDS− 2 0.9952 0.9883 0.9880 
SDS− 3 0.9952 0.9882 0.9880 
SDS− 4 0.9856 0.9662 0.9640 
SDS− 5 0.9936 0.9841 0.9840  

Table 8 
PAs of a large damage case under the scenario SDS− 2 with uncertainty level of 
50%.  

PA CS1 CS2 CS3 CS4 CS5 Θ 

m*
2 0.0000 0.0001 0.0001 0.1838 0.3159 0.5000 

m*
3 0.0000 0.0013 0.0000 0.4979 0.0008 0.5000 

m*
9 0.0000 0.0001 0.0086 0.4901 0.0011 0.5000  

Table 9 
Fusion result of a large damage case under the scenario SDS− 2 with uncertainty 
level of 50%.  

PA CS1 CS2 CS3 CS4 CS5 Θ 

m* 0.0000 0.0005 0.0029 0.7265 0.1052 0.1649  
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responses) were used as the training samples to develop the DSAE 
model. For other five impact locations, 10 hammer hits were executed 
for each impact location and each condition scenario, and the corre
sponding responses were employed as the validation samples to evaluate 
the performance of the trained model. Accordingly, 1000 groups of data 
were collected in total for each sensor, and a total of 15,000 groups of 
data were obtained for all 15 accelerometers. The ratio of training 
samples to validation samples is 3:1 (750/250), which meets the con
ventional design for machine learning research. 

Fig. 10 demonstrates the influence of damage severity on the fre
quency response of the specimen. It is noticeable that the FFT responses 
of the structure are similar for all the condition scenarios. Table 2 lists 
the first six natural frequencies of all condition scenarios as well as the 
rates of change (ROC) in the natural frequencies of the four damage 
cases compared to the intact one when the impact location is IL1. The 
frequency changes of the four damage scenarios are relatively small 
(<1%), including that the natural frequencies are insensitive to the 
damage. 

5. Results and discussions 

5.1. Optimization and fusion results 

As aforementioned, a whitening procedure based on PCA is applied 
to the original frequency responses to diminish the data dimensionality 
to benefit the model training and eliminate the noise influence. In this 
study, the original frequency responses of the dimension of 4000 are 
replaced with fewer principal components (PCs), which are subse
quently employed as the inputs of the DSAE model. Fig. 11 demonstrates 
an example of PCA results of FFTs of vibration signals from 

accelerometer A1. For all the sensors, the first 200 PCs contain over 
99.99% of overall information from measured vibration signals, so the 
input size of the DSAE model is selected as 200. A comparison of cor
relation coefficient matrix between original FFT responses and PCs is 
presented in Fig. 12, in the form of heatmap. It is clearly seen that the 
correlation coefficients of some FFT responses are very high, which in
dicates the redundant information in FFT responses. After PCA, the 
redundant information existing in structural responses has been signif
icantly eliminated, and the reduced dimension of input variables is also 
beneficial to the model training. Since there are five condition scenarios 
in this study, output variables of the model are defined as (1,0,0,0,0), 
(0,1,0,0,0), (0,0,1,0,0), (0,0,0,1,0), and (0,0,0,0,1), corresponding to 
the conditions of intact, small damage, medium damage, large damage 
and severe damage, respectively. In addition to determination of input 
and output layers, the selection of hidden layers is of great importance to 
the generalisation capacity of the developed model. In the network 
design, three hidden layers with a dimension reduction configuration 
are considered, as suggested in (Lu et al., 2017). The values of 
meta-parameters, such as dropout fraction coefficient df, weight penalty 
factor λ, learning rate lr and neuron numbers of different hidden layers 
HLN1, HLN2 and HLN3, are optimized by the proposed EWOA during 
the model training. The ranges of parameters to be optimized are df ∈
[0.1,0.9], λ ∈ [0.1,0.9], lr ∈ [0.001,1], HLN1 ∈ [80,120], HLN2 ∈ [40,60]
and HLN3 ∈ [10,30]. The parameters of EWOA are set as: whale swarm 
size Np = 30, maximum iteration number Nmax = 100, minimum inertia 
weight iwmin = 0.1, maximum inertia weight iwmax = 0.9, and a0 = b = 1. 
Since there are 15 accelerometers in the system, a total of 15 corre
sponding optimized DSAE models are developed for structural condition 
diagnosis, denoted by EWOA− DSAE− i (i = 1, 2, …, 15). 

Fig. 13 shows the optimization procedure of meta-parameters of 

Fig. 19. Confusion matrices of prediction results of scenario SDS− 1 considering different levels of uncertainties.  
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model EWOA− DSAE− 1, which is obtained based on the data collected 
from accelerometer A1. The six parameters reach their optimum at 
around 21st iteration, indicating a fast convergence of the proposed 
EWOA. To further verify the superiority of the proposed algorithm in 
optimizing meta-parameters of DSAE models, the EWOA is compared to 
the standard WOA and commonly used particle swarm optimization 
(PSO) algorithm in terms of the prediction error of the training data from 
sensor A1. To make an impartial evaluation, the swarm size and 
maximum iteration number of WOA and PSO are set the same as that of 
the proposed EWOA. For other parameters of PSO, two learning co
efficients are set as 1.5 and a linearly decreasing inertia weight is 
adopted with the minimum and maximum weight values of 0.1 and 0.9, 
respectively. Fig. 14 compares results of the three algorithms. Despite 
the fastest convergence, the PSO has the worst prediction among three 
algorithms, indicating the premature of the algorithm. The proposed 
EWOA outperforms the standard WOA in terms of both accuracy and 
convergence, showing its promising prospect for meta-parameter opti
mization of the DSAE model. 

Moreover, to demonstrate the proposed EWOA− DSAE model in hi
erarchical feature extraction, the initial input and outputs of different 
hidden layers are visualised and compared using the 3-D t-distributed 
stochastic neighbour embedding (t-SNE) method (Hinton and Roweis, 
2002). Fig. 15 shows the visualization results based on the data 
measured from accelerometer A1. It is hard to distinguish the structural 
condition in the input layer, since different colours of data points are 
mixed together. Even though the data points of same class start to 
concentrate after the 1st hidden layer, misidentification of structural 
condition stills exists. The features corresponding to different condition 
scenarios are well separated after the 2nd hidden layer, and thoroughly 

scattered after the 3rd hidden layer. Hence, the proposed model has 
outstanding feature extraction capacity and clustering performance for 
processing vibration signals under different conditions. 

The proposed EWOA− DSAE is then compared to other three learning 
methods using the same data from accelerometer A1. The comparative 
models include EWOA− DSAE− 1, standard DSAE with constant pre-set 
meta-parameters, 1D convolutional neural networks (CNN) and sup
port vector machine (SVM). The standard DSAE also adopts the 5-layer 
network architecture including one input layer, one output layer and 
three hidden layers. The parameters of the standard DSAE are set as: the 
1st, 2nd and 3rd hidden layers have 100, 50, 20 neurons, respectively; 
the learning rate is 0.1; the dropout fraction coefficient is s 0.5; the 
weight penalty factor is 0.5; and other parameters are the same as those 
of EWOA− DSAE model. The 1D-CNN model adopts 5-layer configura
tion including the input layer, output layer, one convolutional layer with 
a filter size of 3 and filter number of 16, followed by two fully connected 
layers with 300 neurons. In this model, batch normalisation and dropout 
operation are utilized after the convolutional layer to balance the model 
training and reduce the overfitting potential, respectively. For the SVM 
model, the radial basis function (RBF) is selected as the kernel to 
transform the original inputs into high-dimensional nonlinear space. 
The parameters of SVM are given as follows: the penalty factor is set as 
10, and the kernel parameter is set as 2. Since the standard SVM is not 
supportive of resolving multi-classification problems, the one versus rest 
(OVR) strategy is employed to convert the multi-category classification 
problem into a multiple-binary classification problem. Here, five sub- 
SVM classifiers are developed and the voting method is applied to 
make the final decision. 

In this comparative study, the performances of four statistical 

Fig. 20. Confusion matrices of prediction results of scenario SDS− 2 considering different levels of uncertainties.  
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learning models are evaluated based on the validation samples and re
ported in terms of the confusion matrix, which provides the counts and 
percentages of true positive (TP), true negative (TN), false positive (FP) 
and false negative (FN) of the predicted condition classes compared to 
real ones. Fig. 12 displays the results of the four learning models, in 
which the condition labels “1”, “2”, “3”, “4” and “5” represent the 
condition scenarios “intact”, “small damage”, “moderate damage”, 
“large damage” and “severe damage”, respectively. The overall accuracy 
of the validation samples predicted by the proposed EWOA− DSAE 
model is 94.4%, which is higher than those of DSAE, CNN and SVM 
models. In detail, for the EWOA− DSAE model, six intact cases are 
wrongly recognised as small damage cases; three small damage cases are 
wrongly identified as either intact (1) or moderate damage cases (2); five 
large damage cases are inaccurately identified as severe damage cases; 
all moderate damage and severe damage cases are accurately predicted. 
Only one damage case is incorrectly identified as intact condition, with 
0.5% false positive. However, for the DSAE model, more damaged cases 
are recognised as intact ones. In addition, although the 1D CNN and SVM 
have high capacity to distinguish damaged cases from intact ones, they 
fail to evaluate the damage severity. For instance, 11 large damage cases 
are wrongly predicted by the 1D CNN model and 12 moderate damage 
cases are inaccurately evaluated by the SVM model. 

Besides, several statistical evaluation indicators are defined for 
quantifying the performance of these models. The existing indicators are 
mainly used for evaluating the models for binary classification. Conse
quently, we consider the multi-class classification as multiple binary 
classifications and calculate the averaged values of these indicators, 
including averaged accuracy, averaged macro-F1 and averaged micro- 
F1. The detailed mathematical expressions of three indicators are dis
played in Eqs. (20)-(22) 

Accuracy=

∑Ncl

i=1
(TPi + TNi)

∑Ncl

i=1
(TPi + FPi + FNi + TNi)

(20)  

Macro − F1 =

2 • 1
Ncl

∑Ncl

i=1

TPi
TPi+FPi

• 1
Ncl

∑Ncl

i=1

TPi
TPi+FNi

1
Ncl

∑Ncl

i=1

TPi
TPi+FPi

+ 1
Ncl

∑Ncl

i=1

TPi
TPi+FNi

(21)  

Micro − F1 =

2 •

∑Ncl

i=1
TPi

∑Ncl

i=1
(TPi+FPi)

•

∑Ncl

i=1
TPi

∑Ncl

i=1
(TPi+FNi)

∑Ncl

i=1
TPi

∑Ncl

i=1
(TPi+FPi)

+

∑Ncl

i=1
TPi

∑Ncl

i=1
(TPi+FNi)

(22)  

where Ncl denotes the number of structural condition scenarios, which is 
Ncl = 5 in this study. Table 3 summarises the statistical evaluation results 
of these four models. As compared with the other three models, the 
proposed model has the highest performance indicators, namely, 0.9776 
for the averaged accuracy, 0.9455 for the averaged macro-F1, and 
0.9440 for averaged micro-F1. The evaluation results in Fig. 16 and 
Table 3 demonstrate that the proposed EWOA-DSAE is the best one in 
condition scenario classification and severity estimation among four 
models. 

In the same way, the EWOA-DSAE models corresponding to accel
erometers A2 to A15 are developed using the training data and then 

Fig. 21. Confusion matrices of prediction results of scenario SDS− 3 considering different levels of uncertainties.  
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evaluated using the validation data. Table 4 summarises the identifica
tion accuracies of all 15 optimized DSAE models for training, validation 
and overall data samples. Most models have satisfactory prediction 
performance (>90%) for the training samples, except EWOA− DSAE− 2, 
EWOA− DSAE− 4, EWOA− DSAE− 6, EWOA− DSAE− 10 and 
EWOA− DSAE− 11. The main reason for the low performance is that the 
corresponding accelerometers are perhaps affected by either the 
deployment location or sensor fault, which further influences the quality 
of measured data and training accuracy of the developed models. To 
address this problem, the D-S algorithm is utilized to fuse the outputs of 
15 EWOA-DSAE models to gain the final result. Here, ε1 and ε2 in the D-S 
decision criteria are respectively set to 0.1 and 0.2 to guarantee that the 
confidence of the correct proposition is obviously higher than that of 
other propositions in frame of discernment. 

Tables 5 and 6 provide an example of small damage case (CS1) to 
show how the EWOA-DSAE predictions are fused for the final decision. 
In Table 5, mi (i = 1, 2, …, 15) denotes the PA of the ith evidence, 
corresponding to the probabilistic output of the ith EWOA-DSAE model 
(EWOA− DSAE− i), and CS1− CS5 represent the five condition scenarios. 
The second evidence (m2), obtained from model EWOA− DSAE− 2 cor
responding to accelerometer A2, assigns more PA (confidence) to the 
condition scenario “intact” (0.7539) than “small damage” (0.2245), 
which is real structural condition. The same problem happens at sensors 
A8 and A13, in which the prediction outcome is “intact” rather than the 
real condition “small damage”. In addition, accelerometer A4 is hard to 
make the prediction, since the decision criteria is not satisfied due to the 
close PAs of propositions “intact” and “small damage”. Hence, if only 
one sensor or limited sensors are deployed to evaluate the structural 
condition, the diagnostic system either makes the wrong prediction or is 
difficult to make the prediction confidently. 

Table 6 shows the decision result of combing the predictions of 15 
accelerometers by the D-S algorithm. Using the multi-sensor fusion, the 
PA of correct proposition “small damage” has increased to 1, while the 
PAs of other propositions declines to 0, demonstrating a high confidence 
level. Fig. 17 portrays the confusion matrix of predictions of all the 
validation samples after data fusion. It is apparent that all samples are 
correctly predicted and the accuracy of proposed method can reach 
100%, demonstrating the promising potential in practical applications. 

5.2. Influence of sensor deployment on performance of proposed 
approach 

In the real situation, it is difficult to install so many accelerometers to 
monitor such a structural component due to the installation availability 
and economic consideration. Besides, the damage location is unknown 
beforehand in most circumstances. As a result, it is necessary to inves
tigate the influences of number and location of deployed accelerometers 
on the prediction performance of the proposed method. In this section, 
five sensor deployment scenarios are considered with detailed de
scriptions as follows.  

• Sensor deployment scenario 1 (SDS− 1): All the accelerometers are 
included.  

• Sensor deployment scenario 2 (SDS− 2): Accelerometers A2, A3 and 
A9 are included, which are installed close to real damage location.  

• Sensor deployment scenario 3 (SDS− 3): Accelerometers A5, A6, A7 
and A8 are included, which are installed far from real damage 
location. 

Fig. 22. Confusion matrices of prediction results of scenario SDS− 4 considering different levels of uncertainties.  
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• Sensor deployment scenario 4 (SDS− 4): Accelerometers A1, A2 and 
A10 are included, which are installed on the left of real damage 
location.  

• Sensor deployment scenario 5 (SDS− 5): Accelerometers A3, A4 and 
A9 are included, which are installed on the right of real damage 
location. 

Fig. 18 demonstrates confusion matrices of model predictions of 
scenarios SDS− 2, SDS− 3, SDS− 4 and SDS− 5, respectively. It is clearly 
observed that the proposed optimized deep learning models with multi- 
sensor fusion algorithm is capable of accurately diagnosing the pro
gressive damage, even if only limited number of accelerometers are 
deployed in the system. The accuracies of four scenarios for diagnosing 
the validation samples are 98.8%, 98.8%, 96.4% and 98.4%, respec
tively. For SDS− 2, all the intact cases are accurately diagnosed, and only 
three moderate damage cases are wrongly recognised as the small 
damage cases. Moreover, only 3, 9 and 4 cases are falsely predicted for 
SDS− 3, SDS− 4 and SDS− 5, respectively. A promising phenomenon can 
be found that none of damaged cases are identified as intact, which is of 
great importance for using the proposed method for damage detection of 
real structures. Table 7 displays the results of three statistical evaluation 
indicators of models developed for all five sensor deployment scenarios. 
The best performance is gained for Scenario SDS− 1, in which all the 
accelerometers are considered for damage diagnosis. Except SDS− 1, the 
SDS− 2 has the optimal performance with evaluation indicators of 
0.9952 of accuracy, 0.9883 of Macro-F1 and 0.9880 of Micro-F1, where 
only three sensors are considered in the system. The main reason for this 
result is that three sensors are deployed in the immediate area of the 
damage. Even though the SDS− 3 has four sensors installed far from the 

damage location, it has better evaluation results than SDS− 4 and 
SDS− 5, where three sensors are deployed on the left and ride sides of 
damage, respectively. Consequently, the number of accelerometers is 
more crucial than the sensor deployment location, because the diagnosis 
accuracy can be enhanced by multi-sensor fusion. 

5.3. Influence of uncertainty level on performance of proposed approach 
in damage detection 

It should be worth noting that in above analysis, the probabilistic 
outputs of EWOA− DSAE models are directly regarded as the probabi
listic assignments in D-S algorithm fusion, which indicates that the un
certainty in frame of discernment (Θ) is 0. However, in the real world, 
uncertainty always exists in the structural dynamics, due to inherent 
variabilities of geometric and material properties as well as unmodeled 
physics, which could not be neglected. Hence, in this section, the in
fluence of uncertainty on damage identification of the proposed method 
is studied. Both low and high levels of uncertainty are considered in this 
investigation, i.e. 10%, 20%, 50% and 70%. Suppose the uncertainty 
level is denoted by ul, the probabilistic assignments of elements in frame 
of discernment can be rewritten as: 

m*(Di) = (1 − ul) • m(Di), i = 1, 2,…, 5
m*(Θ) = ul

(23)  

where m(Di) (i = 1, 2, …, 5) denotes the PA of ith condition scenario 
without considering the uncertainty, which equals to the probabilistic 
output of EWOA-DSAE model; m*(Di) denotes the PA of ith condition 
scenario when the uncertainty level is ul. 

Fig. 23. Confusion matrices of prediction results of scenario SDS− 5 considering different levels of uncertainties.  
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Table 8 provides an example of PAs of a large damage case under the 
scenario SDS− 2, when the uncertainty level is 50%. In this scenario, 
only three accelerometers (A2, A3 and A9) are considered in the system 
for structural damage diagnosis. From the PAs of condition scenarios in 
the frame of discernment, the uncertainty (Θ) occupies the maximum PA 
for all three pieces of evidence, which means that it is very hard for the 
system to make the decision and the condition diagnosis result is “un
certain”. Furthermore, in m*

2, the focal element D5 (severe damage) has 
higher value of PA than real condition (D4), which indicates that the 
diagnosis result is more inclined to “severe damage” than “large dam
age” regardless of the influence of uncertainty. After fusing three pieces 
of evidence, the PA of correct proposition (D4: large damage) has 
increased to 0.7265, which is much higher than the PAs of other con
dition scenarios, as shown in Table 9. In the meantime, the uncertainty 
has decreased from 0.5 to 0.1649. 

Figs. 19–23 depict the confusion matrices of model predictions of all 
the sensor deployment scenarios considering different levels of uncer
tainty. From the results of scenario SDS− 1 in Fig. 19, it is clearly seen 
that the system can guarantee the high accuracy (98.8%) of validation 
case prediction for all the uncertainty levels. The main reason for this 
phenomenon is that in this deployment scenario, all 15 accelerometers 
are included for making the diagnosis and the uncertainty can be 
gradually eliminated via fusing all the sensor predictions despite of high 
uncertainty level. From the results of scenario SDS− 2 in Fig. 20, the 
proposed approach also exhibits outstanding performance with the 
prediction accuracy of higher than 98%, except the case of 70% uncer
tainty level. It should be noted that in Fig. 20 (d) a new label “6” appears 
in the confusion matrix, indicating the condition status of “uncertain”. It 
can be seen that for the scenario SDS− 2, there are 6 intact cases, 13 
small damage cases, 14 moderate damage cases and 5 large damage 
cases identified as “uncertain”, when the uncertainty level is as high as 
70%. The major reason leading to this embarrassed outcome is due to 
high uncertainty level and limited sensors (A2, A3 and A9) in scenario 
SDS− 2. Though the PA of uncertainty in frame of discernment can be 
diminished via the fusion operation, the fused result still contains higher 
PA in “uncertain” than other condition scenarios in frame of discern
ment because of fewer pieces of evidence (m*

i ), causing the decision 
system difficult to make a final diagnosis. Therefore, as aforementioned, 
the number of sensors is more important than the sensor location in the 
proposed method, since more sensors indicates more evidences for data 
fusion to reduce the uncertainty. This point can be well proved by 
comparing the results in Figs. 20 (d) and Fig. 21 (d), which is the 
confusion matrix for scenario SDS− 3 under 70% uncertainty level. 
Compared to SDS− 2, SDS− 3 has one more sensor in the system, but four 
accelerometers in SDS− 3 are located far away from the damage loca
tion. From the confusion matrices of both scenarios under 70% uncer
tainty level, the model for SDS− 2 has the accuracy of 84.8% with 38 
cases identified as “uncertain” while the model for SDS− 3 possesses 
higher accuracy of 97.2% with only 2 cases identified as “uncertain”. 
This comparative result is very promising for the application of proposed 
method in the field, because in real situations we do not know the 
damage location in advance. The results of scenarios SDS− 4 and SDS− 5 
are similar to that of SDS− 2. At the uncertainty levels of 10%, 20% and 
50%, the models corresponding to both scenarios can ensure high pre
diction accuracy of above 96%. However, at the uncertainty level of 
70%, the prediction accuracies for scenarios SDS− 4 and SDS− 5 are 
decreased to 86.4% and 85.6%, respectively, with several cases diag
nosed as “uncertain”. On the whole, combing the results of all the con
dition scenarios, it can be concluded that multi-sensor fusion is capable 
of effectively increasing the PA of correct proposition and lowering the 
uncertainty, which makes it the system easy to make a correct final 
decision. 

6. Conclusions 

This study develops a novel structural damage diagnosis framework 
by integrating PCA, DSAE, EWOA and D-S fusion techniques. The PCA 
eliminates noise and diminishes the dimension of the frequency domain 
data. The DSAE establishes a statistical DL model to predict the struc
tural condition. The EWOA is developed to find optimal meta- 
parameters of DSAE during the training process. The D-S evidence the
ory is utilized to combine the results from individual sensors to obtain an 
integrated diagnosis result. The developed framework is applied to a 
laboratory-tested beam model. The following conclusions can be drawn:  

• The developed EWOA introduces self-adaptive inertia weight and 
symmetric spiral curve path to improve search ability and avoid 
falling into local optimum. It outperforms the standard WOA and 
PSO in terms of optimization of meta-parameters of DSAE for 
structural damage diagnosis.  

• The proposed EWOA-DSAE, with self-adaptive optimization of model 
parameters, has higher diagnostic accuracy than the 1D CNN, SVM 
and standard DSAE models.  

• Combination of EWOA-DSAE and multi-sensor fusion algorithm is 
able to improve the diagnosis accuracy and enhance the confidence 
degree of diagnosis result, even under the condition of limited sen
sors and high uncertainty level. 

Even though the proposed framework has been proven to be effective 
in damage diagnosis of concrete arch beam with higher accuracy and 
confidence degree, there exists some limitations and disadvantages that 
hinder its real application. For instance, the framework in this study is 
mainly developed for concrete jack arch beam. However, in practice, a 
generalised method/framework that can be used to deal with different 
types of structures is preferable. Hence, whether it works for other types 
of civil structures needs further investigation. In addition, this study 
only considers the most vulnerable damage location. In real situations, 
structural damages may occur at different locations, and even multiple 
damages may exist simultaneously in the same structure. Accordingly, 
damage localisation is also a challenging task that needs to be addressed 
for practical implementation of the proposed framework. In future work, 
different types of structural models will be designed and fabricated in 
the laboratory. The proposed framework will be evaluated based on 
these models with the introduction of artificial damages of different 
locations and severities. Furthermore, transfer learning technology will 
be employed to transfer the proposed framework in this study, designed 
for damage detection of concrete jack arch beam, to the one that can be 
used for different types of structures to identify damage. 
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Appendix 

To assess the performance of the proposed EWOA in solving the optimization problems, a numerical investigation is conducted via comparison 
with other homogeneous heuristic algorithms (WOA and PSO) with regard to the solution error and convergence speed. The comparison is conducted 
based on 9 commonly used benchmark functions consisting of both unimodal and multi-modal nonlinear functions, the detailed information of which 
are shown in Table A1, including expression, parameter dimension and range, and expected value. A 2-D diagrammatic representation of 9 test 
functions is displayed in Fig. A1.  

Table A.1 
Details of test functions  

Index Expression of function Dimension Range Result 

TF1 f(x) =
∑n

i=1x2
i 30 [-100,100] 0 

TF2 
f(x) =

∑n
i=1 |xi| +

∏n

i=1
|xi|

30 [-10,10] 0 

TF3 f(x) =
∑n

i=1 ix4
i + random[0, 1) 30 [-1.28,1.28] 0 

TF4 f(x) =
∑D− 1

i=1 [100(xi+1 − x2
i )

2
+ (xi − 1)2

] 30 [-30,30] 0 

TF5 f(x) =
∑n

i=1 |xi sin(xi) + 0.1xi| 30 [-10,10] 0 
TF6 

f6(x) = − 20e

⎡

⎣− 0.2

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
1
n
∑n

i=1
x2

i

√

− e

(
1
n
∑n

i=1
cos (2πxi

)
⎤

⎦+

20+ e 

30 [-32,32] 0 

TF7 f7(x) = 0.1{sin2(3πx1) +
∑n

i=1(xi − 1)2
[1 + sin2(3πxi + 1)] + (xn − 1)2

[1 + sin2(3πxn)]}+
∑n

i=1u(xi,5,100,4)

u(xi,a,k,m) =

⎧
⎨

⎩

k(xi − a)m
, xi > a

0, − a < xi < a
k(− xi − a)m

, xi < − a 

30 [-50,50] 0 

TF8 
f8(x) =

1
4000

∑n
i=1

x2
i −

∏n

i=1
cos
(

xi
̅̅
i

√

)

+ 1 
30 [-600,600] 0 

TF9 f9(x) =
∑n

i=1 [x2
i − 10 cos(2πxi) + 10] 30 [-5.12,5.12] 0  

Fig. A.1. 2-D diagrammatic representation of test functions.  
Table A2 summarises the comparison results of three optimization 
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algorithms, in terms of maximum, minimum and averaged fitness values as well as standard deviation. It is clearly seen that the proposed EWOA has 
the optimal fitness values among three algorithms for all the cases. Even if EWOA has the optimization result of TF4 with apparent deviation from the 
expected value, it is superior to WOA and PSO in the evaluation indices. Accordingly, considering all the fitness results, it can be concluded that the 
proposed EWOA is more effective in solving optimization problems than the other two algorithms.  

Table A.2 
Optimization results of test functions using different algorithms.  

Function Method Maximum fitness Minimum fitness Averaged fitness Standard deviation 

TF1 PSO 8.56e-05 2.32e-14 1.84e-06 1.21e-05 
WOA 1.74e-70 1.30e-72 3.49e-72 2.46e-71 
EWOA 0 0 0 0 

TF2 PSO 3.54e-12 6.44e-15 3.19e-13 6.28e-13 
WOA 7.83e-47 5.03e-56 2.15e-48 1.16e-47 
EWOA 0 0 0 0 

TF3 PSO 10.1004 0.0156 1.6869 2.2314 
WOA 0.0306 5.11e-05 0.0044 0.0058 
EWOA 3.28e-04 3.85e-07 8.36e-05 8.77e-05 

TF4 PSO 1.66e+07 47.9918 1.38e+06 2.95e+06 
WOA 48.6844 47.2097 48.1551 0.4268 
EWOA 48.5710 0.0014 40.7742 17.9292 

TF5 PSO 178.9664 1.01e-14 62.8482 69.2822 
WOA 6.91e-49 3.32e-58 1.82e-50 9.84e-50 
EWOA 0 0 0 0 

TF6 PSO 4.8359 7.52e-08 0.0978 0.6837 
WOA 7.99e-15 8.88e-16 4.37e-15 2.73e-15 
EWOA 8.88e-16 8.88e-16 8.88e-16 0 

TF7 PSO 7.01e+07 4.2102 8.36e+06 1.31e+07 
WOA 2.2355 0.2688 1.2189 0.5295 
EWOA 0.2814 4.08e-06 0.0314 0.0523 

TF8 PSO 0.6239 5.51e-14 0.0532 0.1514 
WOA 0.2517 0 0.0093 0.0463 
EWOA 0 0 0 0 

TF9 PSO 39.8748 0 1.5033 6.3539 
WOA 1.14e-13 0 2.27e-15 1.61e-14 
EWOA 0 0 0 0  

Fig. A2 compares the convergences and accuracies of three algorithms in optimizing all the test functions. It is obvious that the PSO has better 
convergence than WOA and EWOA in most cases. However, it falls into the local optimal solutions for the functions of TF1, TF2, TF3, TF5 and TF9. The 
proposed EWOA, with a little lower convergence rate, has the best optimization accuracy for all nine functions. 
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Fig. A.2. Convergence comparison of different optimization algorithms.  
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