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In this article we consider flagged extensions of convex combination of quantum
channels, and find general sufficient conditions for the degradability of the flagged
extension. An immediate application is a bound on the quantum () and private P
capacities of any channel being a mixture of a unitary map and another channel, with
the probability associated to the unitary component being larger than 1/2. We then
specialize our sufficient conditions to flagged Pauli channels, obtaining a family of
upper bounds on quantum and private capacities of Pauli channels. In particular, we
establish new state-of-the-art upper bounds on the quantum and private capacities of
the depolarizing channel, BB84 channel and generalized amplitude damping channel.
Moreover, the flagged construction can be naturally applied to tensor powers of
channels with less restricting degradability conditions, suggesting that better upper
bounds could be found by considering a larger number of channel uses.

1 Introduction

Protecting quantum states against noise is a fundamental requirement for harnessing the power
of quantum computers and technologies. In a transmission line or in a memory, noise is modeled
as a quantum channel, and several accesses to the channel together with careful state prepa-
ration and decoding can protect quantum information against noise. The quantum capacity @
of a channel is the maximal amount of qubits which can be transmitted reliably, per use of the
channel. It can be expressed in terms of an entropic functional, the coherent information I,
which can be computed as a maximization over quantum states used as inputs of the communi-
cation line. The quantum capacity [L1097; Sho02; Dev05] of a channel can then be obtained as
a limit for large n of I. per use of the channel, for n uses of the channel. A striking feature of
the problem is the potential super-additivity of the coherent information [SS96; DSS98; SS07;
FWO08; SY08; SSY11; Cub+15; LLS18a; BL21; SG21; Sid21; Sid20; NPJ20; Yu+20], which
which hinders the direct evaluation of the quantum capacity imposing an infinite number of
optimizations on Hilbert spaces of dimension that grows exponentially in n. The existence of
an algorithmically feasible evaluation of the quantum capacity remains as one of the most im-
portant open problems in quantum Shannon theory [Hol19; Will7], while finding computable
upper or lower bounds on the quantum capacity constitutes important progress.

The phenomenon of superadditivity is not restricted to the quantum capacity, as it shows
up also for the classical capacity [Has09], the classical private capacity [Li+09] and the trade-off
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capacity region [Z7ZS17; Zhu+19]. In this paper we are also interested in the classical private
capacity, which is the optimal rate for classical communication protected by any eavesdrop-
per [CWYO04; Dev05]. In general this capacity is larger than the quantum capacity, but the
upper bounds we obtain in this paper hold for both capacities.

Extending previous results, in this work we formulate sufficient conditions to obtain non-
trivial upper bounds on the quantum capacity, using the so-called flagged extensions. A flagged
extension of a channel that can be written as convex combinations of other channels is such that
the receiver gets, together with the output of one of the channels in the convex combination, a
flag carrying the information about which of the channels acted. This technique is particularly
effective for a class of channels of physical significance, the Pauli channels. A qubit Pauli channel
describes random bit flip and phase flip errors, which is a fundamental noise model; moreover,
any qubit channel can be mapped to a Pauli channel by a twirling map [HHH99], which does
not increase the quantum capacity [BKN00]. With these new flagged extensions we improve
the results of [FKG20; Wan21] for two important Pauli channels: the depolarizing channel and
BB84 channel, which are both superadditive [SS96; DSS98; BL.21], and their quantum capacities
are not known, despite a long history of efforts [DSS98; AC97; Bru+98; Rai99; Cer00; Rai0l;
SS07; FWO08; Smi08; SSW08; Ouy11; Sut+17; LDS18; LLS18b; BL21]. We also find new bounds
for quantum capacity of the generalized amplitude damping channel [GP+09; BL20; RMG18;
KSW20; Wan21], improving the results of [Wan21]. The bounds we obtain are not necessarily
the best bounds available with these techniques, being just good guesses among all the instances
of flagged channels that satisfy the sufficient conditions. In fact, we obtain an infinite sequence
of optimization problem depending on the number of uses of the channel, each of which gives
a bound on the capacity. It is not clear if a phenomenon analogous to superadditivity appears
in this scenario. Even with one use of the channel, different choices of Kraus operators give
different bounds.

These bounds are based on the most fruitful technique to obtain upper bounds on the
quantum capacity: finding a degradable extension of the channel (e.g. [Smi08; SSW08; Ouyl1;
LDS18].) In fact, degradable channels [DS05; CRS08] have the property that the coherent
information is additive, therefore the quantum capacity is obtainable as the coherent information
of the channel. Moreover, a fundamental property of capacities is that they are generically
decreasing under composition of channels, a fact that has a clear operational justification.
It is also known that the quantum capacity of a degradable channel is equal to its private
capacity, therefore the quantum capacity of a flagged degradable extension of a channel is also
an upper bound for the private capacity of the original channel. Moreover, when the channel is
approximately degradable useful bounds can still be obtained [Sut+17; LLS18b].

In a previous paper [FKG20] we contributed to this line of work by considering a flagged
degradable extension of the depolarizing channel. While previous constructions [WPG07; Smi08;
SSWO08; LDS18] used orthogonal flags, our contribution was to consider non-orthogonal flags,
showing that degradable extensions can be obtained even in this less restricted setting, obtaining
better bounds. In a subsequent work [Wan21] the author combined non-orthogonal flags with
approximate degradability, improving the bounds further by searching for the flagged extension
with the best bound from approximate degradability. However, from careful inspection it seems
that the advantage of the approximate degradability technique in this context is that it finds
exactly degradable extensions for a choice of flags that our analysis did not cover. In fact, in
the present work we extend the sufficient conditions for degradability for flagged channels and
we find even better bounds by exploiting richer flag structures, while being able to reproduce
the bounds already obtained with approximate degradability techniques. In principle, the new
bounds could be obtained by extending the space of the flags, evaluating the bounds with the
approximate degradability method applied to the flagged extension, and minimizing over the



possible flags. Unfortunately, this brute force search with more flags and in a larger Hilbert
space for the flags becomes rapidly unpractical.

The outline of the paper is the following: after the preliminaries in Section 2, we show the
derivation of the sufficient conditions for degradability of flagged channels in Section 3. We then
apply this result to obtain a general bound on the quantum capacity of any channel which is
the convex combination of a unitary channel and any other channel in Section 4. In Section 5,
we briefly review qudit Pauli channels, then rewrite our sufficient conditions for Pauli channels,
where the bounds on the quantum capacity appear to have a simpler form; we also show that
two explicit choices of degradable extensions give state-of-the-art bounds for the quantum and
private capacities of the depolarizing channel and the BB84 channel. In Section 6, we apply the
our method to bound the quantum and private capacity of the generalized amplitude damping
channel. In Section 7 we add some observations about the possibility of getting even better
bounds with this method. We conclude with a summary of the results.

2 Preliminaries

We consider a finite dimensional Hilbert space H, and we denote the space of linear operators
on H as L(H). Then a quantum channel A : L(H4) — L(Hp) is a Completely Positive Trace
Preserving (CPTP) map with input system A and output system B. Any CPTP map can be
written in Kraus representation

T
Alp) = > " KipK], (1)
i=1
for some collection of Kraus operators {Ki}izl,,_.m satisfying the normalization condition
Yoy Kj K; = I. Equivalently, we can cast any quantum channel in the Stinespring representa-
tion

Alp] = Trp[VpVT], (2)

where V' is an isometry from H4 to Hp ® Hp, the system E formally acting as the channel

environment. For any Stinespring dilation one can define a complementary channel of A, that
is a channel A : L(Ha) — L(HE) defined as

Alp] = Tep[VpVT]. (3)

Stinespring dilations and complementary channels are uniquely identified up to an isometry
acting on the environment. If there exist a degrading channel W such that W o A = A, we
say that A is degradable [DS05] (since for a given channel different complementary channels
are related by an isometry, the corresponding degrading maps are also related by the same
isometry). We call a degradable extension of A if is degradable and there exist another
channel N such that N o = A. This is a particular example of a degradable lifting [WY16].

The quantum capacity of a channel Q(A) is the maximum asymptotic rate at which quantum
information can be transmitted reliably using quantum channel A. In [L1097; Sho02; Dev05] it
was showed that this quantity can be computed as

.1
QM) = lim ~Qu(A),  Qn(A) = max (A%, p), (4)
where I(A, p) := S(A(p))—S(A(p)) is the coherent information functional and S(p) := — Tr[plog p]
is the von Neumann entropy. Since the number of parameters grows exponentially with n, the
maximization over all input states of n uses of channel is computationally demanding. In



addition, one also needs to solve the optimization problem for any n in order to use the reg-
ularized formula to evaluate the capacity. We also consider the private capacity of a channel
P(A) [CWY04; Dev05], which is the maximum rate of classical communication protected from
any eavesdropper. This capacity also has a regularized expression

P(A) = Jim ~Pa(h),  Pa(d) = max{x(A%(€) ~ x(A7(ED)} o)

n—o00 N

where now the maximization has to be performed over all possible ensembles &, := {p;, p;} of
input states for n channel uses A®", and Holevo information of n channel uses is defined as

XA () = SAZ" (X _pips)) = D piS(A™" (p2)). (6)
In general, P,(A) > @, (A) and therefore P(A) > Q(A). Additivity of P(A) and Q(A) means

Qn(A) =nQ1(A) =nQ(A).  Pu(A) =nPi(A) =nP(A). (7)

In general additivity does not hold. However, for any degradable channel A, the coherent
information is additive [DS05], and we get a single letter formula for the quantum capacity.
Moreover, for degradable channels [Smi08]:

P(A) = Q(A) = Qi(A), (8)

therefore any upper bound we find on the quantum capacity via a degradable extension is also
an upper bound for the private capacity.

3 Sufficient conditions for degradability of flagged extensions

We outline a systematic construction of degradable flagged extensions for any convex combina-
tion of channels, i.e. channels of the form A = Zé:o pil\i, with {p;}i=o,..; a set of probabilities
and with A; channels themselves. We establish the following;:

Proposition 3.1 (Sufficient conditions for degradability of flagged extensions). Let
A be a channel acting on the quantum system A and its flagged extension

!
= pihi ® |¢3) (¢4l (9)
i=0

with |¢;) normalized states of an auziliary system F. The map is degradable if there exists

a choice of Kraus operators {Kj(i)}jzl,m,n for each channel A; and an orthonormal basis {|i)};
for the space of F', such that

(@|oi) VoK KY = (ilgy) yor KV K vigil g (10)

Proof. Observe that starting from a Kraus set { K ](Z)} j=1,..,r; of the channel A;, we can construct
the following isometric Stinespring dilation for such channel,

Viloha =5 KD 1011 1) 5 (1)

J=1



for all |1)) 4 states of A, with the systems B and B playing the role of the effective channel
environment. A Stinespring representation of the flagged channel (9) can then be obtained as

l
VI g =D VoiVil) 4 loi)p (12)
i=0
which, via Eq. (3) allows to express the complementary of the flagged channel as

M) 4 szpwwﬂmWW<WW- (13)

Our goal is to find a channel such as W that degrades the flagged channel to its complementary
channel i.e. Wo = . A natural candidate for the Stinespring representation of the degrading
channel is as follows

V) ali)p = Vil) 4 - (14)
Consider hence the following state

l

l l
VVIE) o =D VBiV'Vil)albide =D 3 /bi (i'i) Vi Vi [1) 4
=0 1=04/=0

T T

—ZZZZ ) VB KD 1) 4 105 10) 5 1) g 1) 5 (15)

1=04'=07=15'=1

where for ease of notation (i’|¢;) stands for p(i’|¢;) . By construction the states of subsystem
BB and B'B’ are equal to [|¢) (¢|] and W o [|9b) (|| respectively. Therefore, a sufficient
condition for the degradability of is that V'V |¢) , is invariant if we swap subsystem BB with
B'B’. Writing the swap operator as S, we have

T4 T

&WVWA—ZXDQZ @16y VK K [0) 4105 15) 5 1) 0 7Y 5

1=04'=07=15=1
T4 T

—ZZZZ\@IKWWMMU%MME

1=04'=07=15=1

l L ry Ty ) ,
=3NS i) Ve KK [0y 4 )5 195 1) 1) 5

i=0i'=0 j=1 j/=1
=V'VIY) 4, (16)

where we used Eq. (10) in the second equality. Since S, V'V [¢) 4 = V'V |¢)) 4, the flagged
channel is degradable.
O

In this way we reduced the degradability conditions to commutation conditions on the Kraus
operators. In the case that all the Kraus operators commute, we choose all of the flags to be
equal to [¢;) = |¢) = >, \/Dj|j) to satisfy the degradability conditions, therefore the original
channel itself is degradable. In this way we can recover the known fact that channels with
commuting Kraus operators are degradable [DS05]. In the case that the Kraus operators of
each A; commute with each other i.e. K](Z)Kj(f) = KJ(.,l)K](Z) V4,4’,i, we can choose orthogonal
flags |¢;) = |i) to construct a degradable extension. However, our proof is not sufficient to
recover the known fact that orthogonal flagged convex combination of degradable channels are



degradable. Nonetheless, by allowing in our construction more freedom in the choice of V' we
can recover this fact. In particular, one can use V'[y) 4 i) p = 371, D]@ V) 4 |%) g |7) 5/ where

Dj@ are the Kraus operators of the complementary of the degrading map of A;. Therefore,

allowing arbitrary D](-i) and checking for equality of partial traces in the systems BB’ and BB’
one obtains more general sufficient conditions, covering both the case of Proposition 3.1 and
orthogonal flagged convex combination of degradable channels.

4  General applications

4.1 Convex combination of a unitary operation with an arbitrary channel

Consider a channel that is obtained as a convex combination of a unitary mapping induced by
the unitary operator U plus an extra CPTP term Aq, i.e.

Alp] = (1 = p)UpU" + pAilp] = (1 = p)UpU' +p >~ KjpK] (17)
=1

where p € [0, 1] and the K; being a Kraus set of A;. As the quantum and private capacities are
invariant under unitary transformations, in what follow without loss of generality we shall set
U as the identity map I, redefining the rest accordingly if necessary. Following the construction
of the previous section we hence define the flagged extension (see Eq. (9)) of A as

[p] = (1 =p)p @ |¢0) (b0l + pAip] @ |¢1) (1 , (18)
for which the degradability conditions in Eq. (10) becomes
(Lgo) v1—p={0l¢1) vp,  (llo1) K;Kj = (l]¢1) Kj K . (19)

Since K operators do not need to commute, we set (1|¢1) = 0 and if p < 1/2 we get the

following solution
—2p
1) =10),  l¢o) = \ \/ |1 (20)

Surprisingly, without any assumption on the form of A1 we found a regime for which the channel
in Eq. (18) is degradable with non-orthogonal flags. Therefore, we get the following upper bound

QMA) <Q()=0a1( ). (21)

Note that, in the same regime p < 1/2, one also has that the extension with orthogonal flags
is degradable. Consider indeed a map acting as follows on product states (it can be trivially
extended): Wip ® [do)dol] = =22 |0X0] @ [o)dol + 25A1lp] @ 61 )61, Wlo @ [éaNen]] =
|0X0] ® |po)po|. One can verify that this map is a valid degrading map. However, the extension
with non-orthogonal flags has a lower quantum capacity and therefore gives a better upper
bound. Note also that one can also consider the family of extensions

el == (1= )1 =p)p® |po) (ol + (1 = p)p+pAalp]) ©161) (o] . (22)

: . 1-2(p+c2—
which according to Eq. (20) are degradable for | {¢g|¢1) |> = %;’;; for 0 < ¢2 < (1 p)

Each of these extensions gives an upper bound, and the best bound is found by minimization.

QMA)<  min Qi ). (23)
0= <3




Putting A1[p] = I/d, one recovers degradable flagged extension of depolarizing channel. The
best previous upper bound for qubit depolarizing channel is given in [Wan2l1]. In [Wan21],
by fixing the structure of the flagged extension as in Eq. (18), the author found the optimal
upper bound for the quantum capacity of the qubit depolarizing channel using approximate
degradability, and minimizing over flagged extensions. In fact, the best bound with this method
is obtained for an exactly degradable extension, and the flags giving the optimal upper bound
in [Wan21] are the same that we find analytically in Eq. (19). On the other hand, considering
the family of extensions Eq. (22) we can also recover mixed state flags associated to the identity
channel, by writing

[l = (1= p)p® (1= ) [g0) (g0l + ¢ ¢1) (¢n]) + pAs[p] @ [61) (] - (24)

For ¢? = %, (¢o|#1) = 0 and we recover the best bound from [FKG20], obtained with the
same flag structure. The minimization over ¢ gives in general some improvement on this class
of upper bounds.

Another non-trivial construction is the following: if K; =, /p;U; for some unitaries U;, with
> i—1pj =1 —p, then we can consider the mixed unitary flagged channel,

Alp) = (1= p)p @ |poXol + > piUspUl @ ;X5 (25)
j=1

and any flag choice such that

(i|¢;) = 0 if i # 0and j # Oandi # 7 (26)

gives a degradable extension. The best upper bounds we obtain from degradable extensions
with more than two flags, for the depolarizing channel and BB84 channel, have exactly this flag
structure. However, the degradability conditions are more general than this and we give a more
specialized treatment to these channels in the following sections.

Finally, as an extension of the argument presented in Eq. (24), we remark that even gen-
eral extensions with mixed flags can be considered in this framework, by changing the convex
combination considered. For example, a rank two flag can be introduced by splitting a term
KpK' @ (q|0X0] + (1 — q) [1X1]) = yaKpy/ak' @ [0)0] + T = gKpy/T—gK' & [1)1], where
we now flag a channel with new Kraus operators \/gK and /1 — ¢K, each with a pure flag
associated.

5 Pauli channels

In this section we concentrate on an important subclass of mixed unitary channels, the Pauli
channels, which describe random bit flip and phase flip errors in qubits and their generalization
to qudits models. For this class of channels the structure of degradable flagged extensions
is quite rich and the upper bounds can be made more explicit. The following treatment of
generalized Pauli channels follows the phase-space description of finite dimensional quantum
mechanics [Woo87; App05; Gro06; GE08; dBel3; GNW21].

5.1 Qubit Pauli group

We start by recalling the Pauli group of one qubit:

P = {+1,+il, + X, +iX, +Y, +iY, + 7, +iZ}, (27)



where

A R I )]

The Pauli group of n qubits is obtained as the tensor product of n copies of the Pauli group of
one qubit P" := {®}_ wj|lw; € P}. For our purposes it suffices to consider P" := P"/C", the
quotient of the Pauli group with its center C" := {£+I®" +i1®"}. Each element of P" can be
identified by a pair of n bit-strings = = (¢, p) according to the definition

Plgp) =171 @y ZP XY (28)

It is then immediate to see that for any two z = (¢,p),y = (¢',p') we have P, P, = (—1)@¥) P, P,
where

(z,y)=p-q¢ —q-p’ mod2, (29)
and that Tr[P;] = 2d,.

5.2 Qudit Pauli group
The generalization of the Pauli group for one qudit is the group W, generated by 71 (7 :=

(d24+1)mi

e a ), and the Weyl-Heisenberg operators X, Z acting as

X|j)=1]j+1) modd,  Zj)=eT]j)  j=0,.,d—1. (30)
For several qudits, likewise we set W} := {®§L:1wj|wj € Wy}. The center of this group is still
a set of multiples of the identity C7 = {77I®" : j = 0,...,D — 1}, where D = d if d is odd and
D = 2d if d is even; we define W} := W} /C’. Each element of W]} can be identified by a pair
of n Dit-strings = = (g, p) € Z%* according to the definition

(d2+1)mi ‘ )
Wigy =™ 0 ) @iy ZPi X%, (31)
By close inspection it holds that
W, W, = e @ @UOW,W,, (32)
where now
(r,y)=p-¢' —q-p’ mod D. (33)
Moreover, for any x, z € Z%" we have
Wards = (—1)(d+1)<”’Z>Wx, (34)

and Tr[W,] = d"d,0.

5.3 Flagged Pauli channels

Each element of W} is a unitary matrix, therefore it describes a reversible evolution of the
system of n qudits. Pauli channels are defined as convex combination of Pauli unitaries:

Dwlp] = Z szmPW;a (35)

2
zeZ"

where now it suffices to sum over Zg” instead of Z%1 because of Eq. (34), and they are paramet-
rically described by the probability distribution w(z) = w,. For these channels, our sufficient



conditions for degradability are less stringent than in general, because of the relations (32) oc-
curring for any couple of Pauli unitaries. To construct the flagged version of these channels, we
note that the flags live, without loss of generality, in a Hilbert space Hr of dimension d?, with
computational basis {|x>}xezin. We also consider the space Ho ® Hp, with He isomorphic to
Hp, and denote the partial trace with respect to He as Tro|].

Consider a flagged Pauli channel &

CI)\II[/O] = Z szxpW:I ® |¢x><¢a:‘ ) (36)

erfl”
where the label U determines ®y through the definition of the state |¥) € Ho @ Hp as

O) = > Vuzlo)e®1oa)p = Y. Vz(Ylea) |z)c @ 1y)p - (37)

zezZin x€Z2n yeZin

We define the projectors II; on He ® Hp projecting on span{|z) |y) — eI ly) |z) : (z,y) =
jmodd}. For a probability vector w over Z%", we denote its Shannon entropy as S(w) :=
— erzgn wy log w,. With these definitions, we are equipped to establish the following proposi-
tion:

Proposition 5.1 (Upper bound on the quantum capacity of Pauli channels). Given
a Pauli channel Oy, for any |V) € Heo ® Hp satisfying

Tr[IL; [¥)X¥|] =0 Vj € {0,...,d — 1} Tr[(|z)z| @ 1) |¥NVY|] = w, Vo eZZ. (38)
the quantum and private capacities of Py satisfy
Q(Pw)< P(Pw) < nlogd — S(w) + S(Tre[|U)X¥]]). (39)

In particular, the optimal upper bound is obtained by minimizing S(Tro[|U)XV|]) with the con-
straints (38).

Proof. Given a channel of the form (36), consider a state on Ho ® Hp of the form
Any state |¥) on He ® Hp satisfying the second condition in Eq. (38) can be written as

W)= > Vula)o ®lba)p = D Ve ylbs) [2)e @ y)p, (40)

zezZn xeZ?" yezZin

identifying a flagged extension ®y of ®y,. Moreover, the degradability conditions for &y
can be rewritten as

Te[IL; [U)]] = 0 Vj € {0,....d — 1}, (41)

therefore ¢y is degradable. For flagged degradable Pauli channels, Q1 = @ has a very
simple form. By the covariance property of (flagged) Pauli channels, ie. ®g¢[W,pWi] =
(Wy @ I®y[p] (W) ® I) for all W, € W%. Moreover, we can also write the coherent infor-
mation as I.(Pw,p) = S(Pw[p]) — S(Pw ® Z[|p)){{p|]), for any purification |p)) of p and Z
identity channel, therefore using unitarily invariance of the von Neumann entropy and covari-
ance we have I.(®y, p) = I.(®g, W,pWJ). By concavity of coherent information for degradable
channels [YHDOS], we thus get

I

1 1
I(®w,p) = J2n Z IC(CD\I,,meW;) < I(Pw, 2 Z szW;) = I.(Pw, de)

xezin xezZ2"

(42)



Therefore, the maximum of coherent information corresponds to the maximally mixed state,
which is purified by the maximally entangled state |Z) = d"% > j=0....d—117) @ 7). It holds that

E|Wiw, @ IE) = 4 Tr {W;Wy} = 0y, therefore

Qi(@0) =5 (u | 2] ) = S0 @ IIZNEN) = nlogd + SO wsl6.)eul) - S(w)
erfln
=nlogd — S(w) + S(Tre[[W) ), (43)
hence leading to Eq. (39). O

Note that the minimization problem suggested by Proposition (5.1) is non-convex, therefore
it is hard to treat numerically. Its solution is also not unique in general. However, some useful
upper bounds on the quantum capacity can be obtained, case by case, by simply minimizing
over families of states which satisfy the constraints, but can be expressed in terms of a few
parameters. In this way, we obtain state-of-the art results for the depolarizing channel and the
BB84 channel. As a side comment, the treatment in this section does not seem to cover the
flag choice of [FKG20; Wan21] for the depolarizing channel. However, this is easily amended by
splitting the Kraus operator proportional to the identity in Eq. (35) into two Kraus operators
with suitable probabilities, and assigning a different flag to each of them, respecting the sufficient
conditions for degradability (see the comments after Eq. (21)).

5.4 Depolarizing channel

The depolarizing channel on one qudit is

d>—1 P t
PPt > WapW. (44)
xEZZ\{O}

Aglp] = (1 -

The symmetries of this channel causes some potential redundancies in the states that achieve
the optimal upper bound according to Proposition (5.1). Consider the unitary operation U,
indexed by permutations o € Sg2_; which act by permuting the orthogonal set {|$>}mezi\ (0}
while leaving |0) invariant. Then, for any state |¥) satisfying the constraints, U, ® U, |¥) also
satisfies the constraints, and it has the same entanglement entropy S(Trc[|UXV[]) = S(Tre[Us,®
Uy |¥X¥| (Uy @ Uy)']). We cannot establish if the minimization problem has a unique solution,
but if this was the case, then we could restrict the candidate states to those which are invariant
under U, ® U, for every ¢ € Sp_;. We just take this observation as a suggestion for a
guess, and we minimize S(Trc[|¥)¥|]) on this restricted family of states. This is convenient
because S(Tro[|U)¥|]) can be determined analytically and we can reduce the problem to a
one-parameter minimization.

Proposition 5.2. Any |V) satisfying the constraint Eq. (40) for the map of Eq. (44) and the
condition |¥) = U, ® U, |¥) can be parametrized with three complex variables o = (0,0[¥),
B =(0,z|¥) for x #0, v = (z,z|V) for x # 0. Accordingly we can write

S(Trc (W) = ~(& = 2y log () — vr log vy —v-logo-, (45)

with

v = %(10\2 + 72+ 20812(d — 1) £/ (laf2 = 712)2 + 4(d2 — 1)|BPla+*[2).  (46)
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Proof. From the constraints we have that § = (0,z|V) = (z,0|V), and from the action of a
permutation Uy, that exchanges x,y # 0 we have (0,2 Uy ® Uyy [¥) = (0,y|¥). From the

constraints we have that (z,y|¥) = e~ @ @Y (y, z|¥) for z # y, x,y # 0, then (z,y| Upy ®

2mi

Usy |W) = (y,2|¥) = ™ "& @) (y, 2| W) = 0. Also, (@, 2|¥) = (z,2|Uyy |¥) = (y,y|¥) = 7 when
x,y # 0. This completes the parametrization. The eigenvalues of Tre[|¥)¥|] can be determined
from the singular values of the matrix My of coefficients of |¥) = 37,720 ycz2n, Moy |2)c®|y) p-

We have that the coefficients of MTM are

M™Moo = [af? + [B(d* =1) MMy, = aB*+ 87", z#0 (47)
MMy =182 2#y, 2,y#0 MM, =8>+ z#£0. (48)

Then MTM — |7|2I has rank 2 and the nonzero eigenvalues can be determined by solving a

quadratic equation.
O

Proposition 5.3. For |V) satisfying |¥) = U, @ U, |V), the minimization of S(Tro[|U)XW]]) is
a one-parameter minimization problem.

Proof. From the expression of S(Tr¢[|¥)X¥|]) in Eq. (45) and from Eq. (46) it’s evident that
the result does not depend on the phases of «, 8 and v except for the term |o + ~*|, which
should be maximized. This happens without loss of generality if & and +* are real and positive.
Then the two constraints |a|? + (d? — 1)|3]2 = (1 — dz;lglp) and [B[*> + |y]* = % eliminate the
remaining two parameters, with the constraint that ~ is such that |al, ||, |y] < 1. O

Summarizing, from Proposition 5.1 and 5.2 we obtain

Q(Ap) < P(A)) < logd — S(w) + S(Trc[| W) ¥|))

> -1 d? -1 p(d? —1 P
_logd—(l—d2p>log<1— 7 p)— (d2 )long

— (@ = 2)P1og (|7 ) = vi (1) log vy (172) — v (v logv-(17?),  (49)

where the allowed values of v and the dependence on 7 of v (]y|?) and v_(|y|?) are obtained
as in the argument of Proposition 5.3, i.e.

2 2
ve(z) = % (1- (@ -2)) £ ;{ (1 _ 2%% (& — 2)x>

1/2
+4(d* - 1) (52—3;) (xd2+2\/§\/x(d2—1)—2p(d22_1)+1—2p(dQ_1)+1) } .

d a2
(50)

The bound Qfnin obtained from this one-parameter minimization can be combined with the
no-cloning bound [Bru+98; Cer00; Smi08; Ouy11]

Q(AY) < (1 24)) 10gd. (51)

using the fact that the convex hull of upper bounds from degradable extensions of the depo-
larizing channel is itself an upper bound [Smi08; Ouyll]. A comparison between the most
competitive upper bounds for d = 2 is shown in Figure 1, where we can see that the bound

11
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Figure 1: Bounds on the quantum capacity of the depolarizing channel for d = 2. Here Qcony is the convex
hull of the available upper bounds from degradable extensions, Qi is the new upper bound, obtained from
Eq. (39) by plugging in the expression Eq. (45) and minimizing over +, eliminating the other parameters as
explained in the proof of Proposition 5.3. @Q; is the lower bound given by the coherent information of one
use of the channel. Q1 pg is the bound from [LDS18] and Qw is the bound from [Wan21].

we obtained outperforms all previous bounds in the whole parameter region. An improvement
with respect to previous bounds can be obtained also for generic d, and we show as an example
the bound for d = 4 in Figure 2. In this latter case, the bound from the convex hull is improved
considering also the bound from Eq. (23).

5.5 BB84 channel

In this section we consider the channel that describes the famous quantum key distribution
protocol by Bennett and Brassard [BB14]. In its general form the channel is

By pslpl = (1 —px —pz +pxpz)p+ (px — pxpz)XpX + (pz — pzpx)ZpZ + pxpzY pY,
(52)

As in [Sut+17] and [Wan21] we restrict to the case px = pz = p. The flagged extension we
consider is

Bpwlp] = (1= p)?p @ |doXdo| + p(1 — p)XpX @ |p1)}d1| + p(1 — p) ZpZ ® |da) 2]
+p*Y pY @ |d3)3] - (53)

12
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Figure 2: Bounds on the quantum capacity of the depolarizing channel for d = 4. Here Qcony is the convex
hull of the available upper bounds from degradable extensions, Q¢min is the new upper bound, and Q) is the
lower bound given by the coherent information of one use of the channel. Qrx¢ is the bound from [FKG20]
and Qou is the bound from [Ouyl1]. Note that in the main plot Qgmin is the bound in Eq. (23), since at
scale used the bound with more flags is not noticeably better; the situation is different for very small p, in
the regime plotted in the inset: here we report Qcony Obtained from Eq. (39) by plugging in the expression
Eq. (45) and minimizing over ~, eliminating the other parameters as explained in the proof of Proposition 5.3

(see Eqg. (49) and Eq. (50)).
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Figure 3: Bounds on the quantum and private capacity of BB84 channel. @) is the coherent information of
BB84 channel. Qgmin is the new upper bound obtained by the degradable extension, from Eq. (39), using
the parametrization for the flags in Eq. (54), for a suitable choice of the parameters. Q is the upper bound
obtained in [Wan21]. Qgg is the upper bound derived in [Smi08].

We choose the following parametrization for the flags

|po) = /1 —2a2 —3210) + a|l) + «|2) + 53)

|é1) +y/1—a?=~%1) —7[3)

|p2) = al0) + /1 —a? —~?|2) —~3)

|p3) | >+c|1 +c¢|2) +V1I—-0b2—-2c2|3) , (54)

where we impose the parameters «,3,7,a,b,c to be real and satisfying the normalization
conditions for the vectors in Eq. (54). The degradability conditions in Eq. (10) imply that

a=a pil pp2, 8= bfp and v = ¢, /1’%}). This is not the most general parametrization for the

flags, however, because of the symmetry between the bit flip and phase flip error in Eq. (52), we
chose this parametrization. Any set of flags in the form of Eq. (54) will result in a degradable
extension of BB84 channel. Therefore, to get the best upper bound for the quantum capacity
or private capacity of BB84 we should minimize the coherent information of its flagged channel
with respect to three free parameters a, b, c. We have compared the result of the optimization
with the previous bounds in Figure 3. The bound in [Wan21] by Wang can be reproduced in
our framework just by choosing a =b=1, c=0.

6 Generalized amplitude damping

In this section we consider a bound on the quantum capacity of the generalized amplitude damp-
ing channel, which is a model of thermal loss on a qubit, relevant for quantum superconducting
processors [CB08]. The generalized amplitude damping channel can be written as

Ay nlpl = N Aylp] + (1= N) X o A, 0 X[p], (55)

14



where A, y is the conventional amplitude damping channel, with Kraus operators K; = (|0)(0]+
VI —y|1)1]) and K3 = /7 [1){0|. While A,, and X oA, 0 X are degradable and their quantum
capacity can be computed [GF05], their convex combination is not, and its quantum capacity
is not determined. Previous upper bounds have been obtained by [RMG18; KSW20; GP-+009;
Wan21]. In particular [Wan21] used the following flagged extension together with approximate
degradability to get the tightest bound available:

Ay ol = N Aylp] @ [0X0] + (1 — N) X 0 Ay 0 X[p] @ [1)1], (56)

In fact this extension is exactly degradable: the output of a complementary channel is
Ay 1ol = N Aylp] @ [0)0] + (1 — N) X 0 Ay o X[p] @ [1X1], (57)

and if the degrading map of A, is W,,, we have AgN[p] = (W, ®[0)}0|-+X oWy o X @|1)(1])o. A} o]-
The quantum capacity of this extension can be evaluated to be Q(.A;N) < (1 -=N)I.(Ay,p)+
NI, (XoAyoX,p)=Q(Ay). This simple bound seem to not have been pointed out previously,
and the actual quantum capacity Q(.A v, N) is very close to it. Moreover, the structure of the
generalized amplitude damping is such that one can get better bounds from different degradable
extensions, where we adapt the argument by [SmiO8] on the depolarizing channel:

Proposition 6.1 (Combining bounds of degradable extensions of generalized am-

plitude damping). For any collection of degradable extensions AZ%Z, 1=1,...,1, for any yo

the quantum capacity of Ay, n is upper bounded by the convex hull of Q(Aex“) i =1,...,1, as
functions of the variable N.

Proof. For any Nj, Ny such that N = ¢N; + (1 — ¢)Nay, 1 = N =1 —¢gN; + (1 — q)Ny =
q(1—N1)+ (1 —q)(1 — N3), we have

Aynlpl = a(N1 Aylpl+ (1= N1) X o Ay o X[p]) + (1= q) (N2 Ay[p] + (1 — N2) X 0 Ay 0 X[p]) (58)

If AZQCM and Aewt 7 are degradable extensions of Ay N, and A, y, respectively, then q.Amt i
|0XO] + (1 — )Azx]ié ® |1)1] is a degradable extension of A, x with quantum capacity less than
t tj
gQATR) + (1 — Q) QAY).
O

In addition to the extension proposed by [Wan21], we find two other degradable extensions
using the results of this paper. The first is obtained observing that the following set is also a
good choice of Kraus operators

A= \/N(L= N)(T—y+ D(0Y0] + [1)1)) = /N1 = N)(VT—y+ 1T
Ay = /(1= N)y|1)0

(

(
As = (1= N) = NI —g)[0)0] + (1 — N)yI—g — N) |11 (61
A4=”|0 X1 (

We notice that Ap is a rescaled unitary operator, therefore we can directly apply the bound of

Eq. (21) with (1—p) = N(1— N)(y/T — y+1). This bound is applicable if N(1—N)(y/T—y+
1)2 > 1/2. Moreover, at N = 1/2, the generalized amplitude damping becomes a Pauli channel:

Loyt Ty 12Ty

-Ay05(p) 9 )

ZpZ + = (YpY + XpX) (63)
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and we get a more refined bound Qgmin(y), using the techniques of the previous sections, in
particular with the same flag structure of BB84 Eq. (54). Putting all together, we observe that
the bound by [Wan21] remains the best one at high y, but at low y it is beaten by the following
bound allowed by the convex hull argument:

Qconv(yv N) = 2NQfmin(y) + (1 - 2N)Q(-Ay) (64)

and using the full convex hull bound does not give substantial improvements. We plot the
results in Figure 4.

7 Discussion

In the examples we provided we did not try to numerically optimize in the whole parameter
region allowed by the sufficient conditions for degradability. Indeed, the minimization of the
upper bound is not a convex optimization problem and would require brute force search, but
there are already many parameters for Pauli channels and d = 2, n = 1. However, we stress
the fact that the family of upper bounds for the quantum and private capacity of a channel
A is even larger in principle, as one can consider the flagged extension of A®¥: a degradable
flagged extension of A gives also a degradable flagged extension of A®* but the converse is not
true. We tried to search for a better upper bound of the quantum capacity of the depolarizing
channel with two uses, by restricting brute force search to certain parametrizations of the flags,
but the attempts we made did not show anything better than the £ = 1 bound. It is desirable
to further investigate if £ = 1 gives already the best upper bound or a phenomenon similar
to superadditivity shows up for flagged extensions. Moreover, the extensions we obtained are
explicitly dependent on the Kraus representation chosen, which is not unique. We did not find a
way to identify an optimal choice of Kraus operators. Since for any channel the number of Kraus
operators can be increased arbitrarily by a suitable isometry, it is conceivable that one needs to
look at an unbounded space of flags to optimize the upper bound of degradable extensions. As a
side note, we point out that the mixed flags extensions as considered in [FKG20] can be treated
in the formalism of this paper, just by splitting the Kraus operators into Kraus operators with
proper probabilities.

8 Conclusions

We have introduced a method to construct degradable extension of quantum channels which
can be written as the convex sum of other channels. This method is of general applicability,
and we showed that it gives state-of-the-art upper bounds on the quantum and private capacity
of two important Pauli channels, the depolarizing channel and the BB84 channel, and of the
generalized amplitude damping channel. By virtue of its simplicity, we believe it can be used
with success for many other channels too. The method could in principle give better bounds by
considering different Kraus representations and flagged extensions of several uses of a channel,
and it would be interesting to study its limitations.

Note added: after the initial submission of this paper, the authors have also obtained upper
bounds for the quantum and private capacities of phase-insensitive Gaussian channels, using an
extension of the technique proposed here [FKG21].
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Figure 4: Bounds on the quantum capacity of the generalized amplitude damping, for three values of N. Q1 is
the lower bound given by the coherent information of one use of the generalized amplitude damping (see also
lower bounds from [BL20], which give improvements mildly visible at this scale). Qcony is the new upper bound
from Eq. (64), Qw is the upper bound obtained by Wang [Wan21], Qpp and Qg are obtained in [KSW20]
respectively from data-processing and Rains information. Previous upper bounds [RMG18; GP+09] are worse
and not plotted.
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