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Abstract. Software systems bring great benefits to people’s lives. Nev-
ertheless, they can cause issues in terms of social and ethical implica-
tions toward individuals and society, and compromise their ethical val-
ues. Therefore, it is crucial to consider all potentially-concerned stake-
holders during the system design process, as they are the primary source
of value- and requirements identification. In this study, we aim to evalu-
ate the effect that two ethics-driven instruments we have created (i.e., a
stakeholder map and a value model) may have on supporting ethical
considerations (such as stakeholder and ethical value), using the case of
a model-driven access control system. The paper presents the insights
gained from this evaluation, performed as a retrospective study.

Keywords: Stakeholder · Ethical value · Software system · ACS.

1 Introduction

With the growing digitalization and the increasing reliance on software systems,
ethics in software engineering has gained significant attention. This is because
of the social and ethical implications these systems have on individuals and
society. Software systems can undermine ethical values, leading to issues such as
restrictions on personal freedom and violations of privacy. Such issues, therefore,
reinforce the need to focus on software systems and architectures from an ethical
standpoint. As pointed out in [1], it is essential to focus on ethical considerations,
such as stakeholder, ethical concern, ethical value, and ethical decision, at the
early stages of system design (e.g., when making architecture design decisions).

With these premises, stakeholders play a critical role in incorporating an
ethical perspective in software systems, as they are the primary source for value
and requirements elicitation [3]. Accordingly, it is important to account for the
plurality of values in design decision making, especially when there are vari-
ous stakeholders who software systems may directly or indirectly impact. For
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instance, consider the case of facial recognition technology in access control sys-
tems used at airports [6]. In such cases, there is a tendency to overlook the needs
of specific groups, such as people of color or those with disabilities, as the focus
is primarily on security benefits. This can result discrimination and potential bi-
ases against these individuals. Thus, it is crucial to equip software designers with
instruments that facilitate the inclusion of a wide range of stakeholders and their
values by focusing on software systems’ ethical and social implications. These
instruments should enable designers to explore various potential stakeholders of
the system, either affecting or being affected by it, and prompt designers to ex-
plore different aspects and scenarios in which they can be affected by the system
from an ethical perspective.

To this end, we introduced two ethics-driven instruments, namely a stake-
holder map and a value model [2]. The stakeholder map outlines the three over-
arching stakeholder roles that may directly or indirectly receive benefit/harm
from the system. The value model is a classification of values usually considered
in software design and a representation of relations among values. In this work,
we evaluate these instruments with a retrospective study examining the effects
of utilizing them on stakeholder inclusion and value diversity within the context
of a model-driven Access Control System (ACS) [4] (Sect. 2). The selection of
the ACS as the case of our evaluative reflective study is justified by its critical
role in controlling users’ access to resources and services, which can have signifi-
cant ethical implications, such as privacy violations and threats to autonomy [9].
Specifically, this study investigates the ethical considerations associated with the
ACS and evaluates which considerations could have been supported if the in-
struments had been employed during the system design process. We conducted
two focus group sessions involving pertinent stakeholders (Sect. 3). Results indi-
cate that the instruments effectively facilitated the identification of stakeholders
with different roles, their ethical concerns and values, and ethical decision mak-
ing (Sect. 4). We further discuss threats to the validity of our results, and we
conclude the paper with future directions (Sect. 5).

2 Background

A Model-driven Access Control System. An ACS supports to check entries
via controlled gates (e.g., doors equipped with a lock mechanism) to restricted
access areas [8]. We selected, as our case, an ACS implementing a model-driven
approach enabling the communication between an IoT infrastructure (e.g., Near
Field Communication (NFC) readers and tags, relays, led, alarms) and an access
management platform to authenticate users [4]. The ACS has been deployed and
evaluated in a fitness center (in L’Aquila, Italy). The ACS architecture aligns
with the conventional access control framework [14] and its components, reported
in italic in this section. The user requests access via an NFC tag through the
Policy Enforcement Point (PEP) embedded in a NFC reader installed on the
gate. The PEP will forward the request to the Policy Decision Point (PDP)
that evaluates the access request against the authorization policy, by querying
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a policies repository and replying to the PEP. The PEP will then grant or deny
access to the user for the specified resource, i.e., a room. A Policy Information
Point (PIP) can optionally be used to enrich the authorization request, e.g.,
with user rights. Lastly, the Policy Administration Point (PAP) manages the
authorization policies. We refer to [4] for the detailed ACS architecture.

Ethics-driven Instruments. Our Systematic Literature Review of software
engineering ethics (SE ethics) [2] led to the creation of two ethics-driven instru-
ments (see Fig. 1) described below.

The Stakeholder Map. It visualizes three overarching stakeholder roles: system
users, system development organization, and indirect stakeholders, each compris-
ing various role types (Fig. 1 (left)). For example, the role of “system develop-
ment organization”, in the ACS, includes role types such as “IoT experts” and
“architects”. The stakeholder map focuses on three key aspects: (i) the differ-
ent relations of stakeholders with the system, i.e., using it, building it, or being
impacted by it, (ii) the system’s implications on stakeholders, i.e., benefits and
harms, and (iii) the ways in which stakeholders receive benefits and harms from
the system, i.e., directly or indirectly. This map helps software designers in the
system design process, to identify a comprehensive range of stakeholders.

Fig. 1. Ethics-driven instruments [2]: (left) a stakeholder map and (right) a value model

The Value Model. It categorizes ethical values commonly used in system design,
along with the relations among these values (Fig. 1 (right))4. This model is based
on the Schwartz value structure [12,11], a widely used structure for classifying
values in social sciences and ethics [13]. Software designers can utilize this model
by following a series of steps. First, they should identify the relevant value cat-
egories that align with the system’s goal(s), and explore sub-values w.r.t. the
relevant stakeholders, assessing whether they are supported or undermined by

4 The elicited values from our evaluation of the ACS are marked with green circles.
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the system. The next step involves determining the relationships among those
values, including any conflicts or congruencies. To this aim designers should con-
sider the positions of the values within two orthogonal dimensions5. For instance,
“safety” can be considered a pertinent value for gym members, in line with the
system’s goal. By examining its position in the value model, it becomes apparent
that it conflicts with the value of “freedom”, as they belong to non-adjacent cat-
egories (in openness to change vs. conservation dimension). The model provides
designers with a guideline to identify the relevant ethical values and relations
among them. This enables them to effectively manage potential conflicts and
reinforce the values that align with the system’s goal(s).

3 Methodology

In this section, we describe our research objective and questions, the evaluation
design and execution, as well as the data collection and analysis.

Research Objective and Questions. The objective of this study is to explore
the effects of the two ethics-driven instruments in supporting ethical consider-
ations in the case of the ACS represented in Sect. 2. To achieve the research
objective, we drive the study with the following research questions (RQs):

(RQ1) How could the proposed instruments affect the identification of stake-
holders with different roles and their ethical concerns?
(RQ2) How could the instruments affect the identification of ethical values
and the potential relations among them?
(RQ3) How could the instruments enable decision-making to support ethical
considerations?

Evaluation Design and Execution. We conducted a retrospective study
through a small-scale evaluation of the ACS [4] case. Following the guidelines pro-
posed by Robson [10], we designed the evaluation in two steps: initial evaluation
and secondary evaluation (the asked questions can be found in Appendix A6).

In the former we used the focus group research method to explore the effects
of the instruments on supporting ethical considerations. In the latter we also
employed a focus group to evaluate the findings from the initial evaluation.

Initial Evaluation. The focus group study was conducted in March 2023 as
an online session involving four participants who had actively contributed to the
design and development of the ACS. The session began with an introduction
to the study objective and fundamental concepts in the context of SE ethics.
The session was organized as a semi-structured discussion in two parts, lasting a
total of three hours. In part 1, participants were asked predetermined questions
categorized based on our RQs. In part 2, participants were introduced to the
ethics-driven instruments and were asked questions regarding their usage.

5 These two dimensions are (i) self-enhancement vs. self-transcendence and (ii) open-
ness to change vs. conservation.

6 All appendixes are available in the GitHub repository https://github.com/

S2-group/ECSA23-SIVD-rep-pkg.git

https://github.com/S2-group/ECSA23-SIVD-rep-pkg.git
https://github.com/S2-group/ECSA23-SIVD-rep-pkg.git
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The session served a twofold aim. First, understanding the current state of the
ACS in terms of ethical considerations, such as stakeholders and ethical values.
Second, using the instruments to uncover ethical considerations that could have
been supported in the design of the ACS but were overlooked.

Secondary Evaluation. The focus group study was conducted in May 2023 as
an online session lasting one and a half hours. It included two participants from
the initial focus group and three additional participants who were end users of
the ACS and members of the fitness center exposed to the case.

This evaluation aimed to discover the opinions and expectations of system
users, regarding the ethical aspects of the ACS. The results from this phase
served as an indicator of the effectiveness of the instruments in identifying ethical
considerations related to the system.

Data Collection and Analysis. Focus group sessions in both evaluations
were video-recorded and transcribed for further analysis. We analyzed the tran-
script of each session by using transcript coding as our qualitative data analysis
method. Following the approach suggested by Miles and Huberman [7], we cre-
ated an initial list of codes based on the RQs, including stakeholders, ethical
concerns, ethical values, value relations, and ethical decisions. Throughout the
analysis process, we further expanded and refined this code list.

4 Results

In this section, we outline our research findings, by discussing the possible rela-
tion with the components making the architecture of the ACS (Sect. 2).

4.1 The Initial Evaluation Results

Finding 1. In part 1 of the session, participants discussed those individuals
or groups who were explicitly considered in the design of the ACS, such as
the business owner (the ACS contractor) and the building owner. During the
stakeholder identification process, only individuals with direct relationships with
the system were considered, e.g., those involved in the ACS implementation,
infrastructure, and usage. The participants recognized the end users of the ACS
as one of the most crucial stakeholder, being the primary beneficiaries of the
system. In part 2 of the session, as the ethics-driven instruments were introduced,
the participants noted that certain stakeholders had been overlooked during the
ACS design process. These stakeholders included individuals who could have a
significant impact on the ethical implications of the system by, e.g., establishing
ethical standards and providing oversight and regulation, such as policy designers
and fire safety experts. Policy designers could be directly involved in designing
and implementing the PDP and policy repositories. Additionally, some could
be indirectly influenced by the system’s ethical implications, such as the entire
society and the families of end users. The only part of the system in which
the involvement of the end users and relatives (e.g., visiting the facility) maybe
required is the PEP since it serves as the external interface of the ACS with the
users. Section 3 in Appendix B reports the identified stakeholders.
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Finding 1 (RQ1): We observed that utilizing the ethics-driven instruments
broadened the participants’ perspectives on the ethical implications of the sys-
tem and its interactions with various stakeholders. This helped identify over-
looked stakeholders that should be considered in the ACS design process.

Finding 2. During part 1, participants examined the possible ethical issues as-
sociated with the ACS concerning the stakeholders involved. One of the most
prominent raised concerns was possible privacy violations. All participants were
cognizant of this issue and acknowledged its significance in the context of soft-
ware systems. They also identified other ethical concerns, such as avoiding iden-
tifiability and avoiding malicious activities (see Sect. 4, Appendix B). When the
system evaluates an authorization request, the PIP can enhance it with addi-
tional information such as user rights, and schedules, while the PAP is respon-
sible for administering the authorization policies. They may be both affected
by privacy issues, thus their design must consider these possible threats. In
part 2, the participants brainstormed the system’s ethical implications for dif-
ferent stakeholders. They discussed different scenarios to determine how ethical
values in relation to the system could potentially be supported or undermined.
They raised ethical concerns regarding the ACS, which they had never thought
about or considered their impacts on stakeholders. For example, the risk of vi-
olating dignity of gym members, e.g., when they are publicly denied access to
gym services (by raising the alarm) due to late payment of membership fees.
It could lead to feelings of embarrassment and shame. Moreover, they raised
ethical concerns focused on indirect system’s stakeholders, e.g., noise pollution
affecting the gym’s neighbors, the potential threats to the sense of togetherness
experienced by gym members and their families. Such implications emphasize
the need to consider system users and indirect stakeholders when designing the
components of the PEP. It is essential to properly control and configure the
loudness of speakers to prevent any violation of dignity when a user is denied
entrance and to ensure there are no disturbances to the gym’s neighbors.

Finding 2 (RQ1): We observed that using the instruments assisted the par-
ticipants in considering the possible and far-reaching ramifications of the system
and its potential to harm various stakeholders from an ethical perspective. This
helped the elicitation of the ethical concerns of the involved stakeholders.

Finding 3. During part 1, the participants discussed several values related to
the system, including privacy, security, welfare, and fairness. Although not ex-
plicitly stated, they acknowledged their reliance on use cases to identify these
values, guided by the functionalities requested by the business owner. Given
the relations among ethical values (see Sect. 5, Appendix B), the participants
focused only on the tension between security and privacy, and the congruity
between fairness and well-being/welfare. They emphasized that defining these
relations was not straightforward and required reasoning, as there was no clear-
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cut solution. During part 2, following the introduction of the instruments, the
participants identified several new values concerning the system and their rela-
tionships. These relations included tensions between values, such as togetherness
and ownership and property, freedom and safety, freedom and control, safety and
anonymity, cultural values, and congruity between cultural values and control.
The ACS components are all tied to the above-mentioned value relations, high-
lighting the need for their consideration when designing the components.

Finding 3 (RQ2): We observed that the instruments expanded the partici-
pants’ perspectives on affected values and their relations by prompting the focus
on stakeholders’ ethical concerns. Participants gained insight into identifying
and balancing different ethical values.

Finding 4. During part 1, participants focused primarily on privacy-related
design decisions (see Sect. 6, Appendix B), such as implementing separate in-
ternal and external storage for keeping data. A scenario was derived where a
user might require authorization from the PEP following another user. If the
PEP includes output devices, e.g., a display, the system must ensure that the
PEP can provide information regarding a possible denial without causing ethical
harm to the users. This highlights the importance of considering privacy con-
cerns when designing the PDP, PIP, and PAP, even though the PEP could also
be exposed. Thus, an important design decision is about how long the reason
for the denial of entrance should be displayed on the screen. Alternatively, this
private information could even be sent to the user confidentially, e.g., by email.
During part 2, the participants put forward various design decisions aimed at
supporting different ethical aspects. They suggested, e.g., a solution to reduce
noise pollution at night, which could have a positive impact on the well-being of
neighbors. Other ethical decisions are listed in Appendix B. When designing the
PIP for the ACS, it is crucial to consider all the decisions above, as the PIP’s
role is to enrich the authorization with additional data.

Finding 4 (RQ3): We observed that the instruments raised the participants’
awareness regarding the importance of considering ethical values and the ethical
implications in the design decision process. This enabled the participants to
make ethical design decisions within the context of the ACS.

Further, we observed that using the instruments enabled the participants to
propose recommendations grounded in an understanding of the system’s ethical
implications on the stakeholders (see Sect. 7, Appendix B). These recommen-
dations can be regarded as potential considerations for future design decisions
within the context of the ACS.

4.2 The Secondary Evaluation Results

During this session, our main focus was on examining the potential ethical im-
plications of the ACS, discovered in the initial evaluation. We delved into the
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opinions and perspectives of system’s users (e.g., gym members) regarding these
implications (see Sect. 8, Appendix C). We found that participants acknowledged
the existence of most of them within the context of the ACS. They specifically
emphasized the relevance and importance of the following implications: noise
pollution, control, violation of physical and emotional well-being, violation of dig-
nity, threatening togetherness, violation of cultural and spiritual values, support
for usability, support for trust, support for autonomy.

There were also instances where participants expressed that certain implica-
tions are not deemed as significant in relation to the ACS. For instance, they
believed that the system’s security risks are not highly impactful since the sys-
tem does not store sensitive information. Additionally, they believed that the
system does not impose restrictions on their freedom, and any limitations they
experience are primarily due to the gym’s security measures. Furthermore, par-
ticipants raised the ethical concern of identifiability, i.e., the state of being iden-
tifiable, which had not been previously mentioned. They considered it as the
most significant implication that requires to be taken into account during the
design process. All the components of the ACS are clearly tied to the highlighted
ethical concerns. However, since the user interaction happens through the PEP,
it is crucial to design it in a way that instills a sense of trust in the end user.

Finding 5 (RQ1): We observed that the opinions of the system’s users
regarding its ethical implications align closely with those revealed using the
instruments. This suggests that the instruments have the potential to assist
software designers in identifying ethical implications of the system that are
important from the standpoint of stakeholders with different roles.

5 Threats to Validity and Conclusion

A potential threat to construct validity is related to the mediator’s bias in data
collection. We mitigated it by proposing predetermined questions in the two
focus group sessions. A potential threat to internal validity is related to the
reliability of the data collected from the two focus groups. To mitigate it, we used
Atlas.ti [5] to code and cluster notable quotes to reduce bias and ensure reliable
results. A potential threat to external validity is related to the experience and
background of participants involved in the secondary evaluation. To mitigate it,
we conducted the focus group involving participants with different experiences.
A potential threat to conclusion validity is related to the credibility of the final
findings. To mitigate it, we all discussed the study findings and drew conclusions.

To conclude, we observed that the instruments effectively helped accomplish
the study objective, which involved facilitating the identification of potential
stakeholders with different roles, their ethical concerns, their ethical values, and
ethical decision making. One potential direction for future research could involve
conducting a broader range of studies to comprehensively assess the effectiveness
of the instruments.
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