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Abstract

Due to the exponential increase in high data-demanding applications and their services per

coverage area, it is becoming challenging for the existing cellular network to handle the mas-

sive sum of users with their demands. It is conceded to network operators that the current

wireless networkmay not be capable to shelter future traffic demands. To overcome the chal-

lenges the operators are taking interest in efficiently deploying the heterogeneous network.

Currently, 5G is in the commercialization phase. Network evolution with addition of small

cells will develop the existing wireless network with its enriched capabilities and innovative

features. Presently, the 5G global standardization has introduced the 5GNewRadio (NR) un-

der the 3rd Generation Partnership Project (3GPP). It can support a wide range of frequency

bands (<6 GHz to 100 GHz).

For different trends and verticals, 5G NR encounters, functional splitting and its cost evalu-

ation are well-thought-out. The aspects of network slicing to the assessment of the business

opportunities and allied standardization endeavours are illustrated. The study explores the

carrier aggregation (Pico cellular) technique for 4G to bring high spectral efficiency with the

support of small cell massification while benefiting from statistical multiplexing gain. One

has been able to obtain values for the goodput considering CA in LTE-Sim (4G), of 40 Mbps

for a cell radius of 500 m and of 29 Mbps for a cell radius of 50 m, which is 3 times higher

than without CA scenario (2.6 GHz plus 3.5 GHz frequency bands).

Heterogeneous networks have been under investigation for many years. Heterogeneous net-

work can improve users service quality and resource utilization compared to homogeneous

networks. Quality of service can be enhanced by putting the small cells (Femtocells or Pico-

cells) inside the Microcells or Macrocells coverage area. Deploying indoor Femtocells for 5G

inside the Macro cellular network can reduce the network cost. Some service providers have

started their solutions for indoor users but there are still many challenges to be addressed.

The 5Gair-simulator is updated to deploy indoor Femto-cell with proposed assumptionswith

uniform distribution. For all the possible combinations of apartments side length and trans-

mitter power, the maximum number of supported numbers surpassed the number of users

by more than two times compared to papers mentioned in the literature. Within outdoor en-

vironments, this study also proposed small cells optimization by putting the Pico cells within

a Macro cell to obtain low latency and high data rate with the statistical multiplexing gain of

the associated users.

Results are presented 5G NR functional split six and split seven, for three frequency bands

(2.6 GHz, 3.5GHz and 5.62 GHz). Based on the analysis for shorter radius values, the best

is to select the 2.6 GHz to achieve lower PLR and to support a higher number of users, with

better goodput, and higher profit (for cell radius u to 400 m). In 4G, with CA, from the

analysis of the economic trade-off with Picocell, the Enhanced multi-band scheduler EMBS

provide higher revenue, compared to those without CA. It is clearly shown that the profit of

CA is more than 4 times than in the without CA scenario. This means that the slight increase

in the cost of CA gives back more than 4-time profit relatively to the ”without” CA scenario.
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Resumo alargado

Devido ao aumento exponencial de aplicações/serviços de elevado débito por unidade de

área, torna-se bastante exigente, para a rede celular existente, lidar com a enormes quanti-

dades de utilizadores e seus requisitos. É reconhecido que as redes móveis e sem fios atu-

ais podem não conseguir suportar a procura de tráfego junto dos operadores. Para respon-

der a estes desafios, os operadores estão-se a interessar pelo desenvolvimento de redes het-

erogéneas eficientes. Atualmente, a 5G está na fase de comercialização. A evolução destas

redes concretizar-se-á com a introdução de pequenas células com aptidões melhoradas e

características inovadoras. No presente, os organismos de normalização da 5G globais in-

troduziram os Novos Rádios (NR) 5G no contexto do 3rd Generation Partnership Project

(3GPP). A 5G pode suportar uma gama alargada de bandas de frequência (<6 a 100 GHz).

Abordam-se as divisões funcionais e avaliam-se os seus custos para as diferentes tendências

e verticais dos NR 5G. Ilustram-se desde os aspetos de particionamento funcional da rede à

avaliação das oportunidades de negócio, aliadas aos esforços de normalização. Exploram-se

as técnicas de agregação de espetro (do inglês, CA) para pico células, em 4G, a disponibi-

lização de eficiência espetral, com o suporte da massificação de pequenas células, e o ganho

de multiplexagem estatística associado. Obtiveram-se valores do débito binário útil, con-

siderando CA no LTE-Sim (4G), de 40 e 29 Mb/s para células de raios 500 e 50 m, respeti-

vamente, três vezes superiores em relação ao caso sem CA (bandas de 2.6 mais 3.5 GHz).

Nas redes heterogéneas, alvo de investigação há vários anos, a qualidade de serviço e a utiliza-

ção de recursos podem ser melhoradas colocando pequenas células (femto- ou pico-células)

dentro da área de cobertura de micro- ou macro-células). O desenvolvimento de pequenas

células 5G dentro da rede commacro-células pode reduzir os custos da rede. Alguns presta-

dores de serviços iniciaram as suas soluções para ambientes de interior, mas ainda existem

muitos desafios a ser ultrapassados. Atualizou-se o 5G air − simulator para representar a

implantação de femto-células de interior com os pressupostos propostos e distribuição espa-

cial uniforme. Para todas as combinações possíveis do comprimento lado do apartamento, o

número máximo de utilizadores suportado ultrapassou o número de utilizadores suportado

(na literatura) emmais de duas vezes. Emambientes de exterior, propuseram-se pico-células

no interior de macro-células, de forma a obter atraso extremo-a-extremo reduzido e taxa de

transmissão dados elevada, resultante do ganho de multiplexagem estatística associado.

Apresentam-se resultados para as divisões funcionais seis e sete dos NR 5G, para 2.6 GHz,

3.5GHz e 5.62 GHz. Para raios das células curtos, a melhor solução será selecionar a banda

dos 2.6 GHz para alcançar PLR (do inglês, PLR) reduzido e suportar um maior número de

utilizadores, com débito binário útil e lucromais elevados (para raios das células até 400m).

Em 4G, comCA, da análise do equilíbrio custos-proveitos com pico-células, o escalonamento

multi-banda EMBS (do inglês, Enhanced Multi-band Scheduler) disponibiliza proveitos su-

periores em comparação com o caso sem CA. Mostra-se claramente que lucro com CA émais

de quatro vezes superior do que no cenário sem CA, o que significa que um aumento ligeiro

no custo com CA resulta num aumento de 4-vezes no lucro relativamente ao cenário sem CA.
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Chapter 1

Introduction

1.1 Motivation and Approach

TheMobile andwireless communication Enablers Information Society (METIS) 5th Genera-

tion (5G) system concept is highly flexible and configurable in order to adapt to the large devi-

ation in 5G requirements (e.g., data rate, latency, number of devices connectivity) that exist in

diverse scenarios. TheMETIS 5G concept has three scenarios service trends: extrememobile

broadband (xMBB),massiveMachine Type Communication (mMTC), and ultra-reliableMa-

chine Type Communication (uMTC), as shown in Figure 1.1. The first one (xMBB) provides

services like increased data rates but also improved Quality of Experience (QoE) through re-

liable provisioning of moderate rates. As the number of users increases, the performance

gracefully degrades data rate and latency, whereas mMTC provides connectivity for a very

large number of devices. The third one (uMTC) is a time-critical service category that ad-

dresses applications such as vehicle-to-vehicle communications and industrial control. The

main objective of this services is high reliability when the total number of devices and re-

quired data rates are fairly low compared to mMTC [1].

In the above-defined services, there are several 5G design and optimization challenges that

need to be well-thought-out, as network would become complex, costly and inefficient by

designing a distinct radio system for the above-mentioned service categories to meet hetero-

geneous network requirements. On the one hand, it is difficult to design a composite radio

frame structure that fulfils the requirements for the entire types of services. For example,

mMTC may require large symbol duration to support massive delay tolerant devices. On

the other hand, xMBB required reliability and latency, so symbol duration must be shorter.

Hence, there is a trade-off between subcarrier spacing and symbol duration to accomplish

the requirements [2].

A new 5Gwaveform candidatemust have the following characteristics to realize the demands

of future mobile networks: low Out of Band Emission (OoBE), Relaxed Synchronization and

Flexibility. LowOoBEnot only reduces the guard band to a smaller value to acquire spectrum

efficient transmission [3], but also offers a basis for supporting many types of services, with

a special frame structure existing in the base band, with almost negligible interference [4].

In a second scenario, a huge total number of users are estimated to be supported in 5G

mMTC, particularly for Internet of Things (IoT), whichmakes synchronization tough. There-

fore, a new waveformmust support asynchronous communications which lead to simplified

transceiver processing [5]. Wireless communication systems do not have infinite radio re-

sources and demand effective management [6]. Hence, wireless communications network

design should be flexible, for example, on the basis of the variation of the Signal-to-noise Ra-
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Figure 1.1: In the perspectives of METIS the three generic 5G services emphasize different 5G requirements,

adapted from [1].
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tio (SNR) and application data requirements, users require a flexible architecture to support

their needs. One of the possible solutions is to design the modulation parameters (e.g., sym-

bol period and subcarrier bandwidth) independently, which is simply possible over flexible

architectures. Several techniques (Frequency Division Multiple Access, FDMA, Code Divi-

sion Multiple Access, CDMA, or Time Division Multiple Access, TDMA) have been proposed

in the above mentioned architectures to facilitate independent design of modulation param-

eters, with their own pros and cons [7].

To fulfil the requirements of the 5G vision of “everything everywhere and always connected”,

a new waveform must contain the features to support a large number of users, on high data

rate. Although Orthogonal Frequency Division Multiple Access (OFDMA) has been widely

used in the 4th generation (4G), 5G vision may encompass improvement, and many wave-

forms have been more recently proposed to cope with new challenges.

Mobile user traffic and itsmore sophisticated broadband services are solidly rising, andpush-

ing the limit of the existing standards of mobile, to offer better integration among high speed

wireless technologies. With the support of Heterogeneous Networks (HetNets), 5G and be-

yond are foreseen to provide a wide convergence for the high-speed user, with mobile net-

working. This trend is prominently termed as the “Mobile Internet” through HetNets. The

sophisticated services, with highmobile device capabilities, escalate the power requirements.

To overcome power issues, “Green communications” will play an important role in 5G evolu-

tion, with the adoption of cost-effective strategies. In this context, small cells get the attention

as an enabler of high-speed wireless internet with low power requirements.

The vital Femto-cells signify the indoor version of the small cell solutions, while Pico-cells

provide coverage for outdoor environment, it is possible to break the exiting mould of Femto

applications and outspread the Femto-cell availability to outdoor communications. Themas-

sification of small cells, by deployingMacro-cells overlaidwith several small cells, Pico, relays

or Femto-cells is also known as HetNets [8]. Heterogeneity increases the network capacity

and coverage, eliminates coverage holes and provides coverage in indoor and outdoor areas.

However, different techniques such as massive Multiple-Input Multiple-Output (MIMO),

coordinated multipoint, Carrier Aggregation (CA), interference management/cancellation

techniques and authorized shared access canmeet at the very best 1000-fold increase in data

traffic.

In our everyday life, zones that are widely known to have a hotspot, for example, music

concerts, popular spots, crowded stadiums, shopping malls, and public parks attract huge

crowds whose traffic demand is massive. Because of the enormous traffic volumes of the

traffic and a lot of connection requests, it may not be easy to place or receive a simple phone

call, as well as text.

To resolve this issue, terrestrial small cells can be deployed in these areas by using CA for high

data rate demand inside the Macro-cell. Small cells with CA will burst the traffic demands

by achieving non-contiguous statistical multiplexing gain through the simultaneous use of

inter-band resources, i.e., extra bandwidth. Base stations (BSs) will offload high amounts of

traffic to small cells with CA, either in static spectrum assignment, or shared licensed and
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unlicensed spectrum scenarios.

Moreover, small cell networks come with various advantages, such as small size with CA,

energy saving, affordability in price, portability because of the small size, as well as deploy-

ment flexibility, thus showing advantages of the small cell network technology. To ensure

efficient provision of services, an operator might increase the capacity of the system by de-

ploying more base stations. Small cell deployment comes with various benefits, such as the

increase of the capacity or the enhancement of the coverage service, increasing the ability of

the system, as well as the integration ofmultiple radio access technologies to providewireless

services.

Deploying Macro-cells overlaid with small cells implies a variety of benefits improvements,

as mitigation of traffic congestion, and quality of the signal both in indoor and outdoor envi-

ronments. Whereas the deployment of Macro-cells requires a lot of physical space together

for the setup, and involves consuming a lot of energy to serve a wide area, the small cell

deployment (with CA), utilizes small physical space, enables high data rate, efficient use of

spectrumand is energy-saving, mainly when remote site operation is enabled. Hence, the de-

ployment of small cells with CAwithin theMacro-cell is a promising and economical solution

to improve the performance of the entire system.

The evolution of the mobile and wireless networks sector enabled by emerging 5GNew radio

(NR) technologies, and massively connected devices, supports a significant increase in data

traffic demand. As a result, new business models and services are available, e.g., supported

by ultra-low latency and ultra-high throughput networks. The need for diverse applications

and seamless connectivity implies supporting on-demand services and involves critical re-

quirements.

With the roll-out of 5G wireless networks, Network Slicing (NS) evolved as a fundamental

feature to facilitate segmented layers of networks, in addition to the base network architec-

ture [9]. In reality, NS provides a paradigm shift from the conventional approach towards

novel traffic and network management strategies [10]. It allows virtual logical network lay-

ers to enable all the functionalities of a shared physical network. Furthermore, it sub-divides

the network into several isolated virtual networks leading to a dedicated channel to provide

resources to serve the user demands.

Thus, NS empowers conventional networks to support a wide range of use cases and busi-

nessmodels. Additionally, while enabling enhanced service quality, NS supports tailor-made

user-specific solutions. For instance, the latency requirement for emergency services ismore

stringent than for agriculture-based applications (to maintain the crops health). Hence, it

will make current networks dynamic, flexible and scalable whilst accommodating growing

demand, from various applications, with diverse requirements.

Unlike conventional networks, 5G networks are enabled with NS, and its evolution opens up

the support of many services and use cases. New physical networks are not required any-

more to facilitate dedicated services. As proposed by the 3rd Generation Partnership Project

(3GPP), the introduction of NS is established in the framework of Release 15 [11] and is regu-

larly updated for the required technical details and enhancements. 3GPP has specified that,
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for Communications Service Providers (CSPs), NS is significant for creating new services

and generating new business models. NS allows CSPs to create multiple virtual slices to en-

compass colossal traffic increase and specific user requirements. As a consequence of this

evolution, Working Groups from various Standard Development Organizations (SDOs) en-

tered into force to support a multi-vendor landscape that develops NS specifications and

guidelines.

CSPs further benefit from NS by implementing network orchestration, the automated com-

munication among various entities on and across the network, to meet network and user

requirements. It sets structured guidelines to establish connections through the network

while offering services with the associated ambitious Service Level Agreements (SLAs).

1.2 Objectives

The Radio Access Network (RAN) architecture evolves with different generations of mobile

communication technologies, and forms an indispensable component of the mobile network

architecture. The main component of the RAN infrastructure is the BS, which includes a

Radio Frequency unit and a Baseband Unit (BBU). The RAN is a collection of base stations

connected to the core network to provide coverage through one or more radio access tech-

nologies. The advancement towards cloud-native networks has led to centralizing the base-

band processing of radio signals. There is a trade-off between the advantages of RAN cen-

tralization (energy efficiency, power cost reduction, and the cost of the fronthaul), and the

complexity of carrying traffic between the data processing unit and distributed antennas as

consequence. 5G Advanced networks hold high potential for the centralized architecture to

reduce maintenance costs while reducing deployment costs and improving resilience, relia-

bility and coordination.

This research has been developed within the framework of the New RAN Techniques for 5G

Ultra-dense Mobile networks - TeamUp5G, MSCA ITN/ETN, who’s Early Stage Research

seven (ESR 7) goals from the analysis of Centralized RAN (C-RAN), its functional splits and

networks slicing to spectrum management, a vision toward standardization of 5G advanced

and beyond, optimization of small networks with Femto-cells and Pico-cells by considering

different packet scheduling strategies, and the consideration of multi band scheduling to

support inter-band CA.

The detailed set of research objectives is as follows:

• Incorporating the concept of virtualization, and C-RAN architecture that

enables to meet the overall requirements for both the customer and Mobile Network

Operator. Functional splitting is one of the key enablers for 5Gnetworks. It supports C-

RAN, virtualized Radio Access Network, and the recent Open Radio Access Networks.

This thesis provides an extended survey on this area whilst presenting an overview of

the functional splitting, its requirements and possible solutions for implementation,

underlying algorithms, and required tools. A vision on beyond 5G second phase is de-

scribed. This part of the research provides a comprehensive tutorial on the paradigms
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of the RAN architecture evolution, its key features, and implementations challenges. It

provides a thorough review of the 3GPP functional splitting complemented by associ-

ated challenges and potential solutions.

• Providing an overview of the advances in NS from the perspective of the busi-

ness opportunities and associated standardization activities. Standardization is critical

in research as it intends to maintain interoperability among multi-vendor hardware in

telecommunication companies. The technical facets of slicing within the business im-

plementation and industry standardization process are highlighted. Additionally, ad-

dressing the application of Artificial Intelligence (AI) and Machine Learning (ML) to

NS enabled future networks deployments, a set of use cases and the underlying specific

requirements challenges are discussed as well.

• Addressing the requirement and vision of Beyond (B5G), as The 6G inherit

the concept of 5G technologies and partially its standards, which are opening several

innovative opportunities. The concepts of the mandatory standards to reach a fully

practical and inter operable 6G era are added. Various use cases and KPIs, highlighting

and enabling technologies for B5G are explored. To address the concerning challenges

in the perspective of the spectrum management, underlying solution, and suggestions

are studied.

• Application of multi band scheduling and performance evaluation of Het-

Nets with small cells applying inter band CA - With the growing demand for a

new blend of applications, the usage of the Internet is increasing daily. Mobile Inter-

net users are giving more attention to their experience, especially regarding commu-

nication reliability, high data rate and service stability, on the move. This increase in

the demand is causing saturation of existing radio frequency bands. To address these

challenges, CA is one of the recent innovations which seems to fulfil the demands of

the future spectrum. CA was one of the essential features for Long Term Evolution -

Advanced. To get the upcoming International Mobile Telecommunication Advanced

mobile requirements, i.e., 1 Gb/s peak data rate, CA is presented by 3GPP to achieve

considerable statistical multiplexing gain, while sustaining a high throughput by us-

ing widespread frequency bandwidth, up to 100 MHz. To address the technical issues

containing the aggregation structure, its implementation, deployment scenarios, con-

trol signal technique and challenges for CA technique in LTE-Advanced, considering

backward compatibility. Performance evaluation in Pico cellular scenarios with low-

complexity multi-band schedulers through a simulation approach will determine ser-

vice quality and system capacity enhancement.

• Modelling and optimization of Femto-cells in heterogeneous network for

5G and Beyond - Femto-cells cover smaller indoor coverage areas, and are served

by inexpensive, low-power base stations in residential and business enterprise envi-

ronments. Shorter coverage lengths could cause a higher Signal-to-Interference-plus-

Noise Ratio (SINR), while enhancing the goodput and service quality. The optimiza-

tion of Femtocell deployments involves a perpetual periodical redimensioning in the
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upcoming years while addressing the impact of the 5G New Radio SINR trade-off, not

only in theoretical terms but also via a simulation approach. An updated version of the

5G-air simulator is being considered, where the frame level scheduler and maximum-

largest weighted delay first scheduler will be tested in the indoor scenario

• Briefly reviewingnewwaveformcandidates, e.g., Filter BankMulticarrier (FBMC),

GeneralizedFrequencyDivisionMultiplexing (GFDM),Universal FilteredMulti-Carrier

Modulation (UFMC), and Filtered-Orthogonal Frequency Division Multiplexing (F-

OFDM), based on complexity andhardware design, to investigate 5GNR indoor Femto-

cell deployment scenarios, within HetNets, while examining its supported number of

users and achievable goodput to satisfy customers requirements.

• Examining the cost revenue trade-off results while comparing the architecture

without implementing splitting with either the consideration of split six or seven (7.2)

by determining the system capacity (obtained through simulation, for given target val-

ues of the PLR and average delay). The explored approach consists of addressing the

discussed splits 6 and 7 (7.2) of 3GPP, in an implementation with sub-6 GHz wave-

bands. The simulations (with the 5G-air simulator) consider NR operating bands (2.6

GHz, 3.5 GHz, and 5.62 GHz), reuse pattern three (k=3) and assumes scenarios that

support either Video (VI) or Video plus Best-Effort (VI+BE), with the Proportional Fair

(PF) packet scheduler,as an example. The split 6 is ideal for small cell deployment in

region with low density of laying fiber optics, while split seven, mainly splits sub split

7.2, requires high fiber capacity, which increases the price of the fronthaul.

• MOOC about Ultra-dense networks for 5G and its evolution - The research

spans from aspects of communication technologies to use cases, prototyping and the

future ahead, not forgetting issues like interference management, energy efficiency or

spectrum management. The aim of the MOOC is to fill the gap in graduation and

post-graduation learning on content related to emerging 5G technologies and its ap-

plications, including the future 6G. Addressing the existing gap is beneficial for Early-

stage Researchers and established researchers within TeamUp5G. So, it is worthwhile

to share the high-level vision over the 5Gmobile network with University students and

younger researchers, while exploring the beyond enabling technologies, and underly-

ing technical aspects.

It was identified the need for a creative method for knowledge sharing over the fu-

ture mobile networks to get the effective result in taking the young researchers into a

proper understanding of 5G and beyond networks. Resulting form this effort, the team

contributed to the production of the TeamUp5G Massive open online course (MOOC)

package on ”Ultra-dense Networks for 5G and its Evolution”. It thoroughly covers the

high-level vision and dig into the technical perspective over the topic.

Indeed, after looking more closely at the scope of the necessary roadmap, one needs to

understand the target technologies and their evolution, impacting the telecomroadmap,

identified the gaps that could be covered through ourMOOC series. This would support

the young students and practitioners on getting deep knowledge on 5G Advanced.
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So, the produced visionary MOOC series material targets knowledge transferring in

a crystal-clear technical language within the defined boundaries of high-level 5G and

beyond roadmap vision. After well developing an understanding of the vision for the

audience, shared the technical perspective of each key technology player in a smooth

manner.

It would enable the audience to get the readiness for understanding the latest state

of under-develop roadmap and therefore enhance their mind creativity readiness for

contributions in their future career.

1.3 Contributions

The out come of the research towards completing the writing of this thesis give the following

contribution toward the journal papers publishing.

1.3.1 Papers in Journal Papers

• [12] BahramKhan, Nidhi, HatemOdetalla, AdamFlizikowski, AlbenaMihovska, Jean-

Frederic Wagen and Fernando J. Velez, “Survey on 5G Second Phase RAN Architec-

tures and Functional Splits,” submitted for possible publication to IEEE Surveys and

Tutorials, July 2023.

• [13] Nidhi, Khan, B., Mihovska, A., Prasad, R. and Velez, F.J. Trends in Standardiza-

tion Towards 6G. Journal of ICT Standardization, pp.327-348. Dec. 2021.

• [14] Paulo, R.R., Velez, F.J. and Khan, Bahram. Study of Indoor Small Cell Deploy-

ments. Journal of Mobile Multimedia, pp.329-344, Feb, 2021.

• [15] Khan, B. and Velez, F.J. Deployment of Beyond 4GWireless Communication Net-

works with Carrier Aggregation. World Academy of Science, Engineering and Tech-

nology International Journal of Electronics and Communication Engineering Vol:15,

No:2, 2021, Online. World Academy of Science, Engineering and Technology, 2020,

July.

1.3.2 Envisaged Journals

• Rui R. Paulo, Bahram Khan, Emanuel B. Teixeira and Fernando J. Velez, “5G Service

Quality and Fairness in the Line of Site Urban Micro UMi_A Cellular Scenario,” sub-

mitted for possible publication to IEEETransactions onWireless Communication, July

2023.

• Bahram Khan, Rui R. Paulo, and Fernando J. Velez, ”Modelling and Optimization of

Femtocells in 5G and Beyond Heterogeneous Networks,” to be submitted for possible

publication to IEEE Access, July 2023.

• Bahram Khan, Rui R. Paulo, Emanuel B. Teixeira and Fernando J. Velez, ”Cost/Rev-

enue Trade-off in Energy-efficient Heterogeneous Open RAN with Small Cells operat-

ingwith Carrier Aggregation,” (to be submitted for possible publication to IEEEAccess,
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July 2023.

1.3.3 Papers in Conferences

• [16] BahramKhan,Nidhi, AlbenaMihovska, Rui R. Paulo and Fernando J. Velez, “Cost

Revenue Trade-off for the 5G NR Small Cell Network in the Sub-6 GHz Operating

Band,“ accepted for the publication in WPMC 2022: Wireless Personal Multimedia

Communications, Aarhus University, Herning, Denmark, October 2022.

• [17] Nidhi, Bahram Khan, Albena Mihovska, Ramjee Prasad, Vladimir K. Poulkov and

Fernando J. Velez, “Dynamic Resource Block Allocation and Isolation in Network Slic-

ing,“ in proceedings of 12th SymposiumonCOmmunications, Navigation, SENsing and

SErvices (CONASENSE) 2022 CONASENSE 2022, Munich, Germany, June 2022.

• [18]Manuel J. LopezMorales, D. AlejandroUrquiza Villalonga, DiegoGonzalezMorin,

Nidhi, Bahram Khan, Farinaz Kooshki, Ahmed Al Sakkaf, Leonardo Leyva, Hamed

Farkhari, DanieleMedda, IliasNektarios Seitanidis, AymanAbuSabah, JoseanneViana,

PedroCumino, Victor P.Gil Jimenez,Maria J. FernandezGetinoGarcia,MáximoMorales-

Cespedes, Ana Garcia Armada and Fernando J. Velez, Innovation in the Development

of the MOOC on ”Ultra dense Networks for 5G and its Evolution,” (in Portuguese) in

proceedings of the CNaPPES.22, Coimbra, Portugal, July 2022.

• [8] Manuel J Lopez-Morales, D Alejandro Urquiza-Villalonga, Diego Gonzalez Morin,

Nidhi, Bahram Khan, Farinaz Kooshki, Ahmed Al Sakkaf, Leonardo Leyva, Hamed

Farkhari, DanieleMedda, Ilias-Nektarios Seitanidis, AymanAbuSabah, JoseanneViana,

PedroCumino, Victor PGil Jimenez,Maria JFernandezGetinoGarcia,MáximoMorales

Cespedes, Ana Garcia Armada and Fernando J Velez, “Massive Online Open Course

(MOOC) on ‘Ultra dense Networks for 5G and its Evolution’,” in proceedings of the

EAEEIE 2022 31st Annual Conference of the European Association for Education in

Electrical and Information Engineering, Coimbra, Portugal, July 2022.

• [19] Nidhi, Bahram Khan, Albena Mihovska, Ramjee Prasad and Fernando J. Velez,

“A Study on Cross-Carrier Scheduler for Carrier Aggregation in Beyond 5G Networks,”

in proceedings of 3rd URSI AT AP RASC, Gran Canaria, Spain, June 2022.

• [20] Bahram Khan, Nidhi, AlbenaMihovska and Fernando J. Velez, “Overview of Net-

work Slicing: Business and Standards Perspective for Beyond 5G Networks,” in Proc.

of 2021 IEEE Conference on Standards for Communications and Networking (CSCN)

Track on Softwarization, Slicing, Automation and Network Management, the Thessa-

loniki Greece (Virtual Conference), Dec. 2021.

• [21] Bahram Khan and Fernando José Velez, “Multi-carrier Waveform Candidates for

Beyond 5G,” in Proc. of 2020 12th International Symposium on Communication Sys-

tems, Networks and Digital Signal Processing (CSNDSP), Porto (online), Portugal, Jul.

2020.
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1.3.4 Book Chapter under Preparation

• Víctor P.Gil Jiménez, DavidAlejandroUrquizaVillalonga,Manuel José LópezMorales,

Daniele Medda, Ilias-Nektarios Seitianitis, Ahmed Gaafar Al-Sakkaf, Bahram Khan,

M. Julia Fernández-Getino García, Ana García Armada, Periklis Chatzimisios, Athana-

sios Iossifides, Máximo Morales Céspedes and Fernando J. Velez, “MOOC as a Way

of Dissemination, Training and Learning of Telecommunication Engineering,” Chap-

ter in the book Sam Goundar Massive Open Online Courses - Current Practice and

Future Trends, IntechOpen, Jan. 2023, doi: 10.5992/intechopen.1000574, ISBN 978-

1-83769-523-2, https://www.intechopen.com/online-first/1122974.

• Bahram Khan,Nidhi,Daniele Medda,Fernando J. Velez, “Spectrum sharing and carrier

aggregation, Chapter in the book Máximo Morales Cespedes and Fernando J. Velez,

Ultra-dense networks for 5G communications and beyond, River Publishers, Gistrup,

Denamark, 2023 (under review).

1.3.5 Conference, Seminars, and Workshops

The following presentations and talkswere given in the conference, seminars andworkshops.

• B. Khan, presentation on “Business and Standards Perspective for Beyond 5G Net-

works”, Seminars, University of Aveiro, 01-06-2022.

• B. Khan, R. R. P. Paulo, E.S.B.Teixeira Teixeira, F. J. Velez, “System Capacity and Fair-

ness of 5G Urban Pico-cells in the sub-6 GHz Frequency Bands”, Seminars, 31st Semi-

nar of the Mobile Communications Thematic Network (RTCM), 01-02-2022.

• B. Khan, Overview of Network Slicing: “Business and Standards Perspective for Be-

yond 5G Networks”, Seminars, IEEE Conference on Standards for Communications

and Networking, 30-11-2021.

• B. Khan, Li-Fi, poster presentation about “Spectrum Sharing and Carrier Aggregation

inHeterogeneousNetworkswith Small Cells”, Seminars, EuropeanResearchers’ Night,

Museu Nacional de Historia Natural e da Ciencia da Universidade de lisboa., 31-08-

2021.

• B. Khan, 29th Seminar of “RTCM – Portuguese thematic Network on Mobile Commu-

nications”, Seminars, Instituto de Telecommunication/UBI, 31-01-2021.

• B. Khan, “Getting involved in IEEE standardization introducing IEEECOM/NETSOFT

standards committee”, Tutorial, IEEE Communications Society CommSoft TC Webi-

nar, 31-01-2021.

• B. Khan, Tutorials Day on “Simulation Tools for 5G New Radio”, Tutorial, ointly or-

ganized by TeamUp5GMSCA ITN/ETN from Instituto de Telecommunication, RTCM,

IEEE VTS Portugal Chapter and ConfTele, 31-01-2021.

• B. Khan, Teaching of two modules in Massive Online Open Course (MOOC) on topic

”Ultradense Networks for 5G and its Evolution”, Spain, Madrid, 06-2021.

• B. Khan, “1st Post-IRACON Meeting”, Brussel Belgium University Catholique de Lou-
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vain, Seminars, 1st Post-IRACONMeeting, 01-09-2020.

• B.Khan, “Reference Scenarios andKeyPerformance Indicators for 5GUltra-denseNet-

works”, Seminars, 12th International Symposium on Communication Systems, Net-

works and Digital Signal Processing (CSNDSP), 01-07-2020.

• B. Khan, TeamUp5G: “AMultidisciplinary Approach to Training and Research on New

RAN Techniques for 5G Ultra Dense Mobile Networks,” in Proc. of 2020 12th In-

ternational Symposium on Communication Systems, Training Course, 12th Interna-

tional Symposium on Communication Systems, Networks and Digital Signal Process-

ing (CSNDSP), 01-07-2020.

• B. Khan, Deployment of “Beyond 4G Wireless Communication Networks with Carrier

Aggregation”, Seminars, ICEEE2020: 14. International Conference onElectronics and

Electrical Engineering, Toronto, Canada, 30-06-2020.

• B. Khan, RTCM 28th SEMINAR of the “Mobile Communications Thematic Network”

Universidade Nova de Lisboa, January 22nd, 2020, Seminars, Portugal Universidade

Nova de Lisboa, 01-01- 2020.

• B. Khan, “IRACON 12th MC meeting and Final workshop”. Brussel Belgium Universit

Catholique de Louvain, Seminars, Brussel Belgium Universit Catholique de Louvain,

01-01-2020.

• B. Khan, Li-Fi, poster presentation about “5G waveform candidate”, RTCM 28th SEM-

INAR of theMobile Communications Thematic NetworkUniversidadeNova de Lisboa,

January 22nd, 2020, Seminars, Portugal Universidade Nova de Lisboa, 01-01- 2020.

• B.Khan, “MulticarrierWaveformCandidates forBeyond5G”, Seminars, 12th IEEE/IET

International Symposium on Communication Systems, Networks and Digital Signal

Processing- CSNDSP,Portugal, 31-12-2019.

• B. Khan, Poster presentation “Winter school UC3M”, Spain, Training Course, Madrid

Spain UC3M, 01-11-2019.

1.3.6 TeamUp5GWork Packages

The following contributions were given to the different work packages of the TeamUp5G

MSCA ITN ETNs:

• Work Package 1, D 1.3- Final report on scenarios, user and system requirements

and project vision.

• Work Package 2, Deliverable 2.1- Initial set of PHY/MAC protocols for small cells

• Work Package 2, Deliverable 2.2- New waveforms, interference cancellation and

massive multiple input multiple output techniques for small cells.

• Work Package Deliverable 3.1- Conception of centralized/decentralized spectrum

and resource sharing and spectrum availability detection techniques.

• Work Package Deliverable 3.2- Advanced algorithms for carrier aggregation in

heterogeneous network: modelling and performance evaluation.
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• Work Package Deliverable 4.2- Advanced energy efficient radio resource manage-

ment for heterogeneous network with small cells.

• Work Package Deliverable 5.1- Specification and design of the TeamUp5G proof

of concept.

• Work Package Deliverable 5.2- Proof of concept of TeamUp5G: simulations and

measurements.

• WorkPackageDeliverable 6.3- Initial contributions to standardization activities/-

groups.

1.3.7 Thesis Structure

This thesis is form by a set of seven Chapters and three appendices. The thesis begins with

the introduction and motivation and heads to the contribution and objectives of the work.

The contributions sections contain the publications and envisages papers detail, the attended

winter and summer schools, training, presented talks and the contribution to different work

packages deliverable of TeamUp5G.

Chapter 2 of the thesis is the literature review of the thesis. The Chapter begins with a sum-

mary of NS and sheds light on enabling technologies for 5G. The centralized and decentral-

ized concepts are elaborated. Beyond aspects of centralized base band units are highlighted.

The spectrum requirement perspective for 5G and Sixth Generation (6G) are explained, and

it’s the spectrum management. Heterogeneous network and 5G use cases and different per-

spectives of 5G standards and their standardization are overviews. Standardization activities

on NS and its opportunities for service providers, and challenges, are explained accordingly.

Finlay, at the end of the Chapter, the 5G to 6G road map (standardization) is researched.

Chapter 3 is a comprehensive set of literature review elements on 5G Second Phase RAN Ar-

chitectures and Functional Splits, which explain the evaluation of a 4G radio access network

to 5G and beyond. The Chapter describes the current research status on functional splits.

It explains each split in detail while summarizing the essential aspects, from theory to im-

plementation, algorithms, and tool (simulator/ emulator) requirements. The later sections

of the Chapter address ongoing research on fronthaul and explain the move from Common

Public Radio Interface (CPRI) to Enhanced Common Public Radio Interface (eCPRI). The

Chapter also presents a detailed overview of recent advancements in RAN architectures, in-

cluding virtualized Radio Access Network (vRAN) and OpenRAN conceptual architectures.

It also describes the main implementation challenges and opportunities.

Chapter 4 is about aspects of CA. It discusses the underlying challenges and road map of

3GPP releaseswith CA. An overview of different deployment scenarios is followed by descrip-

tion of the functionalities and terminology, including specificities of the protocol stack, radio

resource management, configuration of different types of user equipment, primary versus

secondary cell management, and the illustration of 4G User Equipment (UE)/Evolved Node

B (eNB) implementation. Performance evaluation is explored with CA only between Pico-

cells, considering bands 2.6 GHz and 3.5 GHz frequency bands. The simulations are run in
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the LTE-Sim Frame work.

Chapter 5 provides a very brief overview of the 5G New Radio (NR). The first part of the

Chapter discusses the 5GNR features, their benefits, and deploymentmoods of 5G. Themost

important introduction to the spectrum is added. Themathematical modeling of the new ra-

dio grid, its variable sub-carrier spacing, and the frame structure are entirely explained. To

understand and implement the 5G NR data rate calculation, the mathematical formulas are

investigated as well. The later section of the Chapter gives the research and implementation

of indoor Femto-cells in heterogeneous networks by updating the 5G-air-simulator. The re-

sults for goodput, packet loss ratio and updated path loss models are well thought out by

considering the schedulers(FLS and M-LWDF).

Chapter 6 address cost revenue trade-off for the 5G NR small cell networks in the sub-6 GHz

operating band. The Chapter considers the assumption on openRANand functional splitting

from Chapter 3 and while addressing the cost revenue trade-off for functional split options

6 and 7, it discusses the achieved results for given cost and prices for the traffic, followed by

the cost/revenue and profit analysis. Chapter 7 is presents the conclusion and future work.

The appendices are added at the end. Appendix A evaluates different waveform candidates

for 5G and beyond. It contains comprehensive introduction to various waveform candidates

and underlying literature review. A comparison of the hardware complexity between candi-

date wave forms is addressed, following by a comprehensive comparison of the characteris-

tics among the possible wave forms. The best candidate among them were analyzed at the

end of appendix A . Appendix B explains the real time outdoor analysis of small cell operating

at 3.5 GHz, explains our real-time implementation of the 5G NR signal transmission in an

outdoor flat environment with asphalt near the data centre in Covilhã Portugal. The setup

was used to experimentally verify the two slope UMi_A loss line of sight propagation model.

Appendix C is the updated code for the indoor Femto-cell scenario in a heterogeneous net-

work within a 5G-air-simulator, where we put our updated user distributions and required

path loss model. Appendix C addresses how to get our results from the data and contains the

code of it. Appendix D provides the code and information how to set the inputs.
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Chapter 2

Literature Review on B5G Requirements,
Network Slicing and Standardization Toward
6G

2.1 Summary

The deployment of fifth-generation wireless communication networks brought a significant

difference in the data rate and throughput to the wireless systems. It ensures ultra-low la-

tency and high reliability. In particular, NS, one of the enablers for the 5G phase-II and

beyond, has opened enormous opportunities for the CSPs. NS allows CSPs to create inde-

pendent virtual networks in the same physical network to guarantee high service levels.

Since the beginning, mobile communication has been a significant part of digital society.

Academia combined with industry work to enhance future wireless technologies. The 6G

use case and KPIs have elevated the bar. 6G is developing to support the desired infrastruc-

ture for several services and devices. 6G will inherit the 5G technologies and their required,

acceptable standards, creating more opportunities for innovations. This Chapter adds the

requirements for B5G, its vision and the standardization that reaches the 6G era. Its KPIs

are highlighted together with enabling technologies for B5G [13]. In detail, the initiatives,

activities of standardization and related challenges concerning spectrum utilization are dis-

cussed.

One provides literature of the advances in NS from the perspective of the business opportu-

nities and associated standardization activities [20]. Standardization is critical in research

as it intends tomaintain interoperability amongmulti-vendor scenarios in telcos, emphasize

highlighting the technical facets of slicing within the business implementation and indus-

try standardization process. Additionally, one addresses the application of AI and ML to

NS-enabled future networks deployments. Underlying specific requirements challenges are

discussed as well. Finally, future research directions are addressed in detail roadmap for 6G

is presented at the end.

With the growing demand for a new blend of applications, users’ dependency on the inter-

net is increasing day by day. Mobile internet users are giving more attention to their own

experiences, especially in terms of communication reliability, high data rate, and service sta-

bility on the move. This increase in demand is causing saturation of existing radio frequency

bands. As an answer to challenges, researchers are investigating the best approaches. CA is

one of the newest innovations, which fulfill the future spectrum’s demands; CA is also one of

the essential features for 5G and beyond. For this purpose, to get the upcoming International

Mobile Telecommunications-Advanced (IMT-Advanced) mobile requirements (1 Gb/s peak

data rate), CA is proposed by 3GPP, which would sustain a high data rate using widespread
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frequency bandwidth up to 100 MHz. Technical discussion such as aggregation structure,

its implementations, and control signal techniques, with consideration of backward compat-

ibility, are highlighted [15].

The deployment of 5G wireless communications networks brought a significant difference

in the data rate and throughput to the wireless systems. It ensures ultra-low latency and

high reliability. In particular, NS, one of the enablers for the 5G phase-II and beyond, has

opened enormous opportunities, as it allows CSPs to create independent virtual networks in

the same physical network while guaranteeing high service quality levels.

2.2 Introduction

Since 1981, telecommunication technology has evolved from first generation (1G) mobile

technology to 5Gandbeyond. This communication technologies evolution as generally shows

that a new generation of mobile communication subsists every decade while offering users

new services. Predictably, 6G will develop around 2030 [22]. These generations proposed

enhancements in costs, data speed, reliability, power consumption efficacy, available net-

work functions, latency, system performance communicating the sim card and roaming, di-

verse services and coverage. With these enhancements, disruptive technologies are seenwith

a different generation. For example, in the case of 2nd Generation (2G) addition of narrow

band, inclusion of wide band in 3rd Generation (3G), the involvement of ultra-broadband in

4G, presently the world wide web in 5G and terrestrial wide band expected in 6G. Also, the

needed modifications in bandwidth and data transmission are realized.

1G technology started with the analog assembly that twisted to 25 MHz of bandwidth uti-

lization for both 2G and 3G, and the bandwidth went up to 5 times that is 100 MHz in 4G

networks [23]. As we can see from the 5G requirements, its use cases are set in the 30-300

GHz spectrum bands for communication. Predictably, it seems that 6Gwould require higher

bandwidth, higher than 300 GHz, further up to some THz levels [24]. The speedy growing

data-centric intelligent systems, with futuristic scenarios, networks, and applications have

imposed challenges to the currently 5G networks deployments [25]. The crucial differenti-

ating characteristic of 5G is low latency, particularly guaranteed end-to-end latency, com-

bined with reliability and exactness that future use cases need. However, 5G is currently

minimal by deployment in some typical scenarios, like access in remote areas villages or mo-

torways, which are not satisfactorily covered. Terrestrial 5G NR will not support some ap-

plications that contain actual driver less vehicles and only 5G phones and 5G advanced will

allow for full functionality. Satellite communicationnetworks are needed, which can improve

the coverage as compared to terrestrial networks. Unmanned Aerial Vehicle (UAV) commu-

nication networks are essential for quick response in strict and challenging environments.

High-quality communication services can be provided to ships by maritime communication

networks. Applications such as virtual reality, the mix of Virtual Reality (VR), high quality

three-dimensional as well as VR and augmented reality will require Tbps, due to this, and

sub-Terahertz, Terahertz and optical frequency bands can be candidate bands. Although 5G

New Radio is a tremendous evolution step, it will not fulfill all the future network require-
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ments (2030) [26]. The networks of the next generation are likely to assist in several deploy-

ment scenarios for different applications, such as coverage from space-air to ground-sea,

communications coverage, high-mobility, vehicle to everything, robotic machine, integrat-

ing communication, sensing, computing, and high touch virtual reality. 6G is expected to

provide nearly 100% geographical coverage, millisecond Geo-location update rate, and sub-

centimeter Geo-location accuracy to fulfill use cases’ requirements and support an enormous

amount of data generated because of heterogeneous networks, wide bandwidths, large num-

ber of antennas, and diverse communication scenarios [25,26]. 6G networks are expected to

completely shift the existing communication networks to new extreme network capabilities,

which cater to the demands of the future data-driven society.

The majority of KPIs of the 5G are valid for the 6G. It is expected that 6G, will require per

link peak throughput to reach Tbps. Some use cases like factory automation will be needed,

ultra-high reliability and ultra-low latency and as well as high accurate synchronicity, almost

around 1 µs in 6G, it is expected that in 1 billion bit there will be just one erroneous bit,

which reaches the industrial control at the top. Security and privacy are also essential KPIs

of 6G, and associated with hyper security high-end user and industrial control. A wider ra-

dio bandwidth will be required under the sub-THz and THz bands. Therefore, it is essential

to determine how the research community is investigating and focusing on the 6G wireless

communication networks. The use of the spectrum involves many challenges, but at the

same time, it is an opportunity for future networks. These high-frequency bands will pro-

vide a significant role in the overall network. Cost and battery limitations will be challenging

in many exiting Internet of Things (IoT) scenarios. However, in 6G, will provide contextual

battery support from the network. On path loss, CO2 molecular absorption has a significant

impact, particularly at a lengthier distance. Penetration through different materials and re-

flection from the surface are factors to study while classifying the radio spectrum. Although

these KPIs must be investigated in more detail, a basic set of the KPIs are comprehensively

presented in Figure 2.1 [13].

Whether they are open or not, standards are the key to smoothen the journey towards 6G

networks in time. It helps to have a unified approach throughout the pre-development and

development phases. In addition, it helps to join forces against obstacles en route and accel-

erate innovation. Many standardization bodies are currently working in similar directions,

in similar or different areas. There are huge overlaps and intersections; thus, it is essential

to facilitate the idea of cross-research. Furthermore, these standard bodies work to identify

the right time to initiate actions concerning work on pre-standards or full-standards.

In the remaining of thesis Chapter is structured as Section 2.3, enabling technologies for 6G

and beyond are discussed. In Section 2.4 centralized and decentralized concept are elabo-

rated. In Section 2.5 centralized baseband units for 5G are highlighted. The foreseen spec-

trum requirements for 5G and 6G are explained in Section 2.6, and its spectrummanagement

is addressed in Section 2.7. Heterogeneous network and 5G use cases are well described in

Section 2.8 network and 2.9. According to different foreseen of 5G standards, and future

perspectives on standardization are in Section 2.10. There, its standardization activities on

network slicing are mentioned in 2.11. Section 2.12 and 2.13 shed the light on opportunities
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Security and Trust
RAN-Core 

Positioning  

Indoor 10 cm
Out door 1m 

Latency (0.1 ms)
Device Density  
100 devices / m3

Energy Efficiency 
10 x Key Performance  

Indicator for 6G 

Figure 2.1: A set of key performance indicators for 6G.

and challenges for service providers. The road map (standardization) from 5G to 6G and

conclusion are added at the end of the Chapter.

2.3 Enabling Technologies

To enable 5G Advanced and 6G use cases, and its required services, the enhanced technol-

ogy of the previous generation (1G to 5G) must be added. The enabling technologies that

can support the 6G services contain satellite communication, above 6 GHz, Terahertz com-

munications, AI, cell-free, CA, multi-band scheduling and other technologies. Some of the

enabling technologies are discussed below:

• Carrier Aggregation CA is one of the enablers technologies. It can improve the reuse of

the spectrum with proper converge. Further, it can provide high data rate and fairness

among the user, system capacity and better user experiences. As today’s users require a

high data rate and service quality, CA will allow the user to fulfil its requirements. The

CAwas added in Release 10 of 3GPP, LTE advance, where it is possible to aggregate five

carriers, which can utilize the 100 MHz bandwidth (20 MHz each). In Release 13 [27]

of 3GPP, the maximum number of aggregated carriers advanced from 5 to 32.

In Release 16, the number of rate-matching patterns available in new radio has been in-

creased to allow spectrum sharingwhenCA is used for LTE. Besides, Release 16 reduces

latency for setup and activation of CA/Dual Connectivity (DC), leading to improved sys-

tem capacity and the aptitude to achieve higher data rates. Unlike Release 15, where

measurement configuration and reporting do not take place until theUE comes into the

fully connected state, in Release 16, the connection can be resumed after periods of in-

activity without the need for extensive signalling for configuration and reporting [28].

Additionally, Release 16 introduces a periodic triggering of channel state information
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reference signal transmissions in case of the aggregation of carriers with different nu-

merology. In the Release 17 eMBB trend, the NR frequency range will be extended to

allow for exploitingmore spectrum (above 52.6 GHz), including the 60GHz unlicensed

band, while defining new Orthogonal OFDM numerology and channel access mecha-

nism to comply with regulatory requirements applicable to unlicensed spectrum. This

enhanced framework will also be useful for Licensed Authorized Access (LAA) opera-

tion in unlicensed spectrum where large blocks of spectrum are available [29].

• Communication with large intelligent surfaces, MIMO will be strong candidate for 6G,

to enable energy efficiency and better spectral. With the innovative environments and

intelligent surfaces it will backing massive wireless communications surfaces [26,30].

• Wireless power transfer, due to the high data rate demanding applications, the users

use more power, and wireless devices may need wireless power transfer to proven by

their batteries. Until now, wireless power transfer has been under development. In

6G, it is expected that the user will be served wirelessly (wireless energy transfer) by

the base stations. Using RF, power harvesting techniques can get energy from nearby

energy providers. Getting wireless energy from neighbouring energy providers can be

environment-friendly [31].

• Terahertz frequency band, the THz band is from 0.1 THz to 10 THz. It will work an im-

portant role in 6G, andwill be able, with the support of the THz band, to usemore band-

width with enhanced capacity. Beside, it will provide high energy efficiency, terabit-

per-second link capacities, and secure transmission [32].

• Cell-free communication, cell-freemassive is the evolution of the classical cellular com-

munication architecture. The cell-free control of the irregular scattered access points

through the central processing unit. It requires more than one central processing unit

when the coverage area is larger. With the addition of UAV, it is very important to pro-

vide full converge with no dead zones. 6G is expecting that it will provide full dense

network with multiple options. For avoiding dead zones cell free communication will

be use associated with satellite communications. The user will connect to the entire

network to avoid the coverage and handover problems.

• AI andML, to automate industries and other businesses, AI andMLwill be used in 6G.

From the perspective of the communication network, it will control resource alloca-

tions, network selection, positioning and handovers. Also, it will predict (future events

based on the past and present values) on the several parameters for future activities.

• Integrated terrestrial, drones, and satellite communication, in 6G, the terrestrial and

satellite communication will be used in coordination to avoid coverage issues. Further,

the drones will be used as base stations and reuse the bandwidth opportunistically to

support more users in sudden dense traffic. This coordination will enhance the user’s

service with expected high throughput.
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2.4 Centralized and Decentralized concept

The main difference between the centralized and decentralized communications is shown in

Figure 2.2 is control of the overall network. A centralized network or system contains a sin-

gular main administrator, which control all the facets of the throughout system or network.

The administrator is actually employed through a central server that runs all data and au-

thorizations. While decentralized is different, it works in a distributed manner. Every point

(base station, node) in the network is a distinct authority with self-governing administrative,

and is able in about how to cooperates with other systems independently.

a) Centralised b) Decentralised 

Figure 2.2: Centralized and decentralized concept.

2.5 Centralized Baseband Units in 5G and beyond

It is expected that the demand for wireless services will increase by at least 1000 times

over the next decades, stimulated by new applications and a push towards the Internet of

Things [33]. To provide intermittent or always-on hyper-connectivity for Machine-Type

Communications (MTC), covering diverse services, such as connected vehicles, connected

homes, moving robots, smart parking, and industrial monitoring, with sensors that must be

supported in an efficient and scalable manner. More applications rely on data collected by

Wireless Sensor Networks (WSNs) that is sent over the telecom infrastructure. Besides, traf-

fic offloading to fixed networks through Wireless Fidelity (Wi-Fi) in unlicensed frequency

bands has become widespread. To enhance the network capability and optimize its usage,
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the operators are deploying more localized capacity, in the form of small cells (e.g., Pico

and Femto-cells and remote radio units connected to centralized baseband units by optical

fiber) [34]. Virtualization of wireless nodes based on Software-Defined Radio (SDR) princi-

ples, to allow them to support multiple heterogeneous transmission technologies, together

with techniques for optimal resource sharing according to application requirements.

2.6 6G Spectrum Requirements

To boost 6G research accomplishments, in 2019, the Federal Communications Commission

(FCC) suggested a new between 95 GHz and 3 THz to be considered for research, termed as

“far frontier of spectrum policy”. 6G is in the direction of witnessing high bandwidths, and

adapting to preform in ultra-high frequencies. Hence, some challenges arise, especially in the

propagationmodelling. The technologies over viewed in the following will be of fundamental

importance in 6G.

2.6.1 Spectrum Associated with 5G

The three trends proposed by International Telecommunication Union (ITU) (in IMT 2020)

are Ultra-Reliable and Low Latency Communications (URLLC), enhanced Mobile Broad-

band (eMBB), and massive Machine Type Communications (mMTC). The eMBB scenario

is for applications requiring more bandwidth, such as remote surgery, high-quality telep-

resence, and telemedicine. It includes Multi RAT, CA and MIMO Technologies. The MTC

required high-volume, fast-growing applications include, for example, asset tracking, smart

metering and smart cities. These applications need almost have low complexity, low cost and

low power.

URLLC supports applications that provide services that are mission critical, for example,

healthcare, autonomous vehicles, and industrial automation. Its requirements are low la-

tency, ultra-reliability, and strong security. The 5G spectrum allocation is centred on appli-

cation services, as shown in Table 2.1. The spectrum availability and its scarce resources

are challenging. It needs to reuse the present spectrum bands in 6G to obtain and fulfil

bandwidth demands. In the upcoming years, the standardization activities of exploiting un-

licensed and licensed bands will be crucial for service providers.

2.6.2 Beyond THz Spectrum

Investigation of new spectral bands is required considering terrestrial and (Non-Terrestrial

Networks) (NTN). The aim can be to advance channel models and propagation conditions

and inter-node communications. Under the umbrella of terrestrial applications, the 6Gecosys-

tem, will use the 100 GHz spectrum and above, while, for NTN, beyond 50 GHz frequency

bands are excepted, and even THz frequency bandswill be used. NTN is assembledwith free-

space optical communication (that consider higher frequency bands), for example, from 150

to 300 THz. The evolutionary architecture of NTN systems will support efficient, low-cost

network configuration with flexible typologies. It will be a reusable infrastructure among

21



Table 2.1: 5G spectrum allocation

Frequency Bands Range Application

Low bands 2 GHz

Mid bands 2-8 GHz
eMBB, URLLC mMTC applications

High bands 24 GHz eMBB and URLLC applications

the NTN and terrestrial networks. In a 6G network, the UAVs will perform as flying nodes,

capable of processing, and supporting communication and computing functionalities.

2.6.3 Associated Challenges

The devices operating in the heterogeneous and homogeneous network are vastly diverse.

The homogeneous network not only operates in licensed bands but also works in unlicensed

bands. The key challenges and the underlying aspects of their design are discussed below:

• The need for efficient spectrum design and its sharing algorithms while studying com-

plex network scenarios;

• The positioning of User Equipment (UEs), and its handovers in the ultra-dense net-

work with spectrum sharing;

• 5G and 6G reliable varying size of data transmission, with required advanced spectrum

sharing techniques to maintain the time-varying data needs;

• Designing the algorithms that can coordinate and work collaboratively between dif-

ferent multiple Access Points (APs) and Base Stations (BSs) within heterogeneous net-

works.

2.7 SpectrumManagement

Spectrum management strategies facilitate the efficient use of the spectrum. In the history

of communications, several arrangements have been considered to utilize the spectrum in

an efficient way [35]. This management contains effective management of spectrum allo-

cation, allocation scheme, licensing mechanism, and administrative approaches. Although,

the research on 6G and its spectrum is still not matured, predictably, 6G will be deployed in

the Terahertz (THz) frequency bands range assigned tomobile communication systems [36].

The spectrum bands (2G, 3G, 4G and 5G) that different countries currently use, will also be

considered in 6G, where applicable. Such 6G frequency bands include the lower, mid, and

higher ones.

As it is challenging to manage the 6G spectrum, one possible solution is to use AI services

to tackle it. The set of operations that AI can handle will be dynamic operation, combined

sensing, i.e., the radio environment sense the medium and will adopt it in actual situations

[37]. With fundamentals properties, the available 5G and 6G frequency bands are given in

Table 2.2.
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Table 2.2: Characteristics of the spectrum bands for 5G and 6G.

Frequency
Band

Wavelength

Dominant
Propagation
Mechanism 

0.3-3 GHz 3-30 GHz 30-300 GHz 0.3-3 THz 3-30 THz

Wavelength Wavelength Wavelength Wavelength Wavelength

LoS, 
Reflection

LoS, 
Reflection

LoS, 
Reflection

LoS, 
Reflection, 
Direction, 
Scattering, 
Penetration

LoS, 
Reflection, 
Direction, 
Scattering, 
Penetration

Dominant
Attenuation

Effects 

Free Space 
 Loss

Free Space  
Loss

-Transmission
Loss

Through
Materials 

High at Upper
Band

Free Space
Loss/ 

Molecular 
Absorption 

-O₂ @60 GHz 
-H₂O > 24 GHz

Free Space
Loss/ 

Molecular 
Absorption 
-High H₂O

Peaks

Free Space
Loss/ 

Molecular 
Absorption 
-High H₂O

Peaks

Supported  
Link  

Distance  
10 km 1000 m 100 m <10 m <1 m 

Tx Power
Limiting  
Factor  

Regulation Regulation Technology  Technology  Technology  

Approximate
System

Bandwidth 

Up to  
100 MHz 

400 (or 800)
MHz 

Up to  
30 GHz 

Up to  
300 GHz > 100 GHz 

2.7.1 Carrier Aggregation with Millimetre Wavebands

For 5G and beyond, Millimetre Wave (mmWaves) bands are considered the capable con-

tender that can provide the opportunities to fulfil the spectrum shortage in a wireless net-

work. It became the redeemer of 4G/5G mobile operators. It will suit its coexistence with

the LTE network [38]. mmWave bands and CA scenarios are broadly investigated in [39,40].

The research of these papers address low computational complexity and channel state infor-

mation to enhance CAwhile improving the energy efficiency in 5G environments. Sub-6 GHz

and mmWave aggregation is needed for the network. Aggregation enables to achieve mas-

sive capacity with a multi-Gigabit rate for customers and enterprises. Combine allocation of

spectrum resources would make it possible to achieve a wired broadband rate wirelessly.

2.7.2 5G Networks with Unlicensed Spectrum

Suggested deploymentmodes for 5GNR-U to enhance LAAwithRelease 16 contains (i) Stan-

dalone, (ii) CA, and (ii) Dual Connectivity (DC). In DC and CA modes, the 5G NR-U band

amplifies user-plane capacity in DL. NR-U supports Uplink (UL) in DC mode compared to

Down Link (DL). The CA deployment is based on LTE-LAA, while DC deployment is built

on extended LAA (eLAA). In any case, these deployment Control Plane (C-Plane) data are

associated with licensed bands. Standalone mode relies independently on unlicensed bands

for user and C-Plane operations. It would allow the 5G to avoid depending on the licensed

Mobile Network Operators (MNOs). NR-U is predicted, will offer more opportunities for

better spectral efficiency with further enhancements. Table 2.3, shows the available globally

and under-review unlicensed spectrum bands grounded by Release 16.
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2.7.3 Licensed plus Unlicensed Bands within Small Cells

An assorted network operator deploys small cells with unlicensed bands. These small cell

networks are considered to be the updated version of that LTE-Advance (LTE-A) technol-

ogy, and is used within microcells, which happens to exit in Wi-Fi systems. LTE-A provides

supporting the use of CA in both 2.4 and 2.5 GHz frequency bands, because they are flexible

and enhance the utilization of the available bandwidth. There are different variants and sizes

for the component carriers, with bandwidths of 1.4, 3, 5, 10, 15, or 20 MHz.

The best proposal for the scheme is to consider that the licensed band is provided by the

suitable carrier. Then, its Primary (user) Component Carrier (PCC) provides the opportunity

to the licensed band aggregation, which can certainly provide the next level of the component

carrier, due to the use these components carriers, or to be included as Secondary Component

Carriers (SCC’s) in the unlicensed bands. Moreover, there are unlicensed bands which are

cast off as “on demand”, a connotation associated with the trivial cells that have vigorous

consumers, and are able to communicate in the unlicensed band (and do not communicate at

all at additional spectrum intervals). These configurations are conceivable as a compulsory

“anchor” in the certified band. There are two important disposition techniques that helps

gathering unlicensed band: the first one is Supplementary Downlink (SDL) mode while the

other one is the Time-Division Duplex (TDD) mode, as follows:

• Supplementary Downlink - In the SDL method, i.e., Division Downlink or SDD mode,

unlicensed bands will merely be combined with the related downlink, as data rates and

sizes will be significantly amplified in the downlink.

• Time-Division Downlink or TDD mode - in the TDD mode, gathering of unlicensed

band is required for both the downlink and uplink, similarly to the classic LTE-TDD

structure. The operation just occurs according to the typical LTE-TDD accumulation

of the carrier. The benefit here is the tractability to amend the amount of asset among

the downlink and the uplink. Besides, when the 5G ban is exploited by the CA, to guard

detectors by means of the 5 GHz band, it is a compulsory supervisory constraint to

use Transmit Power Control (TPC). One may call it either TPC or Dynamic Frequency

Selection (DFS).

2.7.4 Using Wi-Fi inLicensed plus Unlicensed Bands

Presently, Wireless Fidelity (Wi-Fi) is applied sub optimally aiming for wireless communi-

cation. There is challenges for deployment of licensed and unlicensed spectrum groups, CA

transversely (using Wi-Fi) is consider one of the best technique by the network operator, to

communicate combine with licensed and unlicensed spectrum. When CA is exploited cross-

wise an unlicensed band, a user’s PCC is continuously in licensed band and befitting from

unlicensed spectrum band.
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Table 2.3: Unlicensed spectrum bands in 3GPP [41]

Countries

1-7 GHz Mid-

Bands (sub

7GHz)

Status

24+ GHz

High-Bands

(mmWave)

Status

United States
5.2 – 5.8 GHz Available Now

57 – 71 GHz Under Study/ Review
5.9 – 7.1 GHz Available Now

Canada 5.2 – 5.8 GHz Available Now 57 – 71 GHz Under Study/ Review

EU except (Germany,

France & Italy)

5.2 – 5.9 GHz Available Now
57 – 71 GHz Under Study/ Review

5.9 – 6.4 GHz
Under Study/

Review

United Kingdom
5.2 – 5.9 GHz Available Now

57 – 71 GHz Under Study/ Review
5.9 – 6.4 GHz Available Now

Germany 5.2 – 5.7 GHz Available Now 57 – 71 GHz Under Study/ Review

France 5.2 – 5.7 GHz Available Now 57 – 71 GHz Under Study/ Review

Italy 5.2 – 5.7 GHz Available Now 57 – 71 GHz Under Study/ Review

China
5.2 – 5.3 GHz Available Now

59 – 71 GHz Under Study/ Review
5.7 – 5.8 GHz Available Now

South Korea
5.7 – 5.8 GHz Available Now

57 – 64 GHz Under Study/ Review

5.9 – 7.1 GHz
Under Study/

Review

Japan 5.7 – 5.8 GHz Available Now 57 – 64 GHz Under Study/ Review

India
5.2 – 5.5 GHz Available Now

57 – 66 GHz Under Study/ Review
5.7 – 5.9 GHz Available Now

Australia 5.2 – 5.8 GHz Available Now 57 – 66 GHz Under Study/ Review

2.7.5 Cell Dormancy

Release 16 of 3GPP initiated the idea of small-cell dormancy, enhancing power utilisation in

CA scenarios. If the cell is considered a dormant cell, its connected devices stop observing

the physical downlink control channel, whereas considering beam management and mea-

surements of channel state information [42]. Regarding the dormant cell, not completely

deactivating it from the network, but reasonably, with less activities, it can save power. De-

activation is an alternative to save energy, but this approach doesn’t support providing chan-

nel state information reports. Further, the activation of small cell it returns longer duration

than dormancy [43].

2.7.6 Intelligent SpectrumManagement

Spectrum sharing is a technique which allows the cooperative utilization or the simultane-

ous use of spectrum resources [44] with different self-determining entities in a specific geo-

graphical area. Spectrum sharing by Multi-tier, using Licensed Shared Access (LSA) [45] to

support operative utilization of white spaces or the under-utilized portions of the spectrum.

To obtain the climbing outcome of these techniques, it has beenmentioned by SpectrumCol-

laboration Challenge (SC2) in [46]. Collaborative Intelligent Radio Networks (CIRNs) and

Al-based autonomous wireless radio technologies. Which interchange obvious information

to get the solution cooperatively with collaboration, and can reuse spectrum through coordi-

nation and guarantee protection [44].
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2.7.7 Application Machine Learning and Artificial Intelligence

The exponentially growing demand for connectivity is raising concerns aboutmassive opera-

tions andmaintenance requirements. ML andAI applications at various levels of the network

can provide scalable and flexible solutions to manage complex generations of communica-

tion. For instance, AI can identify patterns in enormous datasets and thus can significantly

reduce the prediction and decision time for processing tasks. In addition, AI can administer

MNOs in determining demand and reconfiguring the network. In CA-enabled networks ap-

plication of ML algorithms can determine the Component Carriers (CCs) to select based on

the available spectrums. Moreover, it guarantees fairness in selecting the carriers from both

available licensed and unlicensed spectrums [47].

2.7.8 Scheduling Techniques

2.7.8.1 Cross-Carrier and Self-Scheduling

In CA-empowered scenarios, UE operates with more than single CCs. It can be from a dif-

ferent or the same cell (small/Macro cell). Resources are scheduled based on Scheduling As-

signments (SA) and Scheduling Grants (SG) corresponding to data. The decisions for each

carrier are the scheduler’s responsibility and assign the SA for individual transmits. So, the

UE receives several Physical Downlink Control Channels (PDCCHs). When SA and SG trans-

mit through the same cell as data, it is called self-scheduling, and if the SA and SG transmit

over different cells is called Cross-Carrier Scheduling (CCS).

For CCS, the Downlink Control Information (DCI) accommodating the SG for a carrier is

received on a different carrier. When a UE is in search mode, the Carrier Indicator Field

(CIF) value affects the DL control channel and defines the carrier for SG. In the Primary Cell

(PCell) configuration, CIF-Presence-r10 indicates the availability of CIF in PDCCH DCI. A

CIF value of 0 indicates PCell, while another indicates the Secondary Cells (SCs). To support

32 CCs enhancements for CA with the latest 3GPP releases [28], the CIF length increased

from 3 to 5 bits.

2.7.8.2 Packet Scheduling Schemes

Packet Scheduling Algorithms or (PCA) time domain algorithms have a significant role in

resource management [48]. It handles how and when to allow the transmission of specified

resources. In Figure 2.3, the packet scheduling classifications are presented. In CA scenario

efficient PCA has given requirements [49];

• Acceptable to provision of multi-CCs situation,

• High QoS,

• High system throughput,

• Optimized fairness,

• Lower complexity.
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Packet Scheduling Techniques

Data Delivery Based Data Type Based

Preemptive 

Non-
Preemptive 

First Come First
Serve

Earliest
Deadline First

Real-Time

Non Real-Time

Packet Priority Based

M-LWDF, PF
and FLS

FLS

Figure 2.3: Classification taxonomy for packet scheduling schemes.

2.7.8.3 Multi Band Scheduler Structure for CA

Multiband scheduling or the scheduling based on frequency domains contains the allocation

of frequency domain resources to the scheduled time domain UEs or more specifically a sub-

set of the time-domain defined group of authorised UE [48]. It aims to allocate frequency-

domain resources for different UE, in a technique with which UE can utilize the subset of the

frequency domain, to obtained furthermost favourable channel conditions [48]. The condi-

tion of the channel could be different for in frequency domain for each UE as function when

frequency domain UEs are allocated.

For the allocation of RB in the CA environment, the Next Generation Node B (gNB) requests

UE for the carrier specifications, including Quality of Service (QoS). gNB takes calls for car-

rier activators and PCell assignments for the UE and indicates through the PDCCH signals

for fixed time slots. In case of time slots which are larger spotted delay. With the UE, the

scheduler response time is challenging to manage the delay, and required throughput trade-

offs in CA scenario [50]. Author from [48,50,51], defined schedulers with an optimized time

slot to obtain the QoS for UE.

2.7.8.4 Disjoint Queue Scheduler

InDisjointQueue Scheduler (DQS), individual users have independent traffic queues on each

CCs. Therefore, this scheduler operates in a two-step model to allocate the RBs. At the first

level, the scheduler allocates the traffic packets on each CC and waits for their turn to trans-

mit. Then, at the second level, schedulers present at each CC allocate the RBs and map the

packets to the user. The schedulers at both levels can use the same or separate scheduling

algorithms. However, this approach offers little efficiency and high complexity with large

packets as the user packet, CC, and the associated RBs are mapped one-to-one.
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2.7.8.5 Joint Queue Scheduler

In Joint Queue Scheduler (JQS), the users have a shared/joint queue to access the CCs, re-

sulting in a single-layer scheduling platform. The scheduler allocates the traffic packets to all

the CCs with the RBs. Thus, the user packet uses all the available Resource Blocks (RB) on

different CCs. This scheduling structure offers higher efficiency and a higher frequency se-

lective gain than the DQS, as the mapping is one-to-many but not successful with high traffic

densities. In addition, together with a priority-based scheduling scheme, JQS can mitigate

long waiting queues.

2.8 Heterogeneous network

5G and beyond wireless networks require high data rate, to obtained high data rate network

densification is considered one of the important mechanisms in the evolution of cellular net-

works. This densification results in higher spectral efficiency and reduces power consump-

tion by replacing Macro cells with small cells. Network densification also improves the net-

work capacity and coverage. The simultaneous distribution and operation of Macro-cell, mi-

cro cell, Pico-cell and Femto-cells in a network are termed HetNets [52] as shown in Figure

2.4. Different requirements and details for different cells are presented in Table 2.4.

Massive  Distributed  
Antenna  

Macro Cell

WiFi

D2D

Relay
Relay

Pico Cell

Indoor  
Femto Cell 

Micro Cell

Figure 2.4: 5G ultra-dense heterogeneous networks.
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Table 2.4: Comparison between different types of cells in a heterogeneous network [53].

Specification

Transmit Power

Power 
Consumption

Coverage 
distance

Deployment

Backhaul 
connectivity

Installation

Macrocell

45 dBm

High

Several 
kilometres 

Outdoor

Microwave, 
Fiber

Operator

Microcell

30 dBm

Moderate

Less than 
500 m

Outdoor and 
Indoor

Microwave, 
Fiber

Operator

Picocell

30 dBm

Low

Less than 
100 m

Indoor and 
Outdoor

Microwave, 
mm

Operator

Picocell

20 dBm

Low

Less than 
30 m

Indoor

DSL, cable, 
fiber

User

2.9 5G Use Cases

2.9.1 Autonomous Vehicles

Autonomous vehicles, self-driving vehicles, or robotic vehicles incorporate vehicular automa-

tion, which could be efficient without human intervention. With the human-provided input,

it will sense the environment using sensors and AI. It required full coverage with low latency.

The details of the uses case are given bellow.

2.9.1.1 Context

This use case is concentrated on the slicing of the 5G network, ranging from vehicle services

to everything, licensed andunlicensed spectrumsharing, LTE side link, cell-free, CA,with the

infrastructure as well as infrastructure and any entities of communication for better fluidity

of transport, safety, as well as road relaxation. Explanation of slicing includes the partition(s)

of the core network, RAN resources, and vehicular end-device functionality configuration.

Furthermore, it is extended to URLLC, involving ultra-reliable low-latency and/or strong

communication links and mMTC.

2.9.1.2 Motivation For The Need of 5G Networks

Autonomous vehicles or vehicle-to-everything are considering one of the most foreseen 5G

applications. Autonomous vehicle forthcoming is completely dependent on Vehicle technol-

ogy that’s why it is advancing rapidly to sustenance it. To emerge a completely autonomous

vehicle future, various diverse improvements in-vehicle technology, network speed, data

throughput must approach organized. Due to the considerably reduced latency of 5G, it will

be an immense enabler for autonomous vehicles, whilst vehicles will be capable to answer 10-

100 times above the existing cellular networks. The eventual aim is a Vehicle-to-Everything
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(V2X) communication network, which will allow vehicles to automatically answer to objects

and changes across them almost immediately. As the vehicle will be capable to send and re-

ceive information’s inmilliseconds in directive to brake or shift directions in reaction to road

signs, people crossing the street, and hazards.

For example, compare the latency of 4G and 5G, assume a car is going up the road at speed

of thirty miles per/hour and required to receive a signal which can escape striking an object.

Presently with 4G, it has a latency of approximately a hundred milliseconds, a car would

travel about four feet or one point two meters. While With 5G latency approximately ten

milliseconds, the vehicle would only have travelled five inches or twelve centimetres.

2.9.1.3 Description

In recent years the idea of “connected car” has arisen, which has the capability to drivers a

recent scope of services through cordless communications, that arewell-thought-out as being

among the furthermost distinct designs of the coming generation vehicles.

Other Vehicle 

Pedestrian 

V2V

V2I/N

V2P

Cloud

Figure 2.5: Types of V2X services.

These wireless connected vehicles with pedestrians and each other’s within contiguity can

recognize the possibility of a collision by sharing the information, for example, the direction

and speed of their location. Similarly, the vehicle that is linked with network infrastructure

can transmit to the device that is controlling the traffic that will in return warn of any anony-

mous fatal hazards along the road or route to ensure optimal flow of traffic and guidance on

the speed. Because of LTE air interface of high spectral efficiency, it can support numerous

Vehicle-to-Everything (V2X) services, also it is able to upkeep diverse categories of commu-

nications from transmissions of one device to many devices or one device to another device,

and from usual downlink and uplink cellular communications to Device-to-Device (D2D)

direct over-the-air communications.
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2.9.1.4 Initial Scenario

On the system of LTE-based V2X, two air interfaces will be helpfully worked one D2D inter-

face utilizing sidelink, and the other one cell interface dependent on UL/DL and will choose

to deliver to the need of each V2X administration. The D2D and cell correspondence is the

fragment of LTE-based V2X, which will introduce great operational favourable position pro-

ficient use of the range. By and large, the canny transportation framework has four kinds

of substance; focal workers’ keen transportation framework, side of the road unit, vehicles

prepared with an installed team, conventional street clients, for instance, bike riders and

people on foot. These characterized substances can speak with one another utilizing D2D or

cell-based correspondence. V2X, which depends on Device 2 Device (D2D), uphold low in-

activity, and give short-range parity even to out-of-network inclusion, while equality, which

depends on cell correspondence, is for a wide-region post with a high limit.

The transportation framework substance side of the road unit that can act in eNB or a stand-

ing client terminal, it offers numerous administrations dependent on the data of neighbour-

hood geography procured from close byweak clients, focal shrewd transportation framework

worker, and sensors, for instance, acceptance circles and cameras. With installed units, when

a restricted check of vehicles is prepared, at the fundamental phase of V2X administration

dispatch, the side of the road unit conveys nearby geography information gotten by the side

of the road sensors rather than V2V correspondence. On the off chance that a predominant

eNB can fill in as a side of the road unit, the rapid development of the V2X market may be

assessed. Indeed, even in the development stage, a side of the road unit can require more ex-

tensive geography information with high dependability. For the street, administration data,

and all different substances just as traffic, the focal smart transportation framework give the

incorporated control to them. The focal smart transportation framework can be sent exter-

nally to the organization of LTE by the transportation industry, for instance, the division of

transportation. The range is either assigned to D2D or cell.

To offer the sufficient capacity for the cellular-based V2X, the LTE spectrum and infrastruc-

ture can be reused, which is operating by different operatives with several LTE carriers in

a particular region, which belongs to the Figure 2.6 scenario A. at the point when the client

hardware utilizing the range of its administrator for commonly kinds of connections, the uni-

form coverage have the option to be pushed off for the two links. In this condition, it is fun-

damental to think about how to convey the essential nature of administration (QoS) for the

V2X interchanges through client hardware’s going to particular administrators where tight

coordination and quick information move couldn’t continually be assumed. Because of the

recurrence portion rule, it is practical that another committed range is allotted to D2D-based

V2X.

An LTE transporter for D2D activity isn’t authorized to an administrator. In such kind cases,

therefore, ultimately, the D2D activity for V2X continues habitation in the committed D2D

range as appeared in situation B, and the matter of between administrator activity is con-

fined to the cell connect. The administrator may be utilized in such a case cell interface for

V2X administrations standing nearly low inertness in order to decipher for the inactivity
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brought about by the between administrator activity. However, for the D2D connecting use,

its administrations required short idleness and restricted short inclusion. For radio bound-

ary enhancement, clog control, radio asset distribution, security, and validation, the organi-

zation control will be created. On the off chance that no LTE inclusion is offered for certain

particular territories, at that point for the V2X, the D2D connection will be utilized without

taking such organization control as in situation D. Every one of those boundaries that are

constrained by an organization will be set to predefined ones, which may be led to decently

non-streamlined activity. On the off chance that strategic administrations are supported by

cell based V2X, the submitted range for the whole V2X can have benefits in relation to limit

and (QoS) control. In terms of this situation, a specific administrator in every particular re-

gion and RAN sharing activity among administrators is estimated as operational decisions

with little arrangement charge.
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Figure 2.6: Spectrum options for V2X operation in a given area.

32



2.9.1.5 Step By Step Scenario

Efficiency in safety and traffic The event-driven and periodic messages of a vehicle to

vehicle / vehicle to pedestrian (V2V/V2P) taking the position and its kinematics parameters

of the car which is using as a transmitter to permit other vehicles and exposed road users

to feel the nearby situation and upkeep applications such as a warning of a forward collision

which notifies a driver of an impending rear-end collision through a vehicle upfront, for shar-

ing the same path a cooperative adaptive cruise control is exercising which is permitting the

cluster of a vehicle in proximity.

• Autonomous driving Autonomous driving conditions are additional narrower than

those inV2V safety applications; because itmight be at a higher speed relatively, 200km

per hour, and will be very close to each other. Furthermore, it requires complete road

network coverage to be driver less in all geographies, with that network condition that

can support communications with high vehicle density. In certain situations, video/-

data interchange throughout V2N links may supplementary improve the autonomous

driving efficiency and safety.

• Vehicular Internet and soft news For the browsing, social media approach con-

tent, applications download, and High-Definition (HD) video streaming for travellers

are measured a ”must-have” for the latest cars and would become even extra related

with enlarged penetration of self-driving vehicles, in which also the driver might be

involved in media utilization.

• Remotediagnostics andmanagementAV2Xapplication servermaintained through

a car producer or a diagnostic centre for vehicles can save communication occasionally

directed by cars that are in V2Nmode to locate their position for easy problem solving.

Final Scenario

To support safe drive and connect with application by digital high speed data.

Summary how our work is related to the scenarios

In the scenario of autonomous vehicles, it is possible to support the slicing of the 5G net-

work ranging from vehicle services to everything, usage of licensed and unlicensed spectrum

sharing, side-link, cell-free and CA. This scenario comprises communications between in-

frastructure and any entities of communication for better fluidity of transport, safety, as well

as road relaxation.

2.9.2 6G Use Cases

The identified KPIs of the 5G 2nd phase handhold the significance in 6G. It is further adapted

based on6G requirements. A rich blend of use cases that explore 6G features can be identified

[32]. The 6G use cases concerted on energy efficiency, latency, positioning, device density

and peak data rate.

The following defined use cases range from human twins to manufacturing units (smart fac-
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tory plus). The use case human twin needs low latency while required a high data rate.

Thoughtful factory plus needs tighter security. The main aim of 6G communication is to

transfer the world to a global village. The identified 6G use cases are as follows:

• Digital Twin of Human

With the cooperation of medical sciences and 6G evaluation, the body of humans can

be virtually designed. It can appear far away, where the patient can be monetized from

that digital twin. It will be possible to check the health data, for example, bloodpressure

and other requiredmeasurement, in real-time from the digital twin of the human body.

• Internet on Air

6G will be providing high-data internet for air users, and this could be possible with

the support of satellite communication. It is expected that the cost will be high, and

nowadays, some airlines provide air internet, but it’s still not advanced and is limited

to text and other services.

• Smart Cities with AI and Sensors

The 6G heterogeneous network will be befitted from AI andmany other sensors, which

will provide the integrated service which is the requirement of smart city. For exam-

ple, AI will be used to sense the hazards using high speed internet connected with cam-

eras. Furthermore different sensors will be mounted outside the building and outside

to complete several task without human support.

• Autonomous System and Robots

Due to high-speed internet and security the 6Gwill enhanced the robots and autonomous

business. For example, the driver-less car will be supported by satellite which will re-

duce the accident chance, the traveller can enjoy the trip with out driving. The 6G will

enable the UAVs communication between UAVs and other ground controllers. The au-

tonomous vehicles has demands it will not only provide comfort in travelling only, but it

will also support other businesses, for example agriculture, which will use autonomous

machinery, that will properly harvesting and also reduced the human mistakes.

• XR (Extended Reality) Based on Holographic Communication

Due to high data rate reequipment and technology advancement by 2030, it is expected

that the 6G will support Augmented Reality (AR)/VR to Extended Reality (XR). The

users will be enjoying holographic communication and holographic display. It will be

possible to enable hearing, taste, and sight using XR. Further, it can boost entertain-

ment bossiness, for example, concert and sports.

• Emergency Internet Services

6G will support unmanned aerial, and its network will be benefited from satellite com-

munication. This service will help restore the internet in floods and other natural dis-

asters. For example, in the case of earthquakes, the terrestrial transmission will be

replaced by satellite or unmanned aerial networks.

• Smart Factory Plus
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The 6G servicewill not only restricted to support only factory application butwill assure

full connection and stability, security to the entire production cycle. It will quickly

and flexibly connect intelligent devices that require to be connected inside the factory,

will provide dynamic adjustment according to the requirement of the production line

using AI. Through the 6G network, Smart Factory PLUS will add an end-to-end closed

loop. It is expected that the 6G Ecosystem creates opportunities for new businesses by

implementing these use cases in real-time. According to the Finnish 6G Flagship [54],

these innovations can enhance the use of the networks in a very innovative way.

2.10 5G Standards Perspective

The evolution of the mobile and wireless networks sector enabled by emerging 5G NR tech-

nologies and massively connected devices supports a significant increase in data traffic de-

mand. As a result, new business models and services are available, e.g., supported by ultra-

low latency andultra-high throughput networks. Theneed for diverse applications and seam-

less connectivity involves critical requirements and implies supporting on-demand services.

With the roll-out of 5G wireless networks, NS evolved as a fundamental feature to facilitate

segmented layers of networks in addition to the base network architecture [9].

In reality, NS provides a paradigm shift from the conventional approach towards traffic and

network management [10]. It allows virtual logical network layers to enable all the func-

tionalities of a shared physical network. Furthermore, it sub-divides the network into sev-

eral isolated virtual networks leading to a dedicated channel to provide resources to serve

the user demands. Thus, slicing empowers conventional networks to support a wide range

of use cases and business models. Additionally, while enabling enhanced service quality,

NS supports tailor-made user-specific solutions. For instance, the latency requirement for

emergency services is more stringent than for agriculture-based applications (to maintain

crop health). Thus, it will make current networks dynamic, flexible and scalable whilst ac-

commodating growing demand, from various applications, with diverse requirements.

Unlike conventional networks, 5G networks are enabled with networking slicing. 5G evolu-

tion opens upmany services and use cases. New physical networks are not required anymore

to facilitate dedicated service. As proposed by the 3GPP, the introduction of NS is established

in the framework of Release 15 [11] and is regularly updated for the required technical details

and enhancements. 3GPP has specified that, for CSPs, NS is significant for creating new ser-

vices and generating new business models. NS allows CSPs to create multiple virtual slices

to encompass colossal traffic increase and specific user requirements. As a consequence of

this evolution, Working Groups from various Standard Development Organizations (SDOs)

entered into force to support a multi-vendor landscape that develops NS specifications and

guidelines.

CSPs benefit by implementing network orchestration, the automated communication among

various entities on and across the network to meet network and user requirements. It sets

guidelines to establish connections through the network while offering services with the as-
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sociated SLAs [55].

A network slice (often referred to as ”5GSlice”) incorporates theNetwork Functions (NF) and

settings that encompass the supported use case or applications being served. It facilitates

resources on-demand by incorporating existing virtualization and computing techniques.

Slices make the resources modular while introducing flexibility into the network. In [56],

authors have defined different layers of 5G slices, as shown in Figure 2.7.

Service Layer Network Slice Layer Resource Layer 

Represent the end user  
services or business service. 

Include the network features  
required by the service layer. 

Provides all virtual or physical  
resources and network functions.

Figure 2.7: Different layers of network slicing.

The two key enablers of Network Slicing are described as follow:

• Virtualization Technologies, Virtualization facilitates resource sharing on the 5G Slice

and removes dedicated hardware dependency. As the resources are independent of the

physical hardware, slices are easy to deploy and manage as a modular block on a 5G

network; [56]. Interfacing the independent modules of resources is critical and needs

assistance for resource allocation purposes;

• Management andOrchestration; Automated orchestration andmanagement techniques

help regulate andmanagemany network slices in a complex environment. Besides, ac-

cording to [57], it facilitates network slice management functions.

2.10.1 What are Standards and Standardization’s Bodies

The final result of specified research is the set of standards for operation. It can be defined

that the desires and specifications for services, products and processes [13]. Further, it can

be defined as an accepted pattern with considered quality assurance [13]. Standard is the

acknowledged pattern with a quality guarantee. It is the regulations which aim for its usage.

It is ruled to do things which can provide benefits.

With the development of technologies, the need for standards is increasing. It Is essential

to have standard and different filed, has various standardization organizations. Information
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and Communication Technology (ICT) standardization procedure for telecommunication is

itself vast and critical [58]. Both the hardware and software companies are considering the

standards to make the national and international completability of standards between dif-

ferent vendors. Different forums, organizations and alliances are developing the standards.

Different products pass through standardization before getting into the market.

2.10.2 Standards Development Organizations

Forums, organizations, and alliances develop the SDOs and ensure their regulations. The

SDO can be formed by different manufacturers, verticals, providers and regulators. To set

standards, industries and academia play fundamental roles and provide convincing opinions

to make a standard. They also led down regulations to ensure a legitimate development pro-

cess. Based on different classifications, there are different SDOs. The classification of differ-

ent SDOswith accordance to European Telecommunications Standards Institute (ETSI) [58]

are shown in Figure 2.8.

 Standardisation Development Organisation  

Affiliation Types

Technical Scope

International  
SDO

Regional  
SDOs

Standard
Initiatives

Professional
Organisations

Geographical Coverage 

Landscape Approach 

National  
SDOs Industrial Fora

Figure 2.8: Types of standardization organizations.

SDO represents the members nationally and globally. Globally the standard bodies are ITU,

IEC (International Electrotechnical Commission), etc., while in regional SDO it contains the

academia and industries, and national SDOs developed from different countries. For exam-

ple, African Organization for Standardization, formerly ARSO. If the standard belongs to a

specific country, the national SDO collaborates with the international SDO.

The SDO is taking the initiative to set up the groups. For example, 3rd Generation Partner-

ship Project (3GPP), oneM2M. They make it able to coordinate and collaborate with stan-

dardization efforts through distinctive matters. Independent professionals are connected by
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Professional Organizations (POs) to encourage better approaches in the context of innova-

tion. The Institute of Electrical and Electronics Engineers Standards Association (IEEE-SA)

and Internet Engineering Task Force (IETF) are examples of it.

2.10.3 5G-PPP and NGMN Architectural Vision

Next Generation Mobile Networks (NGMNs) vision is to enhance their flexible softwariza-

tion. The NGMN architecture is subdivided into three layers, as follows: i) business appli-

cation, ii) infrastructure resource, and iii) its business enabling [9]. It is characterized by

an End-to-End (E2E) scope encompassing the Radio Access Network (RAN) and core net-

works [59]. 5G Infrastructure Public-Private Partnership (5G-PPP) elaborates on roles and

relationships among different parts of the 5G network. It generally shares the NGMN per-

spective that the 5G architecture must flexibly support softwarization for different use cases.

Besides, it is worthwhile to note that the NGMN 5G-PPP architectural proposal is divided

into five layers, namely service, infrastructure, business function, network function, and or-

chestration layers [60].

2.10.4 ETSI NFV MANOManagement Architecture Evolution

Network Function (NF) Virtualization (NFV) enables broadening the upgraded capabilities

of communication networks. These capabilities are flexible enough to instantiate the NFs

where needed, e.g., in the data centre or network, and provide elasticity in allocating extra

resources to these NFs. However, management and orchestration functions require new al-

gorithms that handle essential resources and control the VNFs life cycle. Tomanage the VNF

life cycle and resource allocation, the ETSI has added an NFVManagement and Network Or-

chestration (MANO) architecture. It primarily provides the management and orchestration

of network services, VNF, and all resources in a data centre (virtual machine resources, net-

working, computation, and storage) [57]. The three functional blocks of NFV MANO are i)

the NFV orchestrator, ii) the VNF manager, and iii) virtualized infrastructure manager [61].

2.10.5 Slice Creation and Isolation

Depending on use cases requirements, 5G heterogeneous network nature allows for design-

ing different network slices. For example, an ultra-low-latency slice will be supported irre-

spectively of general network requirements if the use case requires short delays.

Slice isolation consists of creating slices and then distinguishing them by considering the

assisted use cases. Thus, it facilitates the simultaneous coexistence of multiple slices in the

same network without affecting their performance. In fact, in-built security and privacy will

be induced in the design by isolating the slices over the shared infrastructure [62].
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2.11 Standardization Activities on Network Slicing

Standards are the guiding force behind research, development, innovation, policy establish-

ment, and industries. It regulates the execution of productive tasks and implementation

of the products while assuring quality [63]. In addition, standards ensure interoperability

among research techniques or products.

There are different types of SDOs working towards proposing standards within various ver-

ticals. In the context of 5G New Radio, it is essential to have collaborative standardiza-

tion in E2E network slicing architectures [64], as it includes widespread coverage domains

and application areas and is opening up new research opportunities. Therefore, SDOs and

academia, togetherwith industries, need to collaborate on standardization efforts to facilitate

interoperability [63].

2.11.1 Worldwide Standardization Approaches on 5G Network Slicing

Different telecommunications standardization bodies and industries are shown in Figure 2.9

together with their efforts on network slicing. Global System for Mobile Communications

Association (GSMA) and NGMN contribute to the investigation of high-level requirements

and architecture, as well as to the creation of the concepts of E2E 5G network slicing and

business initiatives [65]. Currently, the industry focuses on investigating network slicing

requirements while analyzing their influence on different network layers, e.g., core network

or RAN. Different SDOs have been defined as technical specifications for many domains, as

follows:

• GSMA is a global organization that develops a unified mobile ecosystem that supports

research and innovation in the mobile communications industry sector while integrat-

ing industry solutions, including network slicing. For example, the recently published

white paper on ”E2E Network Slicing Architecture” [64] describes industries, oper-

ators, and vendors’ requirements and the need to collaborate in standardization ac-

tivities to achieve a unified solution for the NS architecture. The white paper further

explains E2E NS architecture, high-level requirements, and ongoing initiatives from

various SDOs.

• 3GPP, one of themain standardization bodies, encompasses several active working and

study groups to support 5G network slicing. For example, the SA1 group of 3GPP fo-

cuses on use cases and requirements. The SA2 working group defines the architec-

ture selection to support network slicing [65]. The SA3 working group addresses se-

curity while SA5 addresses slice management [66]. The NS concept was introduced

in 3GPP’s Release 15 [11] and has further been enhanced within Releases 16 [67] and

17 [68]. Release 16 added authentication and authorization controls, enhancements to

network automation, and service-based architecture to the 5G slicing. Release 17 adds

enhancements for phase 2 of the NS architecture and outlines support to the GSMA de-

fined Generic Network Slice Template (GST) attributes. It also addresses simultaneous

usage of network slices in 5G-assisted networks.
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• The ETSI activities for 5G network slicing address the optimization of 5G services, con-

figuration, delivery, and assurance of deployment, enabling complete automation. It

also provides a solution for computing and storage [57].

• The Internet Engineering Task Force (IETF) standardization activities address the gen-

eral requirements and development of the 5G network slicing architecture. Besides,

they consider the orchestrationmechanisms and network slicemanagement. Their lat-

est work includes gateway function for network slicing, the applicability of abstraction,

and control of traffic-engineered networks to network slicing.

• The Broadband Forum (BBF) involves the activities to term the slicing management

architecture for transport networks. Moreover, the BBF standardization activities con-

tain the sharing of broadbandnetwork infrastructure betweendifferent service providers

while providing resource control support [69].

Figure 2.9: Standardisation groups and SDOs for network slicing [70,71].

• The International Telecommunication Union - Telecommunication (ITU-T) encour-

ages different functionality of E2E network slicing to provide reliability to customers.

ITU-T functionality contains softwarization, network capability exposure, requirements

of mobility, and diverse End to End (E2E) QoS with distributed nature, the support of

edge cloud, control, and user plane separations. ITU-T Study Group 13 (SG13) [72]

works in orchestration, network management, and horizontal slicing standardization

activities. It also addresses the data plane programmability and defines high-level net-
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work softwarization. An ITU-T SG13 Focus Group (FG) onML for future networks, in-

cluding 5G (FG-ML5G) [73], has catalogued its deliverable, which had specific require-

ments that include details for interfacing, network architectures, protocols, algorithms,

and data formats. Deliverables related to network slicing and ML are as follows [73];

– ITU-T Y.3172 [74]: Architectural Framework forMachine Learning in FutureNet-

works including IMT-2020;

– ITU-T Y.3176 [75]: ML Marketplace Integration in Future Networks including

IMT-2020;

– Requirements, Architecture andDesign forMachine Learning function orchestra-

tor;

– Serving Framework for ML models in Future Networks including IMT-2020;

– Machine Learning Sandbox for Future Networks including IMT-2020: Require-

ments and Architecture Framework;

– Machine Learning-based End-to-End Network Slice Management and Orchestra-

tion;

– Vertical-assisted Network Slicing based on a Cognitive Framework.

• The Open Networking Foundation (ONF) studies network slicing connectivity for high

bandwidth 5G services by considering low latency and secure virtual subsets of the net-

work [76].

• The Open Network Automation Platform (ONAP) [77] is an open community by oper-

ators for next-generation network automation platforms. It focuses on unifying stan-

dards and open source activities while promoting cross-organizational collaborations.

Recently, ONAP has published a series of white papers related to technical challenges

associated with 5G slices. It emphasized the following four design goals:

– Communication Service Template (CST) to collect SLA requirements by users;

– Service Descriptor (SD) records the user requirements collected by CST and facil-

itates slice creation by converting them into network requirements;

– Network Slice Template (NST) describes the deployment information of slice in-

stances;

– Network Slice Subnet Template (NSST) deploys slice subnet instances.

2.11.2 Network Slicing and ML/AL

ML and AI have recently become very important in different fields of activity. It makes the

system intelligent so that human intervention can be avoided. For example, Telecommuni-

cations operators use ML in analyzing the customer experience, network automation, and

business process automation [71]. ML and big data are also needed to facilitate intelligent

capabilities and integration for network slicing. Besides, ML and AI can be the best solu-

tion for self-optimization, self-configuration, and fault management functionalities, as well

as network security andmalware detection [78]. Table 2.5 presents different techniques con-
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sidering ML/AI applied to the implementation of network slicing available in the literature.

2.12 Opportunities for Service Providers

MNOs consider network slices as an isolated independent network segment self-sufficient in

resources and provides services at approved QoS. MNOs can implement slicing while main-

taining transparency with the end-users. NS ensures connectivity tailored-made service de-

livery. MNOs maintain SLAs to administer the offered services, data rate, QoS, latency, reli-

ability, and security. MNOs can implement either single or multiple slices in the network to

offer services to varied requirements of different genres. Some of the prominent industries

that can benefit from 5G slicing are the following ones:

• Logistics;

• Media & Entertainment (Augmented/Virtual Reality);

• Automotive;

• Industrial Internet;

• Financial Sectors;

• Health & Wellness;

• Smart Cities.

To meet the diverse service requirements and demands, conventional business models are

evolving as well. Therefore, new use cases are being defined. The underlying market ecosys-

tem is divided into three categories, as follows [9].

• Asset Provider: performs infrastructure leasing to the third party;

• Connectivity Provider: facilitates essential connectivity delivery at high-speed to meet

QoS requirements, including latency ;

• Partner Service Provider: enables enhanced communication services to end-users &/or

to third-parties.

2.13 Challenges and Open Research Areas

Network slicing is a promising paradigm for 5G and beyond networks, but its introduction

faces various challenges [10].

In [56], NGMN has explained that sharing the resources between slice tenants is the most

challenging issue for network slicing. Resource sharing can be either by static partition or

by elastically dynamic sharing. One of the major open problems for resource sharing is stan-

dardizing a proper scheduling mechanism that can allocate radio resources among different

slices while providing computational resource sharing and slice isolation mechanisms. Be-

sides, network reconstruction is required in 5G and beyond, as the resulting ultra-dense net-

work will comprise cooperative Macro-cells and small-cells networks while addressing the

slicing demands (high transmission throughput, fairness, short delay, and reliability).
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Table 2.5: Papers with concepts using ML/AL for network slicing.

Papers
Algorithms covered in different papers using

ML/AI considering Network Slicing

[79]
Cellular and IoT networks resource management

techniques using ML

[80]

Implementation of deep learning neural network,

considering the network availability

and network-load efficiency.

[81]

Network-slicing for the vehicle-to-everything service,

intelligent network architecture that influences the

recent ML techniques.

[82]
Resource mapping algorithm for 5G network slicing

using deep reinforcement learning.

[83]
A deep reinforcement learning optimization model

for slice configuration.

Today, we lack on integrating network slicing with NFV and C-RAN to facilitate support-

ing point-to-point connections among radio equipment controllers and physical radio equip-

ment. To fill this gap, network slicing requires cooperation with other 5G technologies, such

as mobile cloud engineering, broadband transmission and NFV.

Designing new virtualization mechanisms is required to make the sharing of resources ef-

ficient and give strong support for implementing radio access network slicing. In addition,

with multi-domain infrastructure, security issues turn out to be more complex. Therefore,

defining security mechanism policies between several infrastructure domains is required.

Resource scheduling in RAN slicing is challenging due to performance isolation, diversified

service requirements, and network dynamics (including user mobility and channel states).

Although different service providers and operators work on industrial solutions for network

slicing and its management [84], some open management challenges include NS activation

and deactivation at the service level, QoS maintenance at the network level, intra-slice re-

source sharing, and load balance.

NS creates separate logical networks on a shared physical infrastructure specific to use cases,

realizes automation across various operational, management and business processes, and

scales up the business without increasing Operating Expense (OPEX). The commercial us-

age of network slicing in industries, intelligent configuration, SLA guarantees, and integra-

tionwith vertical industries needs improvement. 3GPPdefines theNFparameter for the slice

and slice-subnet management accompanied by the related interfaces. However, it still needs

further research to manage the automatic and intelligent closed-loop controls and SLA re-

quirements. 5G network slice coordination is critical to guarantee high QoE. Use-cases and

business requirements need to be considered by operators to enable new approaches that

result in easy maintenance of the networks.

The open areas for future research activities include support for HetNets for availing intel-

ligent services in IoE scenarios, in addition to support for various kinds of realities (aug-
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mented, virtual, extended), connected autonomous systems or drone-based networks. The

management and orchestration requirements vary indistinctively in drone-based networks

and conventional networks. ML and AI capabilities enable intelligent radios to support var-

ious new services while incorporating fast and efficient training and tuning ML models. Be-

sides, there is a need to develop novel meta-learningmodels forML-enabled network slicing,

an open research area.

2.14 6G Standardization Map

5G is commercialized in many countries. Currently, the expedition is beyond the 5G ecosys-

tem. Several studies groups drafted their initial standards based on KPIs and use cases. In

2023 the 3GPP expects to suggest and publish the requirements for 6G [85]. According to

the current trend and approaches of the researchers toward 6G, from now in decades, 6G

systems will be fully matured. Academia and industries are focussed on different technolo-

gies, for example, Communications, mmWave, Reconfigurable Intelligent Surfaces (RISs),

AI and ML intervention, and holographic communications. In May 2019, ITU, IMT 2030

perception was added to explain B5G with a hybrid network.

Different industries, for example, Facebook (Meta now), QUALCOMM, and AT&T work col-

laboratively for 6G standardization in deployment and R&D sectors. On another side, Next

Generation Alliance [86], working on 6G rollout in different perspectives, contains R&D,

manufacturing standardization and deployment. China has formed alliances to initiate early

6G research [87].

With the support of European Union (EU) member states and the European Commission

(EC), European Commission Radio Spectrum Policy Group (RSPG) [88] is working on 6G

developments and recommends 6G initiatives. It opens opportunities for efficient utilization

of the EU spectrum and possible usage of the new THz band to support wireless backhauling,

and wireless access [87]. 6G Flagship is a project at the University of Oulu (Finland), con-

tributing to 6G technologies [54]. Vodafone announced its 6G development and research

facilitation in Germany at Dresden. “Hexa-X” is a project funded by the EU and led by Nokia

investigating future technologies in the context of 6G use cases.

NTT Docomo Japan is spending vast funds on 6G research in the direction of 6G infrastruc-

ture with a target to get ready the 6G specifications by the year 2025. Tomark their presence

for 6G initiatives, Samsung (South Korea) added a 140 GHz wireless link for digital beam-

forming solution, spectrum band of Terahertz [89]. The R&D sector of institute NIIR [90]

contracted with Ericsson test 5G technology.

In Release 18 of 3GPP, new capabilities and features are defined for 5G. This release will

probably be permitted by 2023. It will expectedly be focused on B5G and 6G specifications.

Roadmap of 5G NR NTNs with products available and completion of Release 17 is expected

by 2023. Beyond THz and 50 GHz, bands will be applicable by 2025 for NTN systems. The

6G development and road map are presented in Figure 2.10, [13].
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2021 2022 2023 2024 2025 2026 2027 2028 2029 2030

ITU-R 6G Vision 6G Requirement 6G Evaluation  

3GPP 6G Study 3GPP Specification 

EU Horizon Europe 

PPP Smart Network and Services 

6G Trials 6G Products

5G Full Commercialisation

Figure 2.10: EU 6G development road map.

2.15 Summary and Conclusions

In this study, we provided a research-based overview of the current and ongoing work on

Network Slicingwithin different StandardDevelopmentOrganizations. It includes a detailed

study on application/use cases, requirements, and challenges for network slicing in the light

of standardization.

In 5G phase-2 and future communication generations, network slicing is expected to be one

of themost influential technologies and provide solutions tailored to specific end-users, vary-

ing from residential to industrial or corporate. It can evolve and shift the telecommunica-

tion industry to the next level by allowing more flexible and reliable design. It is required to

enhance network infrastructure and incorporates virtualization and softwarization to make

the best use of services provided by network slices. It will allow operators to offer premium

services to their customers. Moreover, NS will enhance the business opportunities in many

sectors, which will gain attraction by increasing revenues. It is worth noting that network

slicing supports the economic model and service differentiation that meets the end-user Ser-

vice Level Agreements. Finally have identified some open issues [77] that require standard-

ization, e.g., cross-domain inter-working, as well as SLA assurance, intelligence and automa-

tion.

6G, in the context of a technology perspective, will offer several opportunities to the cus-

tomers andMNOs to explore different use cases and services. The new spectrumwill provide

comprehensive support for various services but will have different challenges. In this part of

the research, different perspectives of 6G are presented, also its enabling technologies and

associated services. The requirements in future prospective with KPIs and its standardiza-

tion initiatives are addressed. It is concluded that technology development and standards

need to be broadened to offer future ecosystems with technological development with expo-

nential growth. The product design must comply with standards to assist full capabilities for

upcoming networks. Currently, many organizations provide their standardization and speci-
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fications requirements with scenarios for 6G, considering the 6G plans, like 100x throughput

and latency in a millisecond compared to 5G.

Specific considerations are needed to develop technologies and standards for the next gen-

eration. Firstly, the SDOs need to spread their scope to the communication ecosystem to

provide new prospects. Secondly, there are needs for scalability and re-usability, like stan-

dards evolution must support these needs. Thirdly, universal global standards are needed to

overcome limitations in SDOs, that is, to avoid replications of standards. Further, the mar-

ket and industry must motivate the competitive development of existing and new solutions

to certify and secure the global supply chain without disruptions
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Chapter 3

Survey on 5G Second Phase RAN Architectures
and Functional Splits

3.1 Introduction

Each generation of mobile communication technologies (1G, 2G, 3G, 4G and 5G first phase)

has enabled the telecommunications operators to upgrade their network and renew its in-

frastructure to fulfil service provision and their customer’s demands. However, decreasing

costs, reducing energy consumption and improving the service have been limiting network

operation. A shift towards novel radio access technologies is thus in order.

Fifth Generation contributions are gradually going through the commercialization phases.

With the 3rd Generation Partnership Project (3GPP) Release 16 [67], the second phase of

5G is introduced to define the transformation and evolutionary features and capabilities of

Radio Access Network (RAN). The second phase of 5G intends to enhance the battery life,

performance and support multitude of applications and services. While the first phase of

5G Networks is already commercialized globally, there are still few customers with 5G User

Equipment’s (UEs). Meanwhile, operators have not yet solved many outstanding issues, for

example, adopting a cost-effective architecture that effectively addresses the current ultra

densification issue that hinders every Mobile Network Operator (MNO) [91].

With the evolution of 5G applications and services, new RAN architectures and protocols

are emerging. Network densification is among the potential contenders for increasing the

network capacity [92], [93]. The introduction of virtualization is transforming the commu-

nication networks and the RAN architectures including the Radio Units (RU) and the Base

Band Units (BBUs) which were usually at the cellular BSs.

The 3GPP [94] has defined the idea behind virtualization of network functions and functional

splitting in order to promote RAN centralization by while reducing the total cost of densifi-

cation. In the new RAN architecture, the functionalities of 5G BBU are split into several

functional blocks, such as the Centralized Unit (CU), the Distributed Unit (DU) and the RU,

forming the key building blocks of the Next Generation RAN (NG-RAN). The idea is to sup-

port flexible, cheap, energy efficient and straight forward Remote Radio Heads (RRHs) that

provide extensive benefits, such as joint processing of radio signals, load balancing, network

extensions, and power reduction. Figure 3.1 presents the NG-RAN concept. The splitting up

of the functionalities at the BBU significantly reduces the transport rate requirements. En-

hanced Common Public Radio Interface (eCPRI) protocol in the fronthaul transport should

provide a cost-efficient enhancement of the performance [92].

Since the beginning of 4G deployments, there are many works describing and analyzing the

various functional split options. In 2018, Larsen et al. [95] gave ”an overview of where the
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Figure 3.1: The evolution of 4G RAN to 5G.

most effort has been directed in terms of functional splits, and where there is room for

further studies”. This contribution aimed to provide an update while being self-contained.

The contribution exposes recent tools, emulators, simulators, and analysis of the impact of

functional splitting. Furthermore, some detailed comparisons of these splits are reported

together with the discussion of and their pros and cons with within different use cases are

reported.

This work addresses tools that enable to analyze and choose the best functional split options

according to their own requirements. Comparative graphs are provided, and it is shown

how many researchers are using these tools. The published real-time implementations of

the functional splits are also identified. An analysis and our vision on the RAN fronthaul,

midhaul and backhaul evolution are included.

The remaining Chapter is organized as in Section 3.2 starts with several definitions and then

presents our current overview of the RAN terminology from 3GPP, Open RAN and other

sources. Section 3.3 describes the current research status on the functional split, and explains

each split, in detail while summarizing the essential aspects, from theory to implementation,

algorithms, and tools (simulators or emulators) requirements. Section 3.4 addresses ongoing

research on front/mid/backhaul and explains the move from CPRI to the eCPRI. Section 3.5

presents a detailed overview of recent advancements inRANarchitectures. We discuss vRAN

andOpenRadio Access Network (OpenRAN) conceptual architectures in detail and how they

evolved, and address the main implementation challenges and opportunities in Section 3.6.

48



Finally, conclusions are drawn in Section 3.7.
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Figure 3.2: Overall structure of Chapter 3, with details of sub sections.

3.2 Overview

3.2.1 Overview of O-RAN Fronthaul

Fronthaul indicates the connection between the multiple RRHs and the centralized BBUs,

facilitating amore expansive coverage range and faster data transmissions. As defined by the

Open RAN Alliance (O-RAN) fronthaul specification [96], the fronthaul interface is defined

as Open Fronthaul when it acts as an interface between the multi-vendor DU and RU by

the defined signaling and control formats [97]. The Open Fronthaul architecture defines the

OpenRANDistributionUnit (O-DU) and theOpenRANRadioUnit (O-RU) entities as logical

nodes for accommodating RLC/MAC/High-PHY layers and Low-PHY with RF processing

based on lower layer functional splits respectively.
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3.2.1.1 Operational Planes

The O-RAN Fronthaul defines four different operational planes, as shown in Figure 3.3(a)

[96–98].

• Control Plane (C-Plane): It establishes the control between the DU andRU, in real-

time, and transmits messages defining the scheduling information, data transfer coor-

dination requirements, FFT size, length of the cyclic prefix, subcarrier spacing, beam-

forming and downlink precoding configurations, among other functionalities.

• UserPlane (U-Plane): It characterizes the frequency domain’s In-band andQuadra-

ture (IQ) sample data transfer between theDUandRU in the frequency domain. TheU-

Plane transmits messages containing Downlink (DL)/ Uplink (UL) user data (PDSCH/

PUSCH), DL/UL control channel data (PDCCH/ PUCCH), and Physical UL PRACH

(connection request purpose) data, among other, to the RU, before the transmission

initiates. Additionally, The U-Plane also supports data compression and DL data pre-

coding.

• Synchronization Plane (S-Plane): It is responsible for synchronizing and aligning

the time, frequency, and phase clocks between the DU and the RU. S-Plane uses dif-

ferent synchronization profiles like the IEEE 1588 PTP packets, Synchronous Ethernet

(SyncE), Physical Layer Frequency Signals (PLFS), among other to control the timing

and synchronization aspects.

• Management Plane (M-Plane): It manages the RU, and facilitates functionalities

for fault, configuration, accounting, performance, and security (FCAPS) required by

the other operational planes, and supports C/U Plane IP and delay management. M-

Plane eliminates dependency on the vendor’s RU to support a multi-vendor OpenRAN

infrastructure.

RU CUa)

S -Plane
M-Plane

Open Fronthaul 

User Data Real-Time
Control 

Other eCPRI
services 

eCPRI Protocol layer 

UDP

C&M Synchronisation Connection  
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UDP, TCP,
SCTP
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UDP

SyncE

IP 
IP sec ICMP

Ethernet MAC VLAN (Priority tag) MACsec

         Ethernet PHY

Ethernet 
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NETCONF,
SNMP,..

Figure 3.3: Typical fronthaul protocol stack considered by the O-RAN ALLIANCE and eCPRI to support: user

and C-Planes, other eCPRI services, Control andManagement (C&M), synchronization (PTP or SyncE over UDP

or directly over Ethernet) and operation and maintenance [99]. This survey focus on the user and C-Planes.
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3.2.1.2 Protocol Stack

The O-RAN Fronthaul (FH) specifications [96] enlist guidelines and blueprint for imple-

menting the four operational planes: Control, User, Synchronization, andManagement planes.

Figure 3.3(a) and (b) illustrate the O-RAN FH protocol stack for the 4 different operational

planes. The functions of the operational planes are explained in the above section. The O-

RANFronthaul Interface (FHI) library [97] supports IQ sample transmissions, O-RANpack-

ets generation, appending IQ samples in the packet payload, and extracting IQ samples from

O-RAN packets for split 7.2x based O-RAN architecture [97] [98].

The O-RAN FHI library constitutes of (i) O-RAN specific packet handling functionality (src),

(ii) Ethernet and the supporting functionality (ethernet), and (iii) Set of header files to sup-

port external functions and structures. The C/U-Plane transmits eCPRI or Radio over Ether-

net (RoE) essential data over the Ethernet or the UDP/IP protocol stack. The S-Plane trans-

mits the Precision Time Protocol (PTP) and SyncE essential data over the Ethernet. The

Management-Plane (M-Plane) transmits Network Configuration (NETCONF) signals over

Ethernet with TCP/IP with Secure SHell (SSH).

3.2.2 Definitions

Essential definitions of the RAN architecture and functional splitting are as follows:

• Backhaul: It is the connection to the internet or the core [100].

• BBU: It is baseband unit transports a baseband frequency or a unit that processes

baseband [101].

• Core network: It offers different services to the customers who are interconnected

by the access network, or it is the site among the external networks and radio network

[102].

• CPRI: It Common Public Radio Interface is the interface specification for the fron-

thaul, i.e., between the radio equipment and radio equipment control of radio base

stations, considers for wireless cellular networks.

• CU and DU: It is the 5G gNodeB (gNB) is divided into two physical entities CU and

DU, generally CU provide support to higher layers and DU provides support for the

lower layers [103].

• eCPRI: It enhanced CPRI, for the interface specification be radio equipment and ra-

dio equipment control of radio base stations, considered for wireless cellular networks.

While the eCPRI is the enhanced version of CPRI and its connecting enhanced radio

equipment and enhanced radio equipment control through fronthaul transport net-

work and is used for 5G systems [104, 105].

• Functional split: It is the set of techniques proposed by 3GPP, that divide the net-

work functions to different part to improve overall system performance [106].

• Fronthaul: It is commonly the link among the controller and the radio head or small

cell. Also, it is the link between the radio head and UE device. It is considered as the
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end link [100].

• Midhaul: It is the link between the controller the radio head that provides information

to the next link [107].

• Network Function Virtualization: NFV facilitates the virtualization of the net-

work services, such as routers, firewalls, and load balancers, packaged as VMs to en-

able that allow themobile service providers may run their network on standard servers

instead of proprietary hardware solutions [108].

• RAN: It is the mobile network part connecting the end-user devices by sending infor-

mation via radio waves over the Internet. It performs complex processing and handle

the increasing demand based on the user-specific services [109].

• Virtualized RAN (vRAN): It is virtualized RAN virtualizes the RAN functions to

promote agility in RAN deployment and management offered by the service providers.

vRAN eliminates the dependency on proprietary solutions and enhances flexibility in

hardware, software and system integration [110].

• Remote radio head: It is the remote radio transceiver which maintain the connec-

tion to radio base station unit via electrical or wireless interface [111].

• Software-defined network: It facilitates network service management and faster

configuration based on the software. It separates the CU and DU and centralizes the

network control and configurations [112].

• Virtual Machines: It is the computing-enabled resource virtualization of a physical

systems to execute and deploy programs and applications [113].

• OpenRAN: It defines interoperability of open hardware, software, and interfaces for

the wireless cellular networks. OpenRAN disaggregates the RAN to facilitate an open

user and C-Plane with incorporated synchronization and management plane [114].

3.2.3 Introduction to RAN functional splits

Among many organisations contributing to the xG cellular mobile telecommunication stan-

dards, the ITU and 3GPP are instrumental. The increasing complexity of the RAN and its

management, the virtualization of network functions, the hope to deploy Artificial intelli-

gence (AI) powered distributed networks, the benefits of open interfaces, and the potential

to propose innovative connectivity-based services led many organisations and companies to

push toward open RAN standard, including, maybe unsurprisingly to some readers, Face-

book and Google.

Late 2020, the 2018-founded O-RAN ALLIANCE and the 2006-founded Next Generation

Mobile Networks (NGMN) Alliance signed a cooperation agreement to decompose the RAN.

As explained in the next paragraphs, RAN decomposition, radio network dis-aggregation,

base station dis-aggregation and RAN functional splits are somewhat similar terms used

when addressing the challenges of 4G and beyond RANs.

TheNGMNAlliance is formedby service providers andhas defined anddevelopedmanyRAN
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topologies to model demand-service-cost-performance statistics. Distributed RAN (D-RAN)

and C-RAN are dominant examples of the newly defined topologies based on the require-

ments. D-RANs demonstrate the lowest latency using Baseband Unit (BBU) at the cell site

while requiring usually acceptable transport capacity. The C-RAN solutions propose central-

ized BBUs and thus require a high-performance transport layer. The C-RAN eliminates the

requirement of configuring the individual cell site based on BBU’s capacity [115, 116]. The

C-RAN architecture is shown in Figure 3.4. The C-RAN consists of the Remote Radio Heads

(RRHs) at cell sites connected via a FH network to BBUs in a BBU Pool (Farm or Hotel de-

pending on the authors). The BBU Pools are connected to the Core Network via the backhaul

(BH) network. The C-RAN topology eases the load balancing among the BBU computing

resources [116].

Each RRH carries out radio functions, mainly at the physical layer, and is located at the cell

site defining the mobile service coverage area. The BBUs are remotely located in BBU Pools

and are responsible for processing the radio signal [117]. A BBU is executing and processing

radio functions, for example, modulation, channel estimation, Fourier transforms, and error

correction. The FH network should provide a low-latency high bandwidth transport for user

and control data and synchronization, unless satellite-based synchronization at each cell site

is preferred. Besides, it should also provide control andmanagement of the radio equipment.

The CPRI and eCPRI standards specify the fronthaul connecting the BBU and RRHs (Figure

3.4).

Figure 3.4: C-RAN architecture: the BBU and RRH are connected through the fronthaul while BBU and core

network are connected through backhaul.

Most 2G and 3G cellular sites were deployed with a base station hosting both the BBUs and

the Radio Units (RU), also called Radio Heads (RH) near the cell site mast and with coaxial

cables to link the RUs and the antennas on the mast. The concept of separating the BBUs
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and RRHs with a point-to-point radio transmission or an optical fiber was first introduced

in 3G. The BBU-RRH links are called the fronthaul (FH) links. In 2003, several equipment

manufacturers defined the open CPRI specifications to transport, over the FH, I/Q user data,

synchronization data and Control & Management data. The CPRI v7.0 was specified in 2015

[118]. TheCPRI signals canbe transported over an electrical cable but are usually transported

over an optical fiber less than 2 km although the link could be as long as 20 km [119,120]. The

CPRI line bit rate ranges from 1.288 Gbps to 24.3302 Gbps supporting one to twenty four

(20MHz 4G LTE signal). CPRI is a constant bit rate Time DivisionMultiplex (TDM) stream.

Synchronization and accurate timing can be insured using global navigation satellite system,

e.g., GPS, Galileo, QZSS, NavIC, and BeiDou, or via the CPRI link using the synchronous

property of TDM signal, or PTP (IEEE 1588v2) or SyncE (ITU-T G.826x). All details can be

found in the CPRI specifications [118]. Note that eCPRI, presented next, is replacing CPRI

for the 4G and 5G FHs.

In 2017, the enhanced CPRI (eCPRI) [121,122] specifications started to be designed to enable

5G FHs to be carried using a continuous bit rate over dark fiber, WDM, and even Ethernet.

In 2019, Ericsson, Huawei Technologies, NEC and Nokia updated the eCPRI specification

enabling flexible deployments of FHs. The eCPRI allows splitting the physical layer to allow

data FH bit rate raising from the CPRImaximum bit rate of 25 Gbps to any available bit rate,

e.g., 100 Gbps [123]. The eCPRI also enables to analyze and prioritize traffic. The eCPRI

splits are denoted A to E and the mapping to 3GPP splits is given in Figure 3.5 [122].

Despite the efficiency of the eCPRI, massive MIMO will impose high line rates requiring the

use of Dense Wavelength Division Multiplexing (DWDM) if the processing for each MIMO

antenna is kept at the BBU. In an experimental setup in 2020, Le et al. [124] demonstrated

that ”an aggregated [5G] radio bandwidth of 25.6 GHz was transmitted on a single optical

wavelength over 40 km without fiber chromatic dispersion compensation”. Note that the

distance of 40 km leads to a latency of 133 µs, below the maximum latency of 250 µs on the

eCPRI fronthaul [72].

The C-RAN architecture was introduced for 4G. C-RANplaces the BBUs in a centralized BBU

pool (hotel or farm) [95]. Some advantages of the centralized radio signal processing of C-

RAN are as follows:

• To share the BBUs resources on-demand depending on the traffic load on the attached

RRH in the served cells: in the simplest scheme, BBUs can be launched or turned off

as needed, and more complex schemes could optimize the resources allocated to BBUs

while reducing energy consumption using AI techniques;

• To simplify or enable radio processing features requiring cooperationbetween cell sites,

such as advanced interference management, fast handover, Coordinated Multi point

(CoMP) transmission and reception;

• To virtualize some or all functions required from the BBUs;

• To simplify upgrades.

The C-RAN architecture with its BBUs and RRHs shown in Figure 3.4 is identified as one

54



of the 5G enablers. Nevertheless, it is challenging to reach the high-capacity requirement of

the FH network when centralizing the base band units for multiple antennas, especially for

MU-MIMO. Some challenges have been addressed by the CPRI discussed in the next sub-

section. To reduce the load over the fronthaul, researchers are investigating techniques to

maintain the benefits of the C-RAN and further reduce the burden on the FH link. Heteroge-

neous C-RAN (HCRAN) and FogRAN (F-RAN) have been described tomitigate someC-RAN

challenges [125–127]. Some details will be provided in the following sections. It is recalled

that, in 5G and beyond, the Base band Units (BBUs) functionalities are split between Control

Units (CUs) and Distributed Units (DUs) as shown schematically in Figure 3.1.

3.2.3.1 3GPP, CPRI and eCPRI Functional Splits

3GPP has defined eight functional split options. They include further sub-splitting possibil-

ities in the lower and higher physical layer [128]. DU’s functions are highly near to the user

and will be placed at the antenna side. The functions in the CU will benefit from the cen-

tralization processes as well as from the high processing powers within a data center. The

functional splits proposed by 3GPP and eCPRI, Small Cell Forum and NGMN are presented

in Figure 3.5 [122]. To improve the CPRI requirements, several higher-layer functional splits

are proposed in the literature [129]. The proposal from [128] shifts the radio processing re-

sponsibility from the BBU to the RRH while reducing the burden of the FH. According to

our research, the most beneficial and popular split is the option seven Physical (PHY) layer,

and its underlying intra splits. Besides, split seven has further sub-splits that involve mov-

ing Inverse Fast Fourier Transform (IFFT), resource mapping, pre-coding, and cyclic prefix

addition, functionalities to RRH, which efficiently reduce the load over the FH.

Split six is the Media Access Control (MAC) split, known as MAC-PHY split. It moves the RF

andPHYand other functionalities to theRRH. Split option two is the split between the Packet

Data Convergence Protocol (PDCP) and Radio Link Control (RLC). In this split, the network

layer/PDCP functionality is kept in the BBU while all the other processing functionalities

(RLC, MAC, PHY, and RF) shift to the RRH. Option 1 to option 6 are well-thought-out to

comprise the higher layer splits [91].

Different splits have been defined in the eCPRI specification [131]. eCPRI has introduced

splits named A, B, C, D, ID, IID, IU , and E [130].

When presenting the split, the DL is usually considered first and the split is said to be be-

tween higher layer functions at the CU and lower layer at the DU. A single split defines: (1) a

BH between the Core and combined CU/DUs, and (2) a FH between each CU/DU and RUs.

Double split introduces aMidhaul (MH) between eachCUand theDUs. A very good overview

fromHuber&Suhner show the detailed architecture and the elaborate terminology related to

functional splits [132].

The mapping between eCPRI and (3GGP) splits is as follows:

• eCPRI A (3GPP 1), between user Data (IP in 4G) or Radio Resource Control (RRC) and

Packet Data Convergence Protocol (PDCP);
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Figure 3.5: Different functional splits proposed by 3GPP [122], eCPRI, Small Cell Forum and NGMN [130] with

different names.

• eCPRI B (3GPP 2), between PDCP and RLC (Radio Link Control);

• no eCPRI split for the 3GPP split 3 separating the RLC high and low (segmentation);

• eCPRI C (3GPP 4), between the RLC andMAC (Medium Access Control), i.e., the mul-

tiplexing controlled by a scheduler;

• no eCPRI split for the 3GPP split 5 separating the MAC multiplexing and MAC HARQ

(in 5GNR,HARQ is asynchronous inDLandULbut in 4G/LTE,HARQ is asynchronous

in the DL and synchronous in the UL);

• eCPRI D (3GPP 6), between the MAC (HARQ) and MAC-PHY (Forward Error Correc-

tion, Rate Matching and Scrambling, all bit processing before/after modulation/de-

modulation);

• eCPRI ID (3GPP 7.3) for the DL only (subscript D) between Scrambling and Modula-

tion/Layer Mapping/Precoding;

• eCPRI IID (3GPP 7.2) for the DL only between the Precoding (N symbols per antenna)

and the Resource Element Mapping to each sub-carrier and beam forming Port Ex-

pansion (if any); for the UL: the corresponding eCPRI split is called IU between the

Resource Element Demapping and the channel estimation and other received signal

processing steps before demodulation;

• no eCPRI split for the 3GPP split 7.1 between the signal and the iFTT (for OFDM pro-
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cessing) and addition of the Cyclic Prefix (to mitigate the multi path effects), in the

DL;

• eCPRI E (3GPP 8) between the Cyclic Prefix insertion or removal and the RF (Radio

Frequency) transmission in the DL or UL, respectively.

More details are provided in the next section.

As discussed in [133], data link layer splits (3GPP 1 to 6) offer gains in performance concern-

ingCoMP, interferencemitigation, scheduling andRadioResourceManagement (RRM), and

resource sharing, as more functionalities are centralized in the CU. Moreover, the CU can be

connected to many DUs, controlling various cells in a reasonably large area.This change in

the classical architecture improves and advances RRMand scheduling algorithms. However,

this solution increases the complexity of the fronthaul interface and implies a potentially

considerable increase in the latency and throughput. As a consequence, OpenRAN provides

split option 7.2 (precoding/Resource Ethernet, RE, Mapper) only while avoiding split option

8 (digital/analog IQ symbols), e.g., tens of Gbps at mmWaves transmission transported for,

say, 64 antennas would be very challenging to be carried on the fronthaul as terabits per sec-

ond might be required. However, a Macro-cell site with some micro cells could be served

using centralized BBUs.

According to 3GPP, there is market demand for two somewhat different split option oppor-

tunities. On the one hand, the first one consists of options 6, 7, and 8 (low level). It it targets

the operators with sufficient fiber FH transport. On the other hand, options 1, 2, 3, and 5

(high level) splits may be deployed by operators that do not have fiber fronthaul transport

yet or need to postpone investment in fiber transport.

3.2.3.2 Open Radio Access Functional Splits

The introduction in 2016 of the open standards for RAN formed the basis for implementing

functional splits [134, 135]. The split options rely on the available transport links and net-

work services. Hence, using open standards makes the implementation and assignment of

network functions flexible. Open Radio Access Network (OpenRAN) has been proposed to

transform traditional communication systems towards an open, intelligent, virtualized and

fully inter-operable RAN [136]. The OpenRANAlliance (O-RAN), created in 2018, is a group

aiming at enabling RAN key solutions based on general-purpose hardware and software-

defined technology that can be open from different perspectives [137].

Themain aim of the O-RAN openness is to break the vendor lock-in, proprietary execution of

the software, underlying hardware, by launching open standard RF interfaces that increase

operational savings using vRAN and C-RAN. The RAN openness will provide flexible deploy-

ment and access of BBUs, CUs, DUs andRRHs fromdifferent vendors to shape adaptable and

scalableRANnetworks. OpenRANmade network architecture flexible by adding FHandMH

transport by offering alternatives to service providers.

OpenRAN concepts intend to enable any split to create flexible RAN architecture. In 2021,

the O-RAN ALLIANCE defined a low-level split option 7.2x, between 7.2 and 7.1, i.e., be-
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Table 3.1: Number of split options proposed by 3GPP.

Split Number Split Name
Covered in

section 3.3

8 RF-PHY 3.3.2

7 High-Low PHY Split 3.3.3

6

RLC-MAC, and PHY Split 3.3.45

4

3
PDCP-RLC 3.3.5

2

1 RRC-PDCP 3.3.5

tween the 1-sub carrier by 1-symbol resource element de-mapper and the beam forming port

reduction-expansion. Split 7.2x include fronthaul de-compression techniques of IQ signals.

3.3 3GPP Functional Splits

3.3.1 Naming Conventions

This section provides a detailed overview of the conceptual aspects of the 3GPP functional

splits by analyzing and explaining the algorithms associatedwith each split. For the sake of of

understanding and cross-reference, we provide a naming convention for the 3GPP-defined

splits in Table 3.1. Detailed charts and tables are added for comparison among different

simulators. Moreover, simulators/emulators that are frequently considered for functional

splitting implementation are discussed. Tables 3.2, 3.3, 3.4 and 3.5 show specific simula-

tors/emulators/analytical approaches.

3.3.2 RF-PHY Split (option 8)

Split eight was initially considered based on the traditional C-RAN design: the CPRI or an-

other standard is used to link the BBU and Remote Radio Head or Unit (RRH/RRU) sup-

port [138]. Currently, the deployment of split option 8 is indeed still advantageous in some

use cases.

Split option 8 is based on the CPRI industry-standard interface. CPRI provides the com-

plete split-up of the Radio Frequency (RF) from the PHY layer to all-out virtualization gains.

All the protocol layers from the PHY layer and above are centralized, resulting in a very com-

pactly synchronized RAN, as shown in Figure 3.6. The placement of only the RF sampler and

up-converter in the DU gives a precise and simple DU. This method enables the existence of

several functions such as mobility and efficient management of the resources [139].

Bitstream over the FH link is continuously using split eight, and depends on the scales for

the count of antennas [139]. This architecturemoves NewRadio (NR) functions from central

to distributed structure. Its advantages are as follows [138]:

• It provides a flexible hardware implementation that supports scalable cost-efficient so-

lutions;
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Figure 3.6: RF-PHY split architecture.

• The split between central and distributed units allows feature coordination, real-time

performance optimization, and load management.

Moreover, the DU can assist multiple radio units in handling the digital signal processing

and optimize the network traffic.

Field Programmable Gate Array (FPGA) is claimed to be one of the cheapest and possible

selections for the implementation of split 8 [140], [141]. FPGAs consider the digital pro-

cessing assignments in DU but they can correspondingly integrate analog sub-systems. gN-

odeB [142] from IS-Wireless (ISW) [143] is a software solution that can be deployed on either

physical or virtual resources. ISW-gNodeB is a 3GPP-compliant implementation of the 5G-

NR base station and enables any protocol stack cutting option. An ISW-gNodeB consists of

independentNetwork Functions (NF), which implement 3GPP-compliantNRRANprotocols

namely: PHY, MAC, RLC, PDCP, SDAP, RRC, NRAP. The ISW-gNodeB Network Functions

can run together or independently and can be deployed on either physical (e.g., a small cell

chipset) or virtual resources (e.g. dedicated COTS server or shared cloud resources).

Table 3.2 shows a set of characteristics for the RF-PHY split and indicates whether simu-

lations, emulations, or analytical approaches have been conducted by researchers from the

indicated reference.The PHY layer is shown in Figure 3.7.

3.3.3 High-Low PHY Split (option 7)

As shown in Figure 3.7, the physical layer is split in the High-PHY and Low-PHY. The low-

PHY stays in the RUs while the high-PHY stays in the DUs, and handles the Forward Error

Correction (FEC), among other functionalities.

The 3GPPoption 7 split has centralization benefits throughMIMO,Carrier Aggregation (CA),

and Coordinated Multi-Point (CoMP) [157]. CoMP is seen as a significant candidate for 5G

in terms of system performance improvement, and is separated into two classes: MAC sub-

layer coordination and PHY layer coordination. CoMP include joint transmission and joint

reception.

Figure 3.7 presents the functions of the PHY layer in the DL direction, and presents the data

information that is exchanged between the different blocks. The transport block is the input

to the PHY layer from theMAC sub-layer on the top. As we can observe, the PHY layer’s over-

all procedures transform the transport block received from theMAC sub-layer into In-phase

andQuadrature (IQ) symbols, as shown on the top of Figure 3.7. The transport blocks are en-
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Table 3.2: Literature review on RF-PHY Split.

Concepts/Algorithm/Consideration
Simulator/Emulator

/Analysis

Encapsulating CPRI over Ethernet (CoE), stringent

CPRI desires like delay jitter to make CoE a

certainty, considered PHY RF split option 8 [140]

FPGA, MATLAB

Simulink

Latency is mathematically analyzed using

queuing theory, and closed-form formulas [144]

Mathematical

analysis

Development of virtual network architecture

while considering flexibility to choose the suitable

functional split for respectively small cell [145]

MATLAB

Virtualized multi-layer cellular network [146]
Numerical

model analysis

Real-time implementation of functional split among

RRH and BBU, to balance the transmission

throughput among RRHs and BBUs [141]

FPGA,

MATLAB and

Simulink

The software solutions offering 5G NR protocols

to implement stack cutting of option 8

defined by 3GPP (between RU and DU) [142]

gNodeB

(IS-Wireless)

Theoretical mathematical concepts on split 8

[147] [148] [149] [150] [139] [151] [152] [153] [154] [155]

[156]

Analysis

coded and segmented into block segments and then passed through the rate matching block.

Next, the rate-matched codewords are scrambled. The scrambled codewords are then passed

through the modulationmapper, where the bits are converted into symbols, according to the

modulation order. Then, the layer mapping block takes the modulated symbols into account

and maps them into one or various transmission layers [158]. The precoding block then

precodes the symbols on each layer before transmission through the desired antenna ports

occurs. The resource element (RE) mapper is responsible of mapping the antenna symbols

into resource elements, converting them into subcarriers. These subcarriers pass through

the IFFT block [159], which produces the IQ symbols in the time domain. Finally, the Cyclic

Prefix is attached. This split is detailed in Table 3.3.

In the split 7 of the PHY layer, the IFFT transformations and the Cyclic Prefix insertion are

computed in the DU [160]. Compare to split 7.1, the split 7.2 further reduces the bit rate over

the FHby keeping twomore functionalities at theDU: resource elementsmapping and beam-

forming. Option 7.3 keeps even more PHY functionality at the DU, resulting in a complex

DU and lower achievable bit rates: grey and blue functions in Figure 3.7. Each split has its

benefits and drawbacks, as shown in Figure 3.8. The splits 7 are considered as the best com-

promises for the FH bit rate requirements versus advantages due to centralization. Hence,

splits 7 are the strongest candidates to achieve high capacity in ultra-dense networks [161]

and the FH bit rate is dropped to values comparable to eCPRI.

Splitting options 7.2, 7.3, 6 or below should be used to avoid considerable bit rates on the FH

between the RU and DU. Table 3.5 contains additional details on the 7.x splits.

The PHY latency requirements are stringent due to the need for coordination from the upper

layers. As elaborated in [162], the round-trip latency of 5ms is required forHybridAutomatic

Repeat Request (HARQ), located in theMAC sub-layer. The comparison of PHY latency with
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Figure 3.7: 3GPP split 7: detailed splits 7.3, 7.2, 7.1 and 8 in this (conventional although strange) order

considering the downlink and the 4G/LTE protocol stack (5G NR is the same at this level of details).

the latency in splits from other layers is defined in [163]. These latency requirements limit

the distance between CU andDU to 40 km of optical fiber [163], and from 15 to 20 km of dark

fiber connectivity [164]. Note that splits 7.x requires the shortest CU-DU distances. Much

longer CU-DU distances (< 200 km) can be achieved using for example split 2 as discussed

later and shown in 3.5. More details are out of the scope of this introductory survey.

The one-way latency is defined in [129] by considering the PHY layer’s ideal or near-ideal

characteristics. Timing and other frame and subframe requirements are explained in [165].

Because of the automatic repeat request placement within CU, the PHY split options are reli-

able even with non-ideal transmission conditions. It is possible to relax the FH requirements

in terms of latency and bandwidth, by considering the PHY and RF splits as the baseline.

For example, to keep a processing FFT/IFFT block and subcarrier mapping/demapping at

the DU reduces the FH bandwidth requirements by a factor of 2.5 [145]. By performing the

IFFT/FFT function at DU, the cyclic prefix is removed from the Baseband signal, and only

the received signals of the allocated Physical Resource Blocks (PRBs) are forwarded to the

CU pool.

3.3.4 RLC-MAC, and PHY Split (option 6, 5 and 4)

The MAC sub-ayer, green box, in Figure 3.9 is an interface to the RLC layer: blue box. The

MAC layer sends or receives the data from layer 1 using transport channels [180], while logi-

cal channel services provide the data transfer to or from the RLC sub-Low layer. There are 2

logical channels classified as traffic and control channels [181]. Data on a transport channel

is organized into dynamic-sized transport blocks, whereas transport formats determine the

configuration of the transport block.
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Figure 3.8: Advantages and disadvantages in the perspective of this survey.
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Table 3.3: Literature review on the PHY (High-Low) split.

Concepts/Algorithm/Consideration
Simulator/Emulator

/Analysis

Exploited functional split at PHY utilize it to

serve RAN in capacity-limited scenarios [166] [167]
MATLAB

Implementation of split 7 by using OAI

considering NR [168]
OAI

Prototyping validation of a DU Lower PHY

transmission chain, for 5G and NR [169]

FPGA, MATLAB

and Simulink

Design of an adaptive RAN that switches between

two different centralization options at runtime,

switch from MAC-PHY to PDCP-RLC without

service interruption [170]

B200 1 Gb/s

Ethernet link

Spliting for efficient fronthaul, to enable the

consumed bandwidth with cooperative radio, intra-

PHY functional split C-RAN architecture and 7.1,

7.2 and 7.3 splits [161]

OAI

MAC-PHY split generation to find an amount of

overhead traffic on the downlink [171]
srsLTE

5G-NR DU CU, UL receivers implementation [172]

FPGA,

MATLAB

and Simulink

Complexity of the RRU with 5G NR

considering functional split 7.2 [173]
FPGA

The software solution to implement stack

cutting option defined by 3GPP at option 7

(between RU and DU) [142]

gNodeB

(IS-Wireless)

Survey papers, theoretical mathematical concepts

[161] [171] [172] [173] [174] [175] [176] [177] [145] [178] [179]

Mathematical

theoretical analysis
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Based on the ProtocolDataUnits (PDUs) delivered from theRLC sub-layer towards theMAC,

MAC Service Data Units (SDUs) are configured and later converted toMAC PDUs, which are

provided later on in a form of transport blocks to the PHY layer. Each transport block is

transmitted in a single transmission time interval in the MAC sub-layer. The MAC sub-layer

details for multiple underlying UEMAC entities, are explained in [180]. The MAC sub-layer

has a set of functionalities defined in [182]. The 3GPP sets rules for mapping the logical

channel traffic to transport block are addressed in [182].

Figure 3.9: Architecture of split 1 to split 6 of the data link layer: from PDCP to RLC to MAC in the downlink.

The MAC sub layer handles the resource scheduling. It plays a fundamental role in the im-

plementation of Carrier Aggregation (CA) techniques. The MAC Layer generates one trans-

port block per transmission time interval (TTI) per component carrier. The MAC sub-layer

shares the MAC packet data units and control elements over different component carriers.

Each component carrier within the MAC sub-layer has its own HARQ entity. All the cells

involved in CA within the cell group are under a single MAC entity. Authors in [15] and

in [183], [184], [185] addressed the aspects of CA and Dual Connectivity (DC) with respect

to the MAC sub-layer. Due to the execution per TTI, the MAC scheduler requires very low

latency and low jitter [186]. The NGNMAlliance [187] warns that placing theMAC functions

in a CU-pool (split 5 or 4) can limit the CoMP functions performance.

The functional split options 1 to 5 have relaxed latency requirements on FH, as the HARQ

processing and other time-critical functions are placed in the DU close to the antennas. Ac-

cording to [151], setting the MAC in the CU pool will ease the use of LTE-Advanced in unli-

censed bands.

With split 5, low and high RLC, PDCP and RRCwill be in CU, and the lowMAC (HARQ,mul-

tiplexing/scheduling) will be in DU. Functions like scheduling decisions can be performed at

CU, for example, inter-cell interference coordination, CoMP.With split 5, the HARQ, aMAC

time-critical processing tasks are computed at DU [188]. The split 5, with theHighMAC con-

taining multiplexing and scheduling decision at the CU, simplifies the MACmanagement by

the mobile network operator [189].

The split 6 or MAC-PHY split and its resulting reduced FH bit rate requirements are ad-

dressed by 3GPP in [190, 191]. The split 6 (MAC-PHY) specifies the transport of MAC PDUs
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Table 3.4: Literature review on split between MAC (High-Low) and PHY split.

Concepts/Algorithm/Consideration
Simulator/Emulator

/Analysis

To minimize the intercell interference the

fronthaul bandwidth utilization by

dynamically selecting the appropriate functional

split considering PHY-MAC split [193]

MATLAB

Trade-off between bandwidth and RRU complexity

for different split [173] FPGA

Optimization of processing bandwidth resource

usage, minimizing the overall energy consumption

compared to i) cell-centric, ii) distributed

and iii) C-RAN approaches [194]

OAI

Examine Ethernet as FH work in C-RAN, with

focusing on the MAC and PHY split [195]
OAI

Theoretical mathematical concepts [165] [196]

[197] [198] [199] [200] [201] [189] [202] [203] [204] [205] Analysis

instead of IQ-data blocks. The split 6 is advantageous compared to CPRI as it decreases the

fronthaul capacity requirement: for example, [190] reported a fronthaul bit rate of about 137

Mbps for the split 6 while split 8 requires over a 100 times more: 14700 Mbps for 4G. For

5G: 7 Gbps (split 6) is required instead of 157 Gbps (split 8).

The Small Cell Forum favors the Split 6 to reduce costs of 4G and 5G small cell deployments.

The Small Cell Forum publishes the so-called 5G network functional application platform in-

terface (5G nFAPI). The 5G nFAPI extends for 5G the functional split between the MAC and

PHY functions to enable virtualization of the MAC function. The nFAPI support communi-

cation between the Virtual Network Function (VNF) handling the MAC sub-layer in the DU

and the Physical Network Function (PNF) in the RU. Note that the Small Cell Forum refers

to S-DU and S-RU instead of DU and RU [192].

Table 3.4 provides a glimpse on several papers discussing the split 6 to 4, i.e., theMAC (High-

Low) and PHY splits.

3.3.5 PDCP-RLC split (3GPP option 3 and 2)

The 3GPP defines the split 2 as the split between the Radio Link Control (RLC) in the DU and

Packet Data Convergence Protocol (PDCP) in the CU [206]. The 3GPP Split 3 separates the

RLC by keeping the segmentation (Low RLC) at the DU and the other RLC functions (High

RLC) at the CU [206]. split option 3 is further studied in [206].

The PDCPmaintains the real-time operation using a buffer at the RLC level. Every incoming

packet from the U-Plane, i.e., the Internet Protocol (IP)+SDAP packet is processed by the

PDCP. The PDCP handles packet buffering and retransmission, layer 2 numbering, header

compression, ciphering, and integrity protection before the RLC in the downlink. The RLC

handles bufferization, segmentation, and ARQ retransmissions.

According to [151], the PDCP centralization in the CUs, i.e., the 3GPP split 2, is a 5G enabler.

The delay sensitive processing of ARQ retransmissions is kept at the DU which can be close
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Table 3.5: Literature review on PDCP-RLC split

Concepts/Algorithm/Consideration
Simulator/Emulator

/Analysis

Different functional splits implementation

in C-RAN [207]
OAI

The CU/DU C-plane split at the RRC/RLC [208] OAI/SDR

Split buffering between the RLC PDCP layers.

PDCP buffer with per-flow queues, and applied

to the RLC buffer a new dynamic sizing

mechanism that enforces the lowest

queuing delay that is compatible with

the existing configuration of the RLC

connection [209]

OAI

C-RAN based architecture allows the

selection dynamic switching of different

hetnets in the RAN [210]

OAI

Software solution to offer NR RAN protocols

such as PHY, MAC, RLC, PDCP, SDAP, RRC,

NRAP in Option 2 (between DU and CU) [142]

gNodeB

(IS-Wireless)

Surveys, theoretical mathematical concepts

[211] [212] [213] [214] [211] [215] [216] [217]

[218] [219] [220] [221] [222] [223] [224]
Analysis

to the RU.

According to [207], one PDCP traffic flow is considered per radio bearer. The traffic Split 2 is

organized into several flows. Each flow can be directed to various access nodes and support

multiple types of connectivity. According to [129], split 2 keeps real-time support in the DUs,

resulting in a relaxed CU-DU link requirement.

Figure 3.11 compares the bit rate among different functional spitting options in uplink and

downlink. Table 3.5 contains additional details on the PDCP-RLC split (split 2).

The PDCP handles both the NAS/RRCmessages for the C-Plane, and the IP/SDAP for the 5G

U-Plane. Thus, the CU is composed of two logical components, one for the c-plane and one

for the UP as defined in the context of Software Defined Network (SDN). Some authors use

the termCU/c-plane split but this should not be confusedwith the functional splits discussed

here. Based on the functional split requirements, all the network functions at the CU are

organized as either part of the c-plane or UP [98].

In the RRC-PDCP (3GPP option 1) split, the whole processing for the control and U-Planes

is placed in the DU. Split 1 is thus not very different from the usual Core-BBU-RRH. As the

processing of the user data is now near the transmitter there is an advantage for caching.

However, features like inter cell coordination are not supported in this split 1 option. Con-

sequently, split 1 is not advantageous if many cells are connected to a CU pool [95], [225].

The control andU-Plane splitting are designed and implemented in [150]. TheRRC in theDU

handles the C-Plane functions in this split 1 while the U-Plane functions are handled by the

new 5G Service Data Adaptation Protocol (SDAP) to handle new services beyond IP for 4G.

Authors from [226] show that the split option 1 (also called PDCP/RRC) requires lowC-Plane
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overhead, which benefits load balancing and mobility management using virtualization. In

[227], complete and partial scheduling processes are performed at the RRC.

3.3.6 Functional Splits Requirements

The maximum latency requirement of each split option is shown in Figure 3.10. The splits 8

to 5 require a latency less than ms because more processing at DU . Split 3 and 2 requires a

latency of 5ms or less which is higher as compared to split 8 to 4 because of less functions at

CU . Split 1 has the less tight requirement, 10 ms.

The DL and UL data rate of different splits. Figure 3.11 compares data rates according to the

Small Cell Forum. One can see that all the considered references suggest higher fronthaul

bit rate between split options 5 to 8. High and lowmmWave band communications perform

better for split option 7.1 and 7.2 compared to 5G/ band of less than 6 GHz. Overall the split

options 8, 7.1 and 7.2 provide higher bit rate over the FH.
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1
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L
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Figure 3.10: Latency for different functional splits [129] [228] [229].

Figure 3.12 presents a comparison of different simulators/emulators considered for the im-

plementation of the splits by other researchers.

Mainly the Physical (PHY) layer split implementation is analyzed, and authors considered

FPGAs (62%, i.e., 31 out of the 50 papers considered here) and MATLAB (60%) For overall

split implementation and testing in different scenarios, SoftwareRadio Systems (30%),(srsLTE,

now srsRAN) and (20%) Open Air Interface (OAI) have been considered, among others. This

analysis is based on the research papers listed in the tables from this survey.

3.4 Fronthaul

Figures 3.1 and 3.4 show the FH network link, usually formed by optical fibers or wireless

connections, from the BBUs or DUs to the radio equipment (RRHs, RRUs or RUs) linked via

coaxial cables to the antennas, as discussed in , e.g., [157]. The FH carries the data, control,

synchronization and operation & maintenance signals. 5G developments challenges current
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Figure 3.11: Fronthaul bit rate (log scale) for different split options according to 3GPP [228,230], Small Cell

Forum [129] and Larsen et al. [95] for 4G (lines), and according to Bartelt et al. for 5G sub 6 GHz (triangles)

and near mmWave bands (squares) [231].

Figure 3.12: Different simulators used for implementing functional splits.

FH transport and next-generation FH interface, radio-over-fiber, and xHaul were investi-

gated in [121,232–234]. Some more details are mentioned in the next sub-sections.

3.4.1 Requirements and Standardization Bodies

The FH requires high data rate, low latency, low jitter, and low packet loss. The data rate

for CPRI is 2.46 Gbps in LTE Networks while the eCPRI capacity reaches more than 10 Gbps

[157,235,236].

The traditional approach for the transport layer is not expected to continue within 5G and

beyond. Instead, next-generation networks require integrated BH and FH technologies that

can minimize Operational Expenditure (OPEX) and Capital Expenditure (CAPEX). Authors

from [233] present the architecture integrating FH andBH in a shared packet-based network

defined as the Xhaul. In fact, the research community has shown that operators are getting

68



more interest in the FH. In a survey of global operator 2020 [237], it is reported that 46% of

FH support will be needed for functional split implementation.

Realistic functional split implementation require standards and virtualization. The Euro-

pean Telecommunications Standards Institute (ETSI) is one of the international bodies that

is very active in standards related to virtualization and C-RAN concepts. According to ETSI,

base stations are held in cloud computing centers. With virtualization, the BBU, usually lo-

cated at the base station sites can be moved to data centers, providing the opportunity for

easier load balancing. Virtualization of RAN functions facilitates the distribution and shift

of the functions across data centers, providing enhanced load balancing and advanced coop-

eration between antenna sites.

3.4.2 Delay

The FH architecture must satisfy specific 5G end-to-end delay to offer time-critical 5G ser-

vices, such as URLLC. Some envisioned 5G applications could require delays as low as 1 ms.

The FH transport within the PHY layer corresponds to options D and E in eCPRI I [238], i.e.,

3GPP split 6, 7 and 8. In this context, the HARQ protocol limits themaximum delay between

the BBU (or DU) and RRH. For example, after transmitting three 1 ms sub frames, the UE

sends a positive or negative acknowledgement in the fourth sub frame. All the processing

at the BBU or DU must be finalized and the frame is created before three sub frames, i.e., 3

ms [239].

In [240], the suggested processing time of the BBU is 2754 µs. The 3 ms HARQ limit implies

a FH path round-trip time of 246 µs. Thus, the maximum FH one-way latency is 123 µs, or

about 24 km assuming, as usual, a propagation speed of 200 m/µs.

Other authors, such as [239, 241, 242] and IEEE 802.1CM, consider a slightly stricter re-

quirements for the delay, i.e., 100 µs for one way communications. This 100 µs maximum

delay results from a breakdown of theHARQ processing which ensures the best performance

for the FH. Delays longer than this target would degrade the performance of the radio net-

work [239]. In the transmission path using optical fiber, the delay is close to 5 µs/km. Con-

sequently, the maximum distance must be less than 20 km to accomplish the 100 µs highest

end-to-end one-way delay limit.

3.4.3 eCPRI

In LTE-Advanced, FH connections could use the CPRI protocols, while for 5G NR, eCPRI

has been introduced [121]. Going toward the 2nd phase of 5G and beyond, more and more

operators might consider the C-RAN architecture. With 4G, 5G NR and dual connectivity,

the fronthaul network will carry an amount of traffic which is challenging the CPRI interface.

Currently, for 4G, several Telcos use the CPRI interface for their FH connections. CPRI is

a point-to-point interface and considers that operators will use the same vendors at each

end of the FH. In turn, the eCPRI interface is open and supports virtualization options, like

software-defined network and network functions virtualization. eCPRI is claimed to pro-
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vide more flexibility to operators to complement networks with shared equipment, improve

bandwidth efficiency, and simplify deployments. However, unlike the CPRI, eCPRI neither

supports end-to-end synchronization. eCPRI supports and recommends the PHY splitting.

Besides, to reduce cost, eCPRI allows deployments using Ethernet transport technology.

In [243], the CPRI to eCPRI replacement have been implemented. Based on the specification

of eCPRI, data has been encapsulated in eCPRI format to create eCPRI packets. The system in

[243] supports the raw Ethernet header, in which the payload contains one eCPRI message.

3.4.3.1 eCPRI Protocol Planes

The eCPRI specification defines three protocol planes between the eCPRI Radio Equipment

(eRE): RU, RRU or RRH and eCPRI Radio Equipment Control (eREC): DU. The first is the

U-Plane, the second is the control and management plane while the third is synchronization

plane. Some details are provided as follows:

• The U-Plane data protocol deals with user data, the real-time control information and

related eCPRI services depend on the functional split implementation for the user data;

• The control and management involve non-time-based data flows within eCPRI nodes;

• The synchronization plane carries time-critical information essential for frame and

time alignment, utilizing protocols such as precision time protocol (PTP) and SyncE.

3.4.3.2 eCPRI Frame

the eCPRI framing is supported by anEthernet framewhose sections are transported byusing

separate layers of the Ethernet frames. The eCPRI message (header) contains four sections,

while the reserved portion keeps the payload. Details are as follows:

• The eCPRI protocol revision contains 4 bits.

• C is one bit and shows the eCPRI concatenated message. If it is 0, it indicates that the

alternative frame of the same group follows. Otherwise, if it is one, it shows the last

frame of the concatenated group.

• The message type section contains 8 bits and the payload size contains 16 bits that fol-

lows the eCPRI (message) header. There are eight different payload types carried in

the eCPRI frame payload, that includes IQ data transfer, bit sequence transfer, real-

time control data, generic data transfer, remote memory access, one-way delay man-

agement, remote reset, and event indication. These message types are defined as fol-

lows [244]:

– eCPRIMessage Type 0 - IQ Data Transfer specifies the time/ frequency do-

main - IQ sample transfers between eREC (BBU) and eRE (RU), with the vendor-

defined structure for the payload;

– eCPRIMessage Type 1 - Bit Sequence Transfer specifies the transfer of user

data between eREC and eRE;

– eCPRIMessageType2 -RealTimeControlData specifies the vendor-specific
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real-time control messages associated with user data (IQ samples, bit sequence)

between eCPRI nodes (eREC and eRE);

– eCPRIMessage Type 3 - Generic Data Transfer specifies the transfer of the

U-Plane and control messages for generic data transfer and data synchronization;

– eCPRI Message Type 4 - Remote Memory Access allows read/write action

from/to opposite eCPRI nodes at a specific memory address using remote units.

This service facilitates different read/write accesses depending on the driver rou-

tines and hardware implementation;

– eCPRIMessage Type 5 - One-WayDelayMeasurement estimates the one-

way delay between two eCPRI-ports, unidirectional. The local time is sampled by

the sender, including a Compensation Value (CV), while the receiver, time stamps

the message on arrival and reverts it to the sender with an internal CV;

– eCPRI Message Type 6 - Remote Reset is used when one eCPRI node re-

quests a reset of another node. eREC sends the request to initiate an eRE reset;

– eCPRIMessage Type 7 - Event Indication is used to inform the end of a link

fault.

3.5 Virtualized Radio Access Network

This section first recalls some basics related to virtualization and discuss then virtualized

RAN.

3.5.1 Network Functions Virtualization and Software-Defined Networking

NFV and Software-DefinedNetworking (SDN) is considered a key pillar of 5G. SDNand a key

protocol called OpenFlow are promoted by the 2011-founded Open Networking Foundation

(ONF). The operator-driven SDN & Open Flow proposal led to the creation within the ETSI

of the NFV Industry Specification Group (ISG).

The 3GPP 5G architecture defines several core Network Functions (NFs), such as the Session

Management Function (SMF) controlling the User Plan Function (UPF) via the N4 interface.

By separating the SMF/controller from the UPF/packet forwarding element, the 3GPP 5G

architectures follow the SDNconcept of separating the control from the user traffic switching,

a concept appropriately short named by 3GPP as CUPS (Control/U-Plane Separation). CUPS

was introduced by 3GPP for 4G and 5G.

To satisfy mobility requirements in the core network, the controlling protocol running over

the N4 interface between the C-Plane (SMF) and the U-Plane Function (UPF) is not Open-

Flow but the Packet Forwarding Control Protocol (PFCP).

The RAN’s Access and Mobility Management Function (AMF) are linked to the 5G base sta-

tion (gNBs), forming the RAN via the N2 interface. The gNBs are interconnected via the

Xn interface. Mainly for access and handovers, the protocols over N2 and Xn are NGAP and

XnAP, respectively, for the C-Plane andGTP-U for theU-Plane. Additional RANcontrols and
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the virtualization of the controllers are not standardized and led to initiatives from operators

and vendors to improve the RAN.

Virtualization techniques can be adapted to perform RAN enhancements. Virtualization

technology separates the software from the hardware, i.e., the network and computing re-

sources from the physical resources. The primary purpose of virtualization is to incorporate

scalable and flexible solutions like efficient resource and cost management, load balancing,

automatic scaling, operation and control procedures, and, it is often claimed to enable the

introduction of Artificial Intelligence andMachine Learning based control. Virtualization al-

lows MNOs to engineer the network by centralizing the network equipment to high-volume

industrial servers, switches, and storage, among others, so-called Commercial Off-The-Shelf

(COTS) equipment such as x86 physicalmachines or P4-devices. The centralized units, BBU,

CU or even DU in the context of RAN, may reside at the data centers, and/or at so-called

Point-of-Presence (PoP) or at or near the users premises, e.g., in the case of Private 5G [245].

3.5.2 Distributed RAN and C-RAN

The D-RAN concept is presented to understand basic virtualization. Each cell site is com-

posed of isolated RRU and BBU subsystems in a D-RAN architecture. The RRU unit is con-

nected to the assigned BBU through the FH connection using CPRI. Cells are equipped with

radio functions and connected to the core network via the backhaul. Figure 3.13 presents the

basic D-RAN architecture. Depending on the network requirements, network resources are

allocated dynamically by the BBU [246]. The BBU, or more realistically, some parts of the

BBU, may run on virtual machines (VMs). VMs and co-locating the BBUs led to the C-RAN

architecture presented below.

The fundamental of C-RAN architecture is to separate all BBUs from their RRU subsystems

and move the BBUs to a centralized, shared, possibly virtual pool. The BBU subsystem is

centralized in C-RAN. Each C-RAN cell site is composed of the antennas and the RRU sub-

systems. Figure 3.4 shows the basic C-RAN architecture. In C-RAN, network-related re-

sources are kept at the edge, at the RRUs, and the core functionalities reside in the BBUs in

the cloud. As a result, C-RAN networks are more flexible and, in some case, easier to deploy

and maintain than the classic D-RAN if the fronthaul bit rate is supported.

C-RAN implementations are based in generic terms on Cloud Computing. Cloud Computing

is the services provided by clusters of networked elements which may or may not be user-

administered. In the context of cellular networks Cloud Computing allows Mobile Network

Operators to store vast volumes of data generated by the devices and network and to insure

cost effective sharing of required computing resources. In fewer words, C-RAN, like Cloud

Computing, could ease on-demand availability of the networked data for RAN optimization.

Sharing the COTS computing power and storage between BBU and end users seems obvious

at first but might to very challenging to implement practically and securely.

C-RAN like Cloud Computing techniques present some challenges: increased latency, po-

tential traffic congestion, increased data processing time if the computing resource in not

available, and communication costs. To mitigate some challenges of Cloud Computing: Vir-
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Figure 3.13: D-RAN architecture: the classical setup with the antennas, RRU and BBU at each base station site.

The short RRU-BBU fronthaul link remains proprietary although CPRI is used. The backhaul is connected to a

core node, usually over optical fiber or point-to-point microwave link.

tualization, Edge-Computing and Fog Computing could be presented as solutions.

3.5.3 Virtualized or Virtual RAN

MNOs migrate the data center to Mobile Edge Computing (MEC) to achieve high perfor-

mance at the user end while supporting many devices. MEC reduces latency and offers high

data capacity. They are incorporating NFV and SDN technologies with C-RAN to help virtu-

alize the RAN functions and resources and are thus called “virtualized-C-RAN” or “vC-RAN”.

vC-RAN implementation is related to specific characteristics of the wireless access network,

like time-varying channel conditions, interference, UE distribution, and mobility.

Appropriate resource allocation, optimized interference management, etc., are challenging

from the MNOs’ perspective. The author from [247] proposed the concept of the virtualized

base station to facilitate the virtualization of the computing resources of a BS in vC-RAN.

The virtualized BS executes multiple protocol stacks of a BS in software while sharing the

radio equipment at the hardware end. MNOs have been implementing techniques to achieve

enhanced energy efficiency and decreased OPEX, as discussed in [247].

The virtual RAN (vRAN) isolates the software from the hardware by implementing the net-

work virtualization functions. vRAN separates the RRU from BBU on a General-Purpose

Processing (GPP) unit and implements functionalities in software. vRANs are composed of

centralized pools of BBUs, virtualized RAN control functions, and optimized service deliv-

ery protocols. vRAN could offer several advantages over conventional RAN deployments,

73



such as scalability, flexibility, faster upgrade cycles, resource pooling gains, and centralized

scheduling.

3.5.4 Fog Radio Access Networks

Centralizing the BBUs far from the base station sites might raise concerns about optimizing

local RAN problems such as handovers, local interference, and services to static users.

Edge Computing and Fog Computing solutions have probably inspired the terms Mobile

Edge Computing (MEC) mentioned earlier, and Fog-RAN (F-RAN) presented very briefly.

Fog Computing forms a distributed computing environment that enables storage and data

processing at the network edge [248]. The RAN architecture that enables fog computing is

known as Fog-RAN, F-RAN, or F-RAN [249, 250]. F-RAN aims to facilitate the processing

the generated raw data at the computing units at the user end or closest proximity. Hence,

FRAN forwards processed data instead of raw data, resulting in a decreased requirement

for high bandwidth and QoS enhancement [251]. Thus, F-RAN, C-RAN, HCRAN (Hetero-

geneous C-RAN) [126, 127,252], and other cloud-based RAN will certainly be re-visited and

further improved. In the evolution of the RANs, the OpenRAN has gained particular atten-

tion. OpenRAN is discussed in the following section.

3.6 Open Radio Access Networks

The terms Open RAN, OpenRAN, O-RAN, ORAN can all be found in the literature. However,

we cannot claim to present a unique definitions for each of these terms. The industry-focused

Telecom Infra Project (TIP) initiated an Open RAN MoU Group in 2020 to “supports the

development of dis aggregated and inter operable 2G/3G/4G/5G NR Radio Access Network

(RAN) solutions based on service provider requirements”, quoted from [253]. The O-RAN

ALLIANCE “has been founded in February 2018byAT&T, ChinaMobile, DeutscheTelekom,

NTTDOCOMOandOrange. It has been established as aGerman entity inAugust 2018. Since

then, O-RANALLIANCE has become a world-wide community of mobile network operators,

vendors, and research & academic institutions operating in the Radio Access Network (RAN)

industry”, quoted from o-ran.org. The TIP OpenRAN and O-RAN ALLIANCE are joining

forces to promote Open RAN.

3.6.1 Working Alliances and Groups

The O-RAN ALLIANCE [136] specifies open industrial standards for RAN interfaces that

support interoperability. The preeminent intention for supporting newOpenRAN and vRAN

architectures is to detach individual base station components and facilitate independent in-

teractions. OpenRAN assures inter operable RAN elements, both hardware, and software,

from different vendors. Open RAN promotes 3GPP based vRAN architectures and provides

MNOs with capabilities to overcome the challenges with proprietary hardware and software.

The vRAN technologies aims to foster the development of OpenRAN standards by specifying

open interfaces between the DU and CU and BBU. The DU/CU/BBU separation is based on
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the concept of the functional splits [254] and is claimed to enhance security, flexibility, and

reduce CAPEX and OPEX costs. The DU/CU/BBU separation should provides MNOs with

opportunities in the allocation of the functional blocks to maximize performance. OpenRAN

will empower smallerMNOs and vendors to introduce their services and network customiza-

tion based on requirements and needs [136].

Different working alliances towards OpenRAN arementioned in Figure 3.14 [255–260]. The

main purpose of these individual alliances and collaborations is to drive openness and inter-

operability in the RANs from 2G to 5G systems. The OpenRAN initiatives provide software

and hardware solutions to support implementing an open and intelligent RAN. The O-RAN

ALLIANCE specifications allows to build an open and modular RAN architecture based on

3GPP and dis-aggregated base station software. The O-RAN ALLIANCE has its own defined

working groups to achieve the mission and vision of the Alliance. The different OpenRAN

working groups are summarized in Figure 3.15 [261].

Figure 3.14: Summary of initiatives and organization working towards OpenRAN architecture and

infrastructure.
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Working Group 1

Working Group 1 & 2

Working Group 4 & 5

Working Group 6, 7 & 8

Working Group 9

Focuses on studying use cases and overall architecture   

Focus on optimisation and automation of the RAN radio  
resource management using the RAN intelligent controller    

Focus on open interference for achieving interoperability 
 between RAN hardware and software vendors    

Focus on commoditization, virtualisation and  
modularisation of RAN hardware and software     

Focuses on the new open transport network based on new  
architecture and enduser service requirements for fronthaul,  

midhaul and backhaul, collectively known an X-haul    

Figure 3.15: Different OpenRAN working groups and associated tasks for developing new RAN architecture.

3.6.2 OpenRAN Architecture

According to [262, 263], OpenRAN focuses on three specific areas, namely: (a) separating

the CU RAN from UP, (b) creating a modular or dis aggregated base station software stack

using COTS hardware and (c) Open Interfaces. OpenRANmainly defines the concept of open

architecture, enabled by well-defined interfaces between the different elements of the RAN.

OpenRAN also defines the integration of machine learning and artificial intelligence tech-

niques in the RAN [264]. All OpenRAN components must support the same Application

Programmable Interface (API), allowing OpenRAN-based 5G deployments to integrate ele-

ments from multiple vendors and make it possible to utilize COTS hardware.

In March 2019, the O-RAN ALLIANCE defined the functional splits between the BBU and

RRU to embed FH functional requirements. The O-RAN ALLIANCE defined a reference

architecture, in order to support next-generation open virtual RAN infrastructures with in-

telligent radio [136]. The reference architecture describes well-defined interfaces to facilitate

an open, inter operable supply chain ecosystem with respect to the 3GPP and other industry

standards organizations. Figure 3.16 shows the reference OpenRAN architecture.

The splits of the O-RAN architecture are basically organized as follows:

• For the fronthaul - the 3GPP split 7.2 or Low Layer split between the so-called O-RU

and O-DU (O for O-RAN);

• For the midhaul - the 3GPP split 2 or PDCP/split between the O-DU and O-CU.

Note that the CU-c-plane and the CU-U-Plane are explicitly mentioned in the O-RAN

architecture.

Similarly in essence to an SDN architecture, the forwarding elements (O-DU, O-CU-C-plane

and O-CU-UP) are controlled by two so-called RAN Intelligent Controllers (RICs). Two RICs

are needed to take into account two time scales required for efficient RAN functions, as fol-
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Figure 3.16: OpenRAN architecture as defined by the O-RAN ALLIANCE to achieve an OpenRAN

infrastructure.
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lows:

• A near-Real Time (near-RT) RIC to handle control from 0.1 to 1 second;

• A non-Real Time (non-RT) RIC to handle control above 1 second.

O-RANALLIANCE advocates the use of virtualization. Hence, specifies the so-called Service

Management and Orchestration Framework which contains the non-RT-RIC function. The

non-RT-RIC communicate with the near-RT RIC, with an interface called A1, and with the

O-DU and O-CUs, via O1. The near-RT control and optimization of OpenRAN elements and

resources is performed through compact data collection and control over a new E2 interface

(not specified by 3GPP for the DUs and CUs). The non-Real Time RIC implements control

and optimization of RAN elements and resources. The non-Real Time RIC is anticipated to

incorporate specific AI/ Machine learning (ML) workflow, which involves training modules

and provides policy-based guidance for applications in the non-RT-RIC [264].

The O-CU element handles the RRC for the C-Plane and the Service Data Adaption Protocol

(SDAP) for the U-Plane and the PDCP. The O-CU-c-plane hosts the RRC and the control-

plane part of the PDCP protocol, while the O-CU-UP hosts the SDAP protocol and the user-

plane part of the PDCP protocol. The PDCP streams are exchanged to the O-DU via the MH

which could be physically or virtually almost anywhere in the Open Cloud. MH distances up

to 80 km have been reported earlier in this survey, but it remains to be seen how vendors,

service providers and operators uses O-RAN for their use cases.

The O-DU contains the RLC/MAC/High-PHY layers. The O-RU contains the Low-PHY layer

and RF processing based on a lower layer functional split. The fronthaul link (RU-DU link

specified by the so-called LLS-C/U/S interface) should be less than about 20 km as reported

in the first figure of this survey.

The virtualization platform, or Open Cloud, which hosts the O-DU, O-CU and RICs, should

handle themulti-RAT CU protocol stack and support many protocol processing for 4G or 5G.

The virtualization platform isolates the blocks and performs virtual resource allocation [136].

Obviously, a lot of work remains for the operators and vendors to implement and exploit the

O-RAN ideas. Major operators and vendors are working hard to make intelligent RAN a

reality.

3.6.3 OpenRAN Opportunities

OpenRAN benefits from the advancing RAN architectures toward interoperability and in-

telligence. OpenRAN holds enormous opportunities for both the user and the operators.

OpenRAN defines new technical solutions and business models to tackle in- creasing costs,

complex deployments, andmanymore by incorporating software and hardware dis aggrega-

tion through open interfaces [265]. In the white paper published by O-RAN ALLIANCE on

use cases and deployment scenarios [266], an initial set of OpenRAN use cases is introduced,

which benefits from the advances in open architectures and show high business value. The

OpenRAN ecosystem utilizes AI and ML capabilities at the back-end blocks of the architec-

ture to facilitate an open and intelligent multi-vendor network.
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ML and AI algorithms are applied to manage and control RAN performance, configurations,

and optimization, in real-time, for the envisaged use cases in target deployment scenarios.

The use cases are categorized based on the application area and requirements [266].

Each use case has its focus area, well-defined purposes, and requirements [266]. The con-

cept of white-box hardware as the base site will motivate an economical 5G deployment. The

so-called white-box Base Stations focus on UL and DL processing, RF conversions, and gate-

ways. Most of the use cases are defined based on the incorporated AI techniques, and cover a

comprehensive range of applications, from traffic steering, Service Level Agreement (SLA),

dynamic handover management for Vehicle-to-Everything (V2X) to enhanced user services

and experiences through optimized resources. Within various Unmanned Aerial Vehicles

(UAVs)-based use cases, applications are introduced envisaging OpenRAN and open inter-

faces. The context-based dynamic handover management for V2X use case focuses on sup-

porting frequent handover requests in high-speed heterogeneous environments. A summary

of the categorized use cases is presented in Figure 3.17. TheO-RANALLIANCEweb site hosts

many impressive demonstrations of current and future OpenRAN capabilities [267].

Figure 3.17: Summarized OpenRAN use cases criterion as defined by the ORAN ALLIANCE to validate

OpenRAN development.

3.6.4 Open RAN Cloudification and Orchestration Platform

The O-RAN ALLIANCE has defined and sketched requirements for open cloud architecture

and various deployment scenarios, as discussed in [266]. The so-called OpenCloud (OCloud)

is an O-RAN cloudification and orchestration platform that classifies deployment options to

expedite the cloudification of OpenRAN virtualized network elements. The OCloud provides

a cloud computing platform encompassing physical nodes to execute applicable functional-

79



ities related to management and orchestration. The orchestration facilitates BBU resource

pooling and cloudification, which should help maximize the operational improvement/cost

ratio.

3.6.4.1 OCloud Architecture

OpenRANcloudification architecture is based on the reference architecture provided byETSI

NFV Architectural Framework [268], which includes appropriate COTS hardware that en-

ables abstraction through virtualization. The ETSI NFV Architectural Framework imple-

ments VM on the servers that facilitate Virtual Network Functions (VNFs) in the cloud. The

Virtual Infrastructure Manager (VIM) acts as the C-Plane in OCloud and manages different

servers as a single distributed system [266]. The VNFs mainly provide the interfaces and

virtualized open planes (O-DU, O-CU, NRT-RIC), along with the MEC applications and the

5G U-Plane Function (UPF).

3.6.4.2 OCloud Deployment

OCloud defines a hierarchical deploymentmodel comprising differentmodules, like regional

cloud and edge cloud, hosted at independent or dependent levels. Figure 3.18 presents a hi-

erarchical cloud deployment where each Edge Cloud, monitoring individual cell sites, is con-

nected to theRegional Cloud (different traffic flows are represented bydifferent colours). The

VNFs are either implemented in the proprietary network element or on the OCloud compo-

nent. Based on the different deployment scenarios in [266], the functionalities and hosting

of O-DU and O-CU vary.

3.6.5 Implementation Challenges

One of the main challenges in O-RAN is to integrate the multi-vendor model and seamless

interoperability between the services and the equipment they provide. The RAN virtualiza-

tion can bring concerns about the capacity of the FH link in order to host several virtual BSs

while maintaining the latency requirements between the RRH and BBUs. Implementing the

functional splits can be challenging, affecting the FH network’s bit rate and latency.

Open architecture also imposes several challenges on security aspects at various levels. The

OpenRANstandards and3GPP specifications have evolved inhand to facilitateRAN-functional

splits resulting in RAN virtualization. At the deployment and implementation side, there is

stil a gap on clearly defining vRAN specifications and on how the software and hardware

parts are deployed [133].

RAN virtualization to support high data rate, low latency and high availability 5G and beyond

requirements are certainly very challenging for researchers and practitioners.
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Figure 3.18: A typical layout of a RAN infrastructure [95,269].

3.7 Summary and Conclusions

This survey [12] comprehends an extensive literature review on different functional splits

proposed by 3GPP and the O-RAN ALLIANCE. A practical approach to the functional split

requirements and implementation was provided. As a result of RAN splitting and virtual-

ization, network deployments are more flexible and facilitate the creation of a multi-vendor

marketplace for different radio and network components that are different from the tradi-

tional business models. By creating various interfaces between layers through splitting, new

hardware and software products can be designed and fabricated while guaranteeing interop-

erability between elements produced by different manufacturers. The main advantages, dis-

advantages, and challenges are discussed. Each functional split is described in detail, and the

underlying challenges are identified. Broadband access will be enhanced, and ultra-reliable

low latency communications (URLLC) and massive Machine Type Communications will be

supported. URLLCwill enable applications like self-driving cars or coordinated autonomous

UAVs, e.g., in a disaster-resilient swarm of coordinated drones participating in rescue mis-

sions. Expected 5G and beyond reliability and resilience are commonly cited to enable re-

mote surgeries with physicians commanding high-precision robots from remote hospitals

in real-time and to support high-speed nano-robot communications for in-body healthcare

applications. More realistically, 5G and beyond will serve the needs of the industry 4.0 and

beyond.

Moving the processing functionalities from the RRHs to the DUs and CUs may be advan-

tageous as the RAN architecture evolve and leads to an economy of scale. Many functional
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splits, serving various use cases, have been devised but have limitations. For example, the

3GPP split option 8 requires a data rate much higher than the total user data rate and a dis-

tance between CU and DU lower than 20 km. The split option 7.2 has been preferred by the

O-RANALLIANCE. Different splitting implies different data rates and latency requirements.

For example, to implement split option 6, the PHY and RF are in the DU, while the MAC

is in the CU. The MAC layer performs functionalities like the computation/calculations and

operations in CU considering software, whereas the RF (DU) takes care of the rest of the

functionalities, resulting in high hardware costs.

Various standardization bodies are actively working to provide energy-efficient, reliable, and

economic solutions by allowing BBUs to support multi-RF units.

The final part of the survey discussed theRANevolution fromC-RAN toOpenRAN.The virtu-

alization functions have been examined. The O-RAN ALLIANCE architecture was discussed

while addressing how it may serve future stakeholders for 5G and beyond RAN. The O-RAN

ALLIANCE intends to support diversified 4G to 5G and beyond use cases by developing the

specifications and architectures with new open interfaces to control the DU and CU with the

so-called RAN Intelligent Controller. State-of-the-art technologies for incorporating various

split options were discussed. Some relevant solutions allow splitting, such as split eight im-

plementations using FPGA (hardware) [140, 141], gNodeB from ISW (software) [143] have

been presented. The ISW-gNodeB consists of independent network functions to implement

PHY, MAC, RLC, PDCP, SDAP, RRC, and NRAP protocols.

The survey shed light on the various RAN architectures and deployment scenarios, provid-

ing a vision of the functional splits, underlying opportunities, and evolution challenges. We

provided detailed literature to justify the emergence of functional splits as an enabler for

beyond 5G networks. In addition to the overview of functional splits, we also summarized

the concept of virtualization and O-RAN ALLIANCE architecture. However, we did not ad-

dress Massive MIMO, CoMP, and mm Waves, concerning functional splits in the scope of

this survey.

Academia, industry, and research organizations are working toward an OpenRAN infras-

tructure to support RAN dis aggregation. The O-RAN ALLIANCE implements different in-

telligent processing algorithms to deploy flexible, and economic networks. Integrated access

backhauling, edge processing with cloud and virtualized (also Fog) RAN are certainly open

research areas that have the potential to incorporate intelligence into the network while sup-

porting 5G second phase and 6G deployments.
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Chapter 4

Deployment of Beyond 4GWireless
Communication Networks with Carrier
Aggregation

4.1 Introduction

By 2025 the number of subscriptions that include mobile broadband, mobile portable com-

puters, tablets, router, and IoT devices is expected to grow up to more than 9 billion plus

[270], new applications and services will require even higher data rates. MIMO and OFDM

are two base technologies that will be enablers for 5G and beyond. CA is a technique that

can improve the coverage, throughput, resource reuse, system capacity, service quality, and

user experience. The telecommunication industry has observed a high data rate application

services, offering a high quality of services in a cost-effective way for mobile applications,

which has become essential for operators to meet customer requirements. For this purpose,

the international telecommunication union introduced a global standard initiative [270] ,

IMT-Advanced technique contains new capabilities for offering a wide range of services and

applications for telecommunication.

For supporting service demand and enhanced user, IMT-Advanced recognized the peak data

rate of 100Mb/s for high-speedmovement and 1Gb/s for lower speedmobility. ITM-Advanced

is upkeep for variable bandwidths with encouraging to support up to 10 MHz [271]. Simi-

larly to 3GPP (LTE-A), IMT-Advanced can be supported by different spectrum bands, that

justifying the need for the system to have the capability to support aggregation of a different

carrier to provide high data rate, that is the demand of today users.

Based on the requirements and observations, the 3GPP has identified CA as a significant

feature for achieving improved data rates. There are options in High-Speed Packet Access

(HSPA) evaluation to aggregate up to four carriers for DL, up to two carriers for UL, and

both the carriers are considered contiguous. In release 8/9 of 3GPP LTE, different carrier

bandwidths of 1.4, 3, 5, 10, 15, and 20 MHz, support for several deployments, plus spectrum

plans. Succeeding the desires of 100 MHz Bandwidth (BW) of system, Release 10 of 3GPP

LTE has presented CA as one of the foremost vital LTE-Advanced structures to balance the

bandwidth afar 20MHz [15]. CA Release 10 described in [272], up to 100MHz system band-

width can be achieved by concurrently aggregating up to 5 CCs of 20MHz, according to user

equipment compatibility.

To acknowledge better network advancements, it is essential to guarantee backward compat-

ibility for an LTE-Advanced design. Thus LTE Release 10 UE and LTE Release 8/9 might be

sustained in the consistent carrier deployed by Release 10 eNBs. CA is very well-defined for

Release 10 and establishes that every CC is companionable for LTE Release 8/9 [272] and
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one of BW expressed in Release 8/9. It has similarly permitted the reuse of RF in Release

8/9 schemes and implementation in UE and eNB. There was no option in release 10 to ag-

gregate in UL, however in the downlink, just two CC might be aggregated; in Release 11, it

was upgraded up to two CC in UL aggregation; Frequency Division Duplex (FDD) and TDD

CA added in Release 12. In Release 13, the CC improved from count 5 to 32. The evaluation

is still more relevant beyond Release 13. Release 16 introduced CA with different numerolo-

gies Figure 4.1. It will be a tremendous value for that, which expands a massive block of

unlicensed spectrum in the 5 GHz band.

Figure 4.1: CA evaluation and enhancement with the period of time in different releases.

Furthermore, with CA, hardware circuitry is complex, not because the number of CC is more

in CA, while in contrast, because receiving different frequencies, multiple signals produce in-

termodulation results that interfere with the required signals. Depending on the capabilities

mobile terminal of UE can receive one or several CCs. Likewise, it is feasible to aggregate a

different total of CC, ultimately of different BW in UL and DL, with the limitation that the

number of CC in UL is not greater than the number of CC in DL. In each direction (UL, DL)

using CA, one of the CC essential be nominated the Primary Primary (PCC), whereas the rest

are named Secondary Component Carrier (SCC) shown in Figure. 4.2. Radio resource con-

trol connectionwill always be handle by the primary serving cell. In idlemode, the UE listens

to system information block broadcast message through the primary serving cell and sends

the uplink control information through the uplink control channel. PCC handles all the con-

trol signaling. Unlike PCC, there can be multiple SCC. The SCC can be adding or remove as

require for UE, while the PCC is only changing at handover occurrence.

In the framework of a European 4G communications network scenario, e.g., available band-
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Figure 4.2: Basic understanding of CA in heterogeneous networks with small cells.

width and radio frequency bands for Portugal (2.6 GHz and 3.5 GHz), multi-band scheduling

algorithms are explored to optimize average cellular capacity, service performance, and the

users perceived quality. Compared to [273], [27], and [274], this work, considers a proper

uniform distribution of users within the cell, andMersenne Twister pseudo-random genera-

tor to generate genuinely randomdistributions, while obtaining simulation results for Packet

Loss Ratio (PLR), goodput and average delay.

A sample of mobile user distribution produced by the LTE-Sim [275] during simulations is

present in Figure. 4.3 for developers’ code and in Figure. 4.4 after the code update from [276].

Figure 4.3 represents the deployment of 100 000 different locations for the users in the cov-

erage area from an eNB with the original LTE-Sim code, where only the radial position of

each user was generated by considering the uniform distribution. The old LTE-Sim versions

were used to create most of the user’s positions closer to the central eNB. In this work, aim-

ing to obtain a truly uniformly random distribution of users within the cell, the simulator has

been updated, as in [276], to generate the user’s normalized distance to the cell-center the

square root of a uniform distribution. Figure 4.4 presents a sample of the change in user po-

sitions resulting from this update in the LTE-Sim code. Further to updated (LTE-Sim code)
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Figure 4.3: Original non-uniform distribution of users, where just the distance to cell centre for each mobile

user was generated by considering the uniform distribution.

the path loss model from single slope to dual slope 2D urban Pico environment, to analyse

the CA.

In Section 4.2, this work introduces aspects of CA and discusses the challenges in providing

contiguous and non-contiguous CA. The discussion of the underlying deployment scenarios

is followed by an overview of the functionality and terminology, which includes specificities

of the protocol stack, radio resourcemanagement, and configuration of different types of user

equipment, primary versus secondary cellmanagement, as well as the illustration of UE/eNB

implementation. In Section 4.3 performance evaluation of Pico-cell scenarios is explored

through a simulation approach by considering Pico cellular scenarios implemented in LTE-

Sim, path loss modelling are explored. The scenarios of the implementations are presented

in sub Section 4.3.3. Simulations results are analysed in sub Section 4.3.4, results for PLR,

good-put, fairness index and average delay are compared for CA (multi-band schedulers) and

without CA (Frame level scheduler). Comparison of maximum supported goodput obtained

through computations and simulations are presented in sub Section 4.3.5. The cost revenue

trade-off for CA and with out CA scenario are given in sub Section 6.6. Conclusions and

suggestions for further research are present at the end of the Chapter.
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Figure 4.4: Truly uniform distribution of users in simulations.

4.2 Carrier Aggregation

According to the CC arrangement, two main types of CA are identified [277] [272]:

• Intra-band CA - It uses a single band, as shown in Figure. 4.5.a), and has two main

types, intra-band contiguous and intra-band non-contiguous. In intra-band contigu-

ous aggregation, the carriers are adjacent to each other. In this case, only one transceiver

is required within the terminal or UE, where more is needed when the channels are not

adjacent. The complexity of intra-band non-contiguous CA is higher, as it uses the car-

rier of the same band but not the adjacent one, because of this, the signal cannot be

treat as a single signal that increases the complexity and cost of the system.

• Inter-band non-contiguous CA - This type of CA using different bands, as shown in

Figure. 4.5.b), due to the existence of carriers fromdifferent operating bands, it ismore

challenging, as there is a need formultiple transceivers to receive or transmit the signal

that enhances complexity, power requirement, cost, and creating space constraints.

The provision for contiguous and non-contiguous CA of CCs through distinctive BWprovides

substantial flexibility aimed at competent spectrum utilization and continuing changing of
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frequencies formerly used by other radio access schemes. According to physical layer per-

ception, contiguous CA is simple to implement without making numerous changes to the

structure of the physical layer of the LTE system [278]. Using a single Fast Fourier trans-

form (FFT), it is possible to obtain contiguous CA for the LTE-Advanced UE block (also by

using RF block). However, keeping the backward compatibility for LTE schemes, in the case

of non-contiguous CA, several radio frequency and fast Fourier transfer modules will be re-

quired. For the UL, in LTE-Advanced, the focus is presently on non-contagious CA because

of the challenges arising from the simultaneous transmission on various non-contiguous CCs

and underlying device linearity limitations. In Release 10, these two cases, intra-band, and

inter-band are considering in the DL. Nevertheless, the particular RF desires already develop

in [279]. Usually, instead of spectral efficiency CA are amid to improve data rates.

Time domain scheduling for n number of users is defined in [48]. The author from [48] has

formulated the frequency-domain scheduling as:

max(R) =

N∑
n=0

RUE,n (4.1)

Where n =(0,…., N) describes the frequency domain resources, for example RF spectrum.

Different scheduling algorithms investigated in literature [48]. Greedy allocation is the usual

approach to get the maximum rate. It is also possible to use linear programming to provide

an optimal solution. The best fit first or greedy allocation is simple heuristic algorithms.

This algorithm finds probable utility in the matrix defined by user and n until all frequency-

domain resources (n) are exhausted and/or all users are scheduled [48].

4.2.1 Carrier Aggregation Deployment Scenarios

Different deployment scenarios are showing in Figure. 4.6. These scenarios have been con-

sidered through the LTE-Advanced CA design, demonstrated using two CC denoted by fre-

quencies F1 and F2. Usually, in many deployment scenarios, for different CCs, the eNB an-

tennas are collocated and have consistent beam patterns/directions. In scenario 1 (identical

coverage), if CCs belong to a similar band or frequency separation is short, almost equal

coverage will be provided for all CCs. Scenario 2 (various coverage) corresponds to a larger

frequency separation betweenCCs, providing different coverage. Similarly, in a similar band,

CCs could be deployed at eNBs with diverse transmit power planes to offer various coverage

footprints for inter-cell interference management commitments [272], the place where the

coverage of CCs overlapping the CA allows higher user throughput to shift the beam across

the carriers.

In the third scenario, different patterns or beam directions are used for different CCs to im-

prove the throughput at the cell edge. Finally, in scenario 4, two frequency bands are con-

sidered; one is the lowest frequency, and the other is high frequency. One CC, typically in

low frequency, offers macro coverage while another CC, which considers higher frequency,
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uses RRH units to absorb traffic from a hotspot. Using optical fiber, the RRH is connected

to eNB, thus permitting the aggregation of CCs among the macrocell and RRH cells based on

the same CA framework for collocated cells. This type of deployment allows the operators to

advance system throughput utilizing low-cost RRH devices [280]. Among different deploy-

ment scenarios, most efficient can be decided according to different factors, like either the

service locations are rural, urban, or suburban, and where around there are hotspots in an

area or not. A probable near possible scenario that presents deployment using legacy fre-

quency band (e.g., 2.6 GHz) to offer adequate coverage through the service area, and new

bands (e.g., 3.5 GHz) is used to assist traffic in an additional cost-effective way. It is esti-

mated to use CA in a heterogeneous network for flexible spectrum use, varying with operator

requirements [281]. In all CA cases, even inside a single eNB, different LTE-Advanced user

equipment will be configured with various CCs [282]. The CCs, which will be part of the

serving cell’s configuring set, might be non-contagious or contiguous; it depends on the UEs

deployment scenarios andUEs capabilities. Respectively one CC is configured for DL andUL

when UE primary establishes or re-establishes Radio Resource Control (RRC) linking with

eNB,which is referred to as PCC,which agrees to Primary Cell (PCell). TheDLCCbeing titled

is DL primary CC, and the resultant UL CC being titled is UL PCC. According to the traffic,

load need the UE may be connecting with one or more CCs, which is the title as component

carrier, SCCs for Secondary Cells (SCells), the DL and UL concern with it are termed as DL

and UL secondary CCs of SCCs [277]. The handling of DL/UL SCCs through UE is moreover

configurable using eNB.

The UE equipment served by the same eNB but the PCC and SCCs configurations are user-

specific, which can be different for the different user equipment, as shown in Figure. 4.7.

Different users may not be using the same carrier component as their PCC, In eNB it is clear

that CC can be used as the PCC for one user equipment and assist as an SCC for another

UE. The PCC can be considered anchor CC of UE and thus cast-off for fundamental func-

tionalities, like radio link breakdown checking, etc. [283]. Dedicated signal information is

sent through SCCs, the DL and UL resources can be scheduled on the SCCs using the control

channel of PCC.This technique is estimated can be the best aimed at interference manage-

ment for control channels regarding heterogeneous networks and permit load corresponding

through diverse cell layers. DL and UL PCCs are most of the time rubout and can be select,

such that it can provide the best signal feature, i.e., based on measurements of Reference

Signal Received Power (RSRP) or Reference Signal Received Quality (RSRQ). The UE move

in the area related to eNB, the PCC can happen change to the CC that can provide the best

signal quality, the change of PCC is also can be performed by eNB keep in consideration load

balancing [272].

DLSCCs canbedynamically activated anddeactivateddepending on carrier loading, buffered

data amount, and quality of service. In LTE with FDD, considering the options frequency

gap and bandwidth through system information signalling, DL and UL carriers are eternally

paired. At the same time, the CA asymmetric of LTE-Advanced is accompanying in two-

directions. That like the CCs for two directions can not be the same to improve the spectrum

efficiency. As in this framework, UE configured CA might require cooperation with eNB on
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uneven figures of DL/UL CCs, hence the usage of UL SCCs of certain of the SCells is not con-

figured. Unlike this is defined inLTE, theDLCCsmight be linked toULCCswith duplex gaps.

The asymmetric CAmight produce uncertainty in downlink CC collection since it is tough for

LTE-Advanced eNB, distinguishing the CC to UE anchors in the downlink. In mode time di-

vision, duplex CA asymmetric can also be accomplished by changing the allocated time slots

ratio for DL and UL transmission. This plan streamlines the resource allocation association

among the DL and UL channels [278].

Figure 4.6: 3GPP CA deployment scenarios, adapted from [284].

4.2.2 Functionality and Terminology

a) Protocol Stack

The overview of the DL user plan protocol stack at the base station is shown in Figure. 4.8,

Also, themapping for furthermost important Radio ResourceManagement (RRM) function-

alities for CA is presented. Every user has aminimumof only one barrier that is offered by the

default radio bearer. Mapping the data to defaulting bearer depends on operator end poli-

cies that configure using the traffic flow template. Adding to the radio bearer, users can have

further bearers configuration. The radio bearer has one PDCP and one RLC. The packet data

convergence protocol containing functionalities like security, segmentation, robust header

compression, and radio link control contain outer automatic repeat requests. The radio link

control and packet data convergence protocol LTE-Release-8 are in paper [285].

The Interface among RLC and MAC indicated consistent channels. Every user has MAC us-

ing for control of multiplexing data that comes from a consistent channel to the user. It also

controls how the data are transmitted on the accessible CCs. As shown, there is one Hybrid

Automatic Repeat Request (HARQ) unit per CC. Each CC has a separate transport channel

that means the interference among the MAC and physical layers. The transport blocks send-

ing diverse CCs are transmitted using different coding schemes, modulation schemes, and

MIMO coding schemes, these all should be independent. The latter permits that data per

CC can be sent using open-loop transmit diversity. However, the data on alternative CC are
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transmitted by twin stream closed-loop pre-coding. The self-governing link adjustment for

every CC to get an advantage from optimally corresponding the transmission through di-

verse CCs agrees to the experienced radio circumstances. The technique also uses different

transmit power settings for CC thus, according to principle, they will have a level of cover-

age, which is also explained in [272]. The control plane stack of LTERelease-8 is also applied

to LTE-Advanced with numerous CCs. Likewise, idle approach mobility techniques of LTE

Rel-8 are similarly involved in a network deploying CA. They are further acceptable for the

network to configure a single subset of CCs for idle mode camping.

b) Radio Resource Management

LTE-Advanced and LTERelease-8 havemany similarities in regards to the RRM framework.

The admission control process is accomplished at the BS prior to forming first-hand radio

bearers and configuring related quality of service parameters. The LTE-Advance and LTE

Release-8 service parameters for excellence are the same [286].

PCC_1 PCC_2

PCC_3SCC_3

SCC_1

SCC_2

Carrier 1 Carrier 2 Carrier 3

Band 1 Band 2

Figure 4.7: Configuration for different types of user equipment, adapted from [279].

The CC configuration block is an essential block in system performance optimization and

for user’s saving power consumption. For the best system performance approach, they must

have the same load on diverse CCs, so own-cell load information is desirable as input. It

assists the outstanding CC configuration and balancing of load [287]. LTE-Advanced users

assistmultiple CCs, GuaranteedBit Rate (GBR), QoS parameters like theQoS andClass Iden-

tifier (QCI) to determine the required number of CCs for the user; the AggregatedMaximum

Bit Rate (AMBR), QCI and GBR provide useful information. For example, a single carrier

component will be allocated to a user with a single call or streaming connection but can still

satisfy its QoS necessities. The aggregated maximum bit rate can be used for the top effort

traffic to evaluate almost the best CC by considering their size. By allocating only one CC to

this type of usage, the user benefits that terminal power utilization is sustained lesser than the

case wherever the user has assigned more CC set. The proper CC configuration algorithm is

underBase Station (BS) vendor specification. As shown inFigure. 4.8, packet scheduling and

additional functionalities are tightly coupled for dynamically deactivating CCs configured as

SCells for different users. It has also further anticipated supplementary control means to

reduce the user’s power utilization additionally.
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Accordingly, the user may be schedulable only on activated CCs but not on deactivated CCs.

Besides, the user cannot provide Channel State Information (CSI) for deactivated CCs when

required for a base station for frequency domain packet scheduling and radio-channel-aware

link adaptation [285]. ViaMACsignalling the SCell is activated anddeactivated autonomously

[272]. Furthermore, it is also possible to set the timer for deactivation. Hence, the activated

SCell spontaneously gets deactivated without sending a deactivation message if no traffic is

detected on the CC for a given set of times. By evading that Configured SCells are deactivated,

they are activated before being schedulable. PCell needs to be always activated for the user,

and there is no substance to any deactivation techniques. The lively Packet Scheduler (PS) at

stage layer 2 is accountable for scheduling qualified users on configured and activated CCs.

In the LTE Release-8 PS framework [285], the lowest frequency domain scheduling resolu-

tion inside every CC is a Physical Resource Block (PRB) which contains 12 sub-carriers per

PRB, establishing a corresponding bandwidth of 180 kHz. The main objective of PS from

multi-user frequency domain scheduling is to obtained diversity through assigning the PRB

to diverse users which practice best channel services, with CA the LTE-Advanced PS func-

tionality is quite the same as PS for LTE Release-8. Nevertheless, LTE-Advanced PS is per-

missible to manage users through multiple CCs. LTE-Advanced relies on a self-governing

link adaptation, transport blocks, and HARQ for every CC that open multiple implementa-

tions ways of the scheduler, e.g., techniques of scheduling can be complete in parallel for

dissimilar CCs, counting certain management that certifies sprite and combined control for

users scheduled on multiple CCs [272].

Sending commands on the control channel is used inLTERelease-8 for user dynamic schedul-

ing facilitation that called thePDCCH,which being timemultiplexed. Before the data channel

in every Transmission Time Interval (TTI) [277]. Every PDCCH is restricted just to one CC.

The per-user similar address does not depend on the CC where it is arranged, in 3GPP LTE

terminology, it is entitled as Cell Radio Network Temporary Identifier (C-RNTI). Though the

eNB in LTE-Advanced is allowed to forward a scheduling grant on each CC to schedule the

user on alternative CC, the cross-CC scheduling functionality is unified using attaching a so-

called CIF to the DL Control Information (DCI). For user allocation UL and DL traffic, the

DCI to indicate it while CIF to find on which required CC, the user’s data are transmitted.

Payload size increasing marginally when the CIF is attached to the DCI, the transmission

data are constant, due to weaker coding, the link functioning is somewhat more lacking. On

a per UE basis, the configuration of every user and interpretation of the CIF is semi-statical.

Therefore, complete backward companionable with legacy Release-8 manipulators do not

have CIF in the DCI transmitted on the PDCCH. For extra optimizing control and data chan-

nel, is functioning through multiple CCs the cross-CC scheduling functionality deals with

additional system flexibility. Furthermore, to enhance the dynamic Layer-2 packet method

of scheduling, the LTE Release-8 similarly supports the Semi-Persistent-Scheduling (SPS)

for the deterministic traffic flows like VoIP that maintains control channel resources [277].

SPS also supporting for LTE-Advanced with CA, while its limitation is, it can be configured

through users PCell only through RRC signalling.

c) Primary Cell and Secondary Cell Management
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Figure 4.8: From left to right the overview of DL user plane architecture and RRM algorithms, adapted

from [278].

PCell and SCell is the control technique that manages the network to add/remove SCell or

switch the user equipment PCell. RRC idle user equipment unit establishes an RRC connec-

tion toward a serving cell that automatically considers as PCell. With the RRC connection on

the PCell, for UE traffic demand the network can further configure SCell according to the UE

capability of performing CA. The RRC connection is using to convey the necessary informa-

tion of an SCell to the UE, also the functionality of reconfiguration, addition, and removal of

SCell to UE is accomplished through RRC connection. To advance the quality of the link the

PCell of UE can be further change to provide the balancing between different SCell. PCell

variation does not essentially require UE to switch to single-carrier operation. Intra-LTE

handover in LTE-Advanced permits the of focus PCell to configure one or more SCell for UE

to utilize instantly when handover occurred.

d) eNB Implementation

For contiguous CA the DL transmitter chain block diagram is shown in Figure. 4.9.

It shows in Figure. 4.9 that it required a single transmitter chain with one IFFT because

the carrier is considered contiguous. For efficiently supporting the wide bandwidth essen-

tial for LTE-Advanced, Linear Power Amplifier (LPA) mixing methods are necessary to be

considered, it is capable of accompanying 20-30 MHz modulation bandwidth. For combin-

ing LPA resources, distinctive techniques are frequently considered: cavity, hybrid, coher-

ent combining, and employing Fourier Transform matrix. Selection between these methods

is dependent on the design criteria like the cost, LPA bandwidth, complexity, whole trans-

mission bandwidth, also the main influential band whose combining is contiguous or non-

contiguous. Considering non-contiguous aggregation, LPAmust not be apprehensive as, like

multiple transmitter chains, containing Inverse Fast Fourier Transforms (IFFTs) is neces-

sary. For this type of CA, the transmitter should be prudently designed, which can be sepa-

rate from blocking the mixing of signals that can lead to false emissions.

e) UE Implementation
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DAC

Mixer
LPA

Antenna

Filter 

Figure 4.9: Block diagram for DL transmitter CA, adapted from [288].

Single-Carrier Frequency Division Multiple Access (SC-FDMA) using DFT-Spread OFDM

in LTE uplink is a physical layer approach system. OFDM and SC-FDMA have several re-

semblances, among them, the main one is frequency domain orthogonality between users.

SC-FDMA has lower power amplifier de-rating obligations that improve the battery life and

prolong the range [289]. Using N x SC-FDMA in UL the CA is supported, for the value of N

equal to two the block diagram for UL indicating is presented in Figure. 4.10.

IFFTMapping DFT CP Insertion 

e2.Pi.f1.t

IFFTMapping DFT
CP Insertion 

e2.Pi.f2.t

DAC

Mixer
LPA

Antenna

Figure 4.10: Transmitter block diagram for UL CA, adapted from [288].

DL a distinct transmitter chain can be cast-off. While for the implementation of CA in UL N

DFT-IFFT sets are essential [288]. When the transmitter is on multiple carriers, the single

carrier stuff in the UL is no lengthier treating. Thus, the cubic metric rises that needs higher

back-off in power amplifier, thus lessening extreme transmit power at the UE. A detailed

evaluation of the cubic metric for the diverse figure of SC-FDMA carriers is shown in Figure.

4.11. As clearly shown, it has considerable expansion in cubic metric while they consider

transmitting using multiple UL carriers. Though in suitable channel conditions, the multi-
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carrier transmission drive is usually limited to UEs, it will have no harm of coverage for

those users. Apart from this, the advanced transmission power drive is mandatory and can

influence battery life.
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Figure 4.11: Cubic metric comparison for N x SC-FDMA.

On the other side, at the cell edge, the users would be scheduled just on a single carrier. As a

consequence, coverage might be enhanced, since the eNB can be dynamically allocating the

users to the best UL carrier.

4.3 Performance Evaluation of Pico-Cellular Scenarios

LTE-Sim is an open-source framework proposed to perform the verification of LTE-based

systems and to simulate LTE networks [275]. It includes several aspects of LTE technical

specifications, such as Evolved Packet System (EPS) and Evolved Universal Terrestrial Ra-

dio Access (E-UTRA), allowing for the use of single-cell and multi-cell environments and

handover procedures alongside traffic generators and scheduling procedures.

4.3.1 LTE-Sim Packet Level Simulator

The ecosystemof LTE-Simwasbuilt using theC++programming language and the objected-

oriented paradigm to ensure modularity, being composed of 90 classes. The protocol stack

of LTE-Sim is shown in Figure. 4.12.

The four main components of the project are:

• The simulator;

• Network Manager;

• Flows Manager;

• Frame Manager.

Radio resource allocation is made in the time-frequency domain with the time domain re-

sources being allocated according to each TTI with a duration of 1 ms. The frequency do-
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Figure 4.12: Protocol stack of LTE-Sim, adapted from [275].

main, on the other hand, considers the division of the bandwidth into sub-channels of 18

kHz. For every TTI, there are 14 OFDM symbols divided into 0.5 ms, with each consecutive

TTI forming an LTE frame.

Regarding the application layer, the simulator offers four different traffic generators:

• Trace-based;

• Voice over IP (VoIP);
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• Constant Bit Rate (CBR);

• Infinite Buffer.

The trace-based application uses trace files extracted from [290], that provides video traces

created by the encoding of uncompressed video files [291] that allow the simulation of real-

istic video files transmissions.

VoIP applications operate by coding voice messages and sending them as data packets over

IP-based networks and are common on telephony systems [292]. In LTE-Sim, these applica-

tions use flows based on G.729 which is a coder consisting of nano-rate that uses fixed-point

arithmetic operations and works at 8 kbits/s [293]. The simulator uses a Markov chain with

the VoIP applications being divided into ON/OFF periods where the source sends packets of

20 bytes during the ON period and within intervals of 20 ms and keeps a zero transmission

rate during the OFF period.

CBR refers to an encoding technique which allows for the use of applications that keep the bit

rate the same throughout the transmission [294]. One of the disadvantage of these types of

applications is the lack of optimization in the relation quality versus storage. The simulator

allows the configuration of packet size and packet time interval for this kind of applications.

The infinite buffer generator works by creating applications that always have packets to be

sent by the source.

At the level of channel structure, the simulator works with all the bandwidths for LTE-based

systems i.e., 1.4, 3, 5, 10, 15, and 20MHz, offering a bandwidth manager that allows for each

device under a simulated scenario to know the bandwidth being used, using a PHY object

defined to each device. Furthermore, two types of frame structures are available i.e., FDD

and TDD following the specifications for E-UTRA.

The FDD frame structure, referred to as frame structure type 1, is composed of 10 subframes

available for DL and also 10 subframes for UL with transmissions at each 10 ms interval

in the latter case [295], being applicable to full-duplex and half-duplex. Each radio frame is

composed of 20 slots and each subframe comprises two consecutive slots, as shown in Figure.

4.13.

Figure 4.13: FDD frame structure, adapted from [295].

The TDD frame structure is represented in Figure. 4.14, where each radio frame is divided

in two halves that in turn are composed of subframes corresponding to every TTI.

The simulator computes the SINR for each sub-channel as follows:
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Figure 4.14: TDD frame structure, adapted from [295].

SINRi,j =
PRX,i,j

(F ·N0B) + I
(4.2)

where F is the noise figure,N0 is the noise spectral density,B is the bandwidth for a resource

block, and I is the interference computed for the eNBs sharing the same frequency resources.

For the transmit powerPRX,i,j , in this study one considers a normalized transmit power com-

puted to ensure the delivery of SINR for all cell radius, for the 2.6 GHz and 3.5 GHz frequency

bands. Exponential Effective SNIR Mapping (EESM) computations are then extracted from

these formulations for Signal to Interference & Noise Ratio (SINR).

Regarding mobility, LTE-Sim offers two implementations, i.e., random direction and ran-

dom walk. In the random direction mobility model, an entity chooses a random direction in

which to travel and moves towards the pre-defined border following that direction. When

the entity achieves the border, it pauses its movement and chooses a new direction to fol-

low [296]. For the random walk model, an entity chooses randomly a direction and a speed

and moves from its current location to a new location using the variables assigned. For the

results presented in the following sections, the random direction mobility model is used to

perform the movements of the UEs.

4.3.1.1 General Multi-band Scheduler

General Multi-band Scheduler (GMBS) scheduler described and proposed in [15], [297],

[274] and [273] as a way to offer CA as resource to improving network capacity adding an

extra dimension of scheduling at the TTI level. The authors proposed the scheduling solu-

tion by using Integer Programing (IGP) establishing a Profit Function (PF) which considers

the ratio between the requested application rate and the available rate on the DL channel, as

described in equation 4.3:

(PF ) =

m∑
b=1

n∑
u=1

Wb,u ·Xb,u (4.3)
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whereXb,u indicates whether the UE is allocated in band u or not. Also, in equation 4.3,Wb,u

is a normalized metric whose values is given by:

Wb,u =
[1−BER(CQIb,u)] ·R(CQIb,u)

Srate
(4.4)

whereBER(CQIb,u) is theBit ErrorRate (BER), in taken from the previousDL transmission,

R(CQIb,u) is the throughput as function of the MCS and Srate is the bit rate of the video

encoding service.

One considers that each UE in the network can only transmit and receive over a single fre-

quency band at a time. This constraint is specified by equation 4.5:

(ACt)

m∑
b=1

Xb,u ≤ 1, Xb,u ∈ {0, 1} ∀u ∈ {0, ..., n} (4.5)

Furthermore, a constraint is established to control the number of UEs allocated at each band

at each given time. The constraint considers the maximum normalized load that a band can

handle, as shown in equation 4.6:

(BC)
n∑

b=1

Srate · (1 +RTx ·BER(CQIb,u))

RCQIb,u
·

Xb,u ≤ LMAX
b ∀u ∈ {0, ..., n}

(4.6)

where Srate is the throughput of the requested service, which is normalized by the maximum

throughput that the network can offer, RCQIb,u. After the process of maximization is per-

formed, an allocation matrix,X = [xb,u] is created to help to allocate RBs to the UEs.

4.3.1.2 Enhanced Multi-band Scheduler

The Enhanced Multi-band Scheduler (EMBS) uses a scheduling metric to perform decisions

about the allocation of each RB in each CC, according to equation 4.7:

Wi,j,b = DHOL,i ·
R(CQIi,j,b)

2

R̄ · Srate

(4.7)

where R(CQIi,j,b) is the throughput for in the i − th flow for band b and j − th sub channel

as a function of MCS,DHOL,i, R̄, and Srate stands for the same parameters as in the GMBS.

4.3.1.3 Basic Multi-band Scheduler

The BMBS - also simply referred as CRRM algorithm is also studied in the context of this

work. This algorithmworks by allocatingUEs to a preselected frequency band, until a thresh-
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old, LMAX
b , is reached. Once the threshold is reached, the remaining UEs are allocated to the

next frequency band. Equation 4.8 describes the allocation process for this scheduler:

xbu =

{
1, if Lb≤ LMAX

b

0, if Lb > LMAX
b

}
(4.8)

The GMBS is more complex when compared to EMBS and BMBS (i.e., CRRM) but it only

allows for UEs to be allocated at one CC at the time, while EMBS uses a metric that allows

for the allocation of a user in more than one CC. Also, the use of IGP makes the computation

process in GMBSmore demanding, which reduces its performance when the number of UEs

is higher.

Further details on the extension of LTE-Sim to support CA and multi-band scheduling are

given in [273] and [27], where previous research with non-uniform distribution of users

within the cells is addressed.

Signal 
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Breakpoint Breakpoint

d'BP

(b) Dual

Figure 4.15: Different slope behaviors in the path loss models of cellular system.

4.3.2 Urban Pico-cell Dual Slope Path loss Modeling

Serval propagation path loss models are developed for cellular communication in a different

environments, for example indoor, outdoor, urban, rural and suburban. These propagation

models for the upcoming system need further enhancement because the previous generation

was planned for lower frequencies. The propagation models can be deterministic, stochas-

tic or empirical [298]. The deterministic model takes the location of the transmitter, the

location of the receiver and importantly the properties of the environment. It uses electro-

magnetic wave propagation and also requires a 3-D map of the propagation environment.

The stochastic takes the information about the environment and utilizes less power for pro-

cessing. Empirical model is based on measurements. It is further divided into two disper-

sive, non-time dispersive and time dispersive. The first one considers various parameters

for example antenna heights, distance, transmitter power, and frequency to predict average

path loss. While the non-time dispersive offers information on approximately time disper-

sive characteristics of the channel. The ITU-R suggested the urban micro model with two

slope, which can be applied in small cell environments [299].

This work considers dual slope path loss model with 2D urban micro from [299].The dual

slope and signal slope model are shown in Figure 4.15. The definitions of distances in 2D are
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Figure 4.16: The Definition of d2D for outdoor Picocell users is adapted from [300].

shown in Fig. 4.16. The antenna height at the base station (BS) is defined by hBS , while for

the height of the user terminal (UT) is defined by hUT . d2D is the distance between the UT

and the BS, on the horizontal plane, in meters.Eq. 4.9 presents the path loss, PL, between

the eNb, and UEs which is located up to the breakpoint distance.

PLa(x) = 22.0 log10(d) + 28.0 + 20 log10(fc), (4.9)

where d is expressed in meters while fc is the frequency given in GHz which is 2.6 and 3.5

GHz. For distances the longer above breakpoint distance, PL is calculated by Eq. 4.10 as

follows:

PLb(x) = 40.0 log10(d) + 7.8− 18 log10(hBS − 1.0)

− 18 log10(hUE − 1.0) + 2 log10(fc),
(4.10)

where hBS gives the eNb height while the hUE is the height of the user. The breakpoint

distance, d
′
BP , is calculated as:

d
′
BP =

4(hBS − 1.0)(hUE − 1.0)fc
c

, (4.11)

where c is the velocity of the RF signal in free space (equal to the speed of light), which is

approximately 3×108m/s. d
′
BP is either determined when the first Fresnel zone just touches

the ground or by the turning point between the line of sight and none line of sight zones

[301,302].

The considered 2.6 GHz and 3.5 GHz frequency bands are given in Table 1 from [27]. The

inter-band CA deployment scenario from Figure. 4.17 considers the existence of two collo-

cated CCs hexagonal coverage zones operating at the frequency band 2.6 GHz and frequency

band 3.5 GHz, while also considering the existence of the first tier of interferes, as illustrated

in Figure. 4.17. The allocation ofUEs at eachCC is decided in every TTI, following themetrics

of packet scheduler considered, the EMBS.

In the implementation of each multi-band scheduler, while optimizing the allocation of re-

sources, an allocation matrix, X = [xb,u] is considered to help to allocating RBs to the UEs.

After this allocationmatrix is created, theModified LargestWeighted Delay First (M-LWDF)

DL packet scheduler is used to compute metrics to the assigned CC. This algorithm is de-
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(a) Scenario for without CA at 2.6 GHz and 3.5 GHz

3.5 GHz
2.6 GHz

2.6 GHz
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(b) Inter-band CA deployment scenario, adapted from [274]

Figure 4.17: Deployment scenarios for CA and with CA for cell radius 500 m.
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signed to support multiple data users while considering different QoS parameters [303], by

computing a metricWi,j,b as follows:

Wi,j,b = αiDHOL,i ×
ri,j
Ri,j

(4.12)

whereDHOL,i is the i− th flow head of line packet delay, R̄i is the flow average transmission

rate, given by equation 4.13 and ri,j is the instantaneous available rate for each sub channel

in each flow:

R̄i(k) = 0.8R̄i(k − 1) + 0.2R̄i(k) (4.13)

In equation 4.13, Ri(k) is the throughput achieved in each flow and Ri(k − 1) is the throu-

ghput for the previous TTI. Furthermore, in equation 4.12, the parameterαi is used to ensure

precedence to users with strongest requirements in terms of acceptable loss rate in cases of

flows with equalHOL. The variable αi is computed as follows:

αi =
log(δi)

τi
(4.14)

where δi is the probability that the delay will exceed the established threshold of τi.

The description of the applied multi-band schedulers is as follows, adapted from [27]:

4.3.3 Scenario

Inter-band CA with uniform user distribution in the Pico-cell is considered. For CA, consid-

ered the two frequency bands, 2.6 GHz and 3.5 GHz (inter band CAwith EMBS), as shown in

Figure 4.5b. Deployed two scenarios, first is with out CA as shown in Figure 4.17a and second

is with CAwhich is shown in Figure 4.17b. For without CA the same set of parameter are con-

sidered, and evaluated separately for each frequency band (with frame level scheduling). The

cell radius for the aggregation is 500 meters (Pico-cell) [304]. For scheduling through two

bands, EMBS is considered. The simulations are obtained with the LTE-sim simulator [275],

where the distribution of the users is updated with path loss models to the simulator. Con-

sidered the 20 MHz bandwidth. The motivation behind this work is to consider inter band

CA to allocate resources with multiple frequency bands to obtain a high data rate with low

interference.

The cell radius is in range of 500 meters to evaluate CA (EMBS) scheduling and without CA

(Frame level scheduling) in a small cell radius (Pico-cell) range. The improvement and reuse

of bandwidth can be achieve by splitting more longer radius cells (Macro-cell) into small

cells radius and then scheduling by multiple bands, which is the main aim of the work. In

this work, the Macro-cell is parted to Pico-cell radius, further changing the radius to shorter
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Figure 4.18: Average cell PLR as a function of UEs for R = 500m, without CA considering 2.6 GHz.
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Figure 4.19: Average cell PLR, delay, FI and goodput as a function of R = 500m for UEs, without CA

considering 2.6 GHz.
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Figure 4.20: Average cell PLR as a function of UEs for R = 500m, without CA considering 3.5 GHz.
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Figure 4.21: Average cell PLR, delay, FI and goodput as a function ofR = 500m for UEs, with without CA at 3.5

GHz.
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Figure 4.22: Average cell PLR, delay, FI and goodput as a function of UEs for R = 500m, with CA considering

2.6 GHz and 3.5 GHz.
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Figure 4.23: Average cell PLR, delay, FI and goodput as a function of R = 500m for UEs, with CA considering

2.6 GHz and 3.5 GHz.
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Table 4.1: Parameters used while simulating the CA and without CA scenario.

Parameters Values/Name

Number of cells 7

Application Video

Frame structure FDD

Speed of UE [km/h] 3

Delay [s] 0.1

Video bit rate [kb/s] 440

Transmit Power for 2.6 GHz[dBm] 40

Transmit Power for 3.5 GHz [dBm] 42.2478

Number of users for Without CA 20 t0 26

Number of users for CA 90 t0 106

Radius [m] 500

Bandwidth [MHz] 20

Cluster (K) 3

Path loss model Dual slope (urban micro)

Schedulers for CA EMBS

Schedulers for without CA FLS

Number of simulations for each combination 50

Height of BS [m] 10

Height of UE [m] 1.5

Break point distance for 2.6 GHz [m] 156

Break point distance for 3.5 GHz [m] 210

Simulations duration [s] 46

Flow duration [s] 40

ranges. The work considers the 4G protocols to obtain comparable CA results. The users

are randomly moving at a speed of 3 km/h. The simulation parameter for the scenario is

presented In Table 4.1.

4.3.4 Simulation Results

CA with scheduler is implemented upon the LTE-Sim stack, it was possible to evaluate the

performance by computing the average Packet Loss Ratio (PLR), goodput, and delay. Com-

pared the scenario of two separated LTE-A networks operating at the 2.6 GHz and 3.5 GHz

frequency bands (without CA) and the scenarios with CA between the two bands that are

managed by EMBS.

To perform the underlying simulations, one first considers a cell radius of 500meters , with

the number of UEs from 79 to 106. The simulations are executed a total of 50 times and the

results for the measured parameters are the average of the total number of simulations. The

simulations were performed with transmissions based on video traces of 440 kb/s video bit

rate, considering amaximum delay of 0.1 s, with flow durations of 40 s assuming that the UE

distributed are moving with a speed of 3 kmph.

The acquired results for the case without CA 2.6 GHz, 3.5 GHz and combine with CA, as a

function of users, are shown respectively in Figures 4.18,4.20 and 4.22. While as function of

radius is shown in Figure 4.19, 4.21, and 4.23.

The variation of the average cell PLR with the number of UEs are presented in Figure 4.18a

4.20a, and 4.22a, where the orange line highlights the points corresponding to a PLR 2%.
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As GMBS and EMBS work presented in [15] with CA, considering the single slope path loss

model. The proposed work comparing the results with [15] while considering dual slope

path loss model. The EMBS schedulers of the presented work perform better than [15]. With

EMBS (with CA) presenting a lower value of average PLR than the case of without CA of 2.6

GHz and 3.5 GHz. The presented approaches (with CA) comparative to the work presented

in [15], provides higher support (50 % more users). The break point distance for 2.6 GHz

is 156 m, while for 3.5 GHz its 210 m. This break point distance is calculated by equation

4.11. One can see that in Figure 4.19a, 4.21a, and 4.23a average PLR decreasing until the

break point distance for both bands (with CA and without CA), after the break point distance

the average PLR increase and then lower than before or equal until 400 meters, for different

number of users. Overall the proposed approach support more users with lower PLR than

single slope model [15].

Comparing CA scenario results shown in Figure 4.22a with a scenario without CA at 2.6 GHz

shown in Figure 4.18a, andwith result scenariowithout CA at 3.5GHz shown in Figure 4.20a.

The CA scenario support 100 UE with below 2% of PLR, while without CA scenario supports

24 UE in case of 2.6 GHz and 23 UE in case of 3.5 GHz. It concludes that with CA scenario,

can support more than 3 times higher UE than without CA scenario.

The average delay is evaluated considering the defined parameters (less than 150 ms). Fig-

ures 4.18b, 4.20b, and 4.22b shows the variation of the delay in ms, for the given number

of users. It is possible to see that with CA, it support UE with lower delay in rage of 3 ms to

6 ms, shown in Figure 4.22b for even higher number of users. While in case of without CA

scenario the delay is between 19.5 ms to 25 ms shown in Figures 4.18b and in Figure 4.20b,

which is higher in both cases for without CA scenario (2.6 GHz and 3.5 GHz), compared to

CA scenario for cell of radius (50 m to 500 m).

The average fairness index is presented in Figure 4.18c, 4.20c, and 4.22c. The values is in

range of zero and one. For both scenario the fairness is decreasing as the number of user

increase, comparatively the CA scenario proved better fairness for higher users. But overall

the resources are equally distributing among the users.

Figures 4.18d, 4.20d, and 4.22d presents the variation of the supported goodput with the

number of users (for radii up to 500 m). It obtained that as the number of UEs increases,

the schedulers tends to perform better [15]. In comparison CA scenario support maximum

goodput 40Mb/s, while without CA scenario it can supportmaximum goodput 10Mb/s. The

CA scenario provider almost three time higher good put compare to without CA scenario for

different radius. By considering CA, mobile operators and service providers can deliver ser-

vices tomobile subscribers with ensuring satisfactory levels of quality of services. It reducing

the levels of packet loss ratio, and thus increasing the throughput.

4.3.5 Comparison of Maximum Supported Goodput Obtained Through Computa-

tions and Simulations

To understating the achieved results through simulations. It is important to first analyze the

results through computations. For this purpose, the system capacity is first calculated. The
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calculated results for maximum supported goodput are obtained through equation 4.9, and

4.10, the breakpoint distance through 4.11.

The simulated goodput, without CA scenario for both 2.6 GHz and 3.5 GHz are shown in

Figure 4.24a. In Figure 4.24b computed results combined with simulated results for maxi-

mum supported goodput are shown. The computed maximum supported goodput is almost

45 Mb/s for both bands, while through simulations the maximum supported goodput for

without CA scenario at 2.6 GHz and 3.5 GHz is almost 10Mb/s. Which is almost 4 times less

goodput than calculated goodput. The obtained results through simulations considering the

CA scenario and the sum (of 2.6 GHz and 3.5 GHz goodput without the CA scenario, simu-

lated) are shown in Figure 4.24c. One can see with the CA scenario the goodput of calculated

results is very close to simulated results of CA. According to this comparison, its concluded

that our obtained result throughCAapproximately near to the calculated results, whichmean

one can achieve the system capacity by CA.

From system capacity study, it is possible to obtained the cost/revenue trade-off, where

multi-band Scheduling and CA (EMBS) is compared with the case without CA. The cost/rev-

enue trade-off for CA and with out CA scenario are presented in section 6.6. The results for

the cost/revenue trade-off are presented in Figure 6.7.

4.4 Summary and Conclusion

The chapter provides a detailed overview of LTE-advanced CA. According to the literature re-

view, when the spectrum’s resource becomes scarcer, the CAwill become an essential scheme

in the upcoming communications system. Have explained the necessary CA and system ca-

pacity optimization concepts for LTE-Advanced. Using wide bandwidth, CA provides higher

data rates and enables flexible and optimal utilization of frequency resources. The CA be-

tween non-contiguous frequency bands offers novel opportunities to get more benefit from

frequency assets for LTE-Advanced in different bands.

Real-world application of CA has been explored within the context of LTE-Advanced, via the

use of an integrated Common Radio Resource Management (CRRM) entity that performs

inter-bandCA via the scheduling of twoCarrier Components (i.e., band 2.6GHz and band 3.5

GHz). The primary motivation behind this work is to have a framework that can deliver ser-

vices tomobile subscribers, ensuring satisfactory quality of service levels, reducing the levels

of packet loss ratio, provide support tomore UEs, and thus increasing the throughput. Simu-

lations presented in this chapter the LTE-Sim packet-level simulator was considered, where

the proposed multi-band scheduler (EMBS) were tested for applications based on traces of

videos of 440 Kb/s.

To evaluate system capacity, scenarios have been considered where different cell radius and

number of uniformly distributed user equipment were used in simulations obtained data to

assess the system’s performance. First, a scenario has been considered where the cell radius

was 500 m, and the number of UEs changed from 75 to 106. In this first case, the proposed

scheduler have been tested, and their performance has been analysed, for CA with the small
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cell radius and number of UEs. The analysis of proposed scenario demonstrates that CA’s

use considerably reduces the levels of PLR.

Due to statistical multiplexing gain, CA is capable of surpassing the increase in the number

of resources for given cell radius and number of UEs. Values obtained in this study have also

been used to estimate system capacity by considering a threshold of 2% for PLR. Under these

assumptions, one has been able to obtain values for the goodput of 40 Mb/s for a cell radius

of 500 m and of 29 Mb/s for a cell radius of 50 m, which is 3 times higher than without CA

case. The benefits will be confirmed by the analysis of the cost/revenue trade-off in Chapter

6.
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Chapter 5

Modelling and Optimization of Femto-cells in
Heterogeneous Network for 5G and Beyond

5.1 Introduction

During the last four decades, the world has perceived four generations (1G, 2G, 3G and 4G) of

mobile communications. Around 1980, the first mobile generation emerged based on ana-

log transmission. This technology was limited to voice services. In the 1990s, the second

generation introduced the concept of digital transmission on the radio link. Its targeted ser-

vice was also the voice services. In the initial stage, there were several second-generation

technologies, like global mobile systems, digital advanced mobile phone systems, personal

digital cellular and CDMA-based IS-95 technology. Later in the 2000s, the third generation

got entry. This generation was the decisive step to high-quality mobile broadband and wire-

less internet access. This technology was enabled by high-speed packet access. For several

years, we have been in the era of 4G mobile technology [305]. International Telecommuni-

cation Union introduced the fourth generation, and they specified the critical characteristics

of standards for it. The discussion of 5G technology began approximately in 2012. NR is the

set of standards that trade the 4G standards. 5G NR supports a high data rate equivalent to

fiber. That supports applications which require higher data, like video streaming and gam-

ing. Also, it has low latency, which can fulfil the requirement of low latency applications.

One of the essential supports of 5G New Radio (NR) is, it can connect the massive device by

densification (small cells). The 5G NR standard is proposed by the 3GPP. 3GPP first release

about 5G NR is Release 15 [306], and they have further updates in Release 16 [307], and

release 17 [308].

According to [309], the 5G can cover different aspects of user services requirements. But

due to a massive number of connected devices demands and high data rate requirements,

the current network needs evaluation in network structure. HetNet has been under inves-

tigation for many years. Comparing the HetNet with a homogeneous network, the HetNet

can improve users service quality and resource utilization. This quality of service can be en-

hanced by putting the small cells inside the Micro cells and Micro cells converge area. Due

to massification, it can suffer from interference. Improved reuse algorithms are required

to avoid it. The service of Femto-cells can be obtained indoors to address the insignificant

coverage problem of buildings. Deploying Femto-cells inside the network can reduce the

network cost [310]. Some service providers have started their solutions for indoor users, but

there are still many challenges to address.

In the scope of Femto-cell in Hetnet, in this Chapter, the Femto-cells simulation are ana-

lyzed by putting the Femto-cells within a Macro-cell while considering the indoor scenario

for Femto-cells. The simulation results are performed with 5G NR features viewing the 5G-
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air-simulator [311]. The work studies the performance of Femto-cells, with indoor coverage.

The theoretical SINR is studied, and after that, the simulation approach is expended to ob-

tain the indoor Femto-cells results. Based on the enhanced version of the 5G-air-simulator

the M-LWDF and FLS schedulers are tested. The M-LWDF performs better than the FLS.

The works present that with considered applications, it’s possible to achieve the reduction

in transmitter power and increase the number of connected devices with quality of service,

without compromising network performance. The results are obtained for number of con-

nected users with goodput and packet loss ratio. Further, the fairness results are obtained to

analyze the resource allocation fairness.

5.1.1 Motivations and Challenges

The cellular system began with BS deployment through wide area coverage. Currently the

5G and beyond trend toward the small cell deployment [312]. The deployment of small cells

improves the quality of services and system capacity. The short-range cells enable improve-

ment in the carrier to interference ratio and also enhance the service quality and system

capacity. The reduction of cell size and improvement in system perforce can be described by

considering Shannon’s law [312].

Currently, 80% of traffic is indoor, which assisting by eNBs/gNb. The increased demand for

indoor traffic is a challenge for the operators. The data hungry application required higher

throughput. When the high data rate indoor traffic is served by outdoor BS, with highermod-

ulation coding schemes for example 64/128/256 QAM. The walls (impassable) of the depth

building, or congested, faces obstacles that make the signal weak for indoor convergence. To

increase the system capacity the 5G network uses higher frequency but that creates the same

issue for indoor traffic, when using the higher modulation order then it serves the indoor

user with either week signal or no coverage at all.

One solution to solve the scarcity of indoor convergence is to resort to smaller eNB cover-

age [312] [313]. Yet these solutions has not overcome the identified issues. It cannot elimi-

nate the indoor walls and other obstacles among the eNB and UE. To achieve higher indoor

capacity, Femto-cells are developed in a heterogeneous network, which can provide indoor

coverage, where there is resorting to the traditional eNB [312]. Femto-cells are small easy to

install and less expensive with low operating costs. Deployed Femto-cells are not only for a

house but also to deploy in the industrial environment and shopping centres.

The uncoordinated and disordered deployment of small cells tends to have high interface

problems for bothULandDL. To address this issue, power control and scheduling algorithms

have been proposed, which relieve the interferencewhile enhancing the small cell operations.

To overcome the uncoordinated deployment of the Femto-cells, the positioning algorithms

for interference control are being developed.

The reaming Chapter is organized as in Section 5.2, it overview 5G NR features,deployment

modes, its spectrum requirements, resource grid with frame structure and data rate calcula-

tion are presented. The 5GNRdata rate is shownwith a diagramwith details ofmathematical

understanding elaborated. The overview of 5G waveform candidate is given in Section 5.3.
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Femtocell deployment scenario is presented in Section 5.4, followedby theFrame level Schedul-

ing (FLS) and Modified largest Weight Delay First (M-LWDF) algorithms. The considered

path loss model is given. Performance evaluation of Femto-cells in heterogeneous network

are presented in Section 5.5, with SINR study and simulations analysis, while results are

presented at the end of the section, Mathematical understanding of average SINR results for

proposed 25 Femto-cells with reuse pattern two are given in detail. The conclusion is given

at the end of the chapter.

5.2 5G New Radio

5GNewRadio is the set of standardswhich replace the 4Gwireless standards. Itsmain goal is

to enhance the spectrum efficiency of mobile broadband. 5G NR important understandings

are presented below.

5.2.1 5G NR Features and its Benefits

Features and benefits of 5G NR [314]:

• Operating in sub 6 GHz and mm-wave spectrum that gives benefits of 10X to 100X

capacity;

• Its scalable numerology makes it possible to support multiple bandwidths and spec-

trum’s;

• Scalable OFDM based air-interface to support a comprehensive range of services;

• Lean carrier design, less interference with low power consumption;

• Due to the support of advanced channel coding, it is benefited with considerable data

block support with low complexity;

• Backhaul and integrated access support higher coverage and low cost;

• The connectivity, sessions andmobility are quite flexible, which gives benefits of better

optimization for many services;

• Access channels and beam formed control support provide more excellent coverage;

• Higher spectral usage that enhanced efficiency.

5.2.2 5G NR Deployment Modes

It has two types, Figure 5.1 a) Non stand alone b) Standalone. Standalone 5G does not de-

pend on an LTE evolved packet core for operation. It has a dedicated network function and

equipment. The radio unit is connected with cloud-native, service-based core network func-

tions. In this case, the network function is cloud-native and virtualized. Benefits of 5G stan-

dalone [315]:

• Can support eMBB , URLLC , and mMTC;

• It can take the benefit of network slicing;
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4G LTE Radio 5G New Radio 
 (NR) 

Data Plane 
Control Plane
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Figure 5.1: a) Non stand alone 5G uses a 4G LTE control plane to manage connectivity and authorization and b)

Standalone uses a 5G core to manage connectivity and user authentication [316].

• More flexible and dynamic.

While in non-stand-alone 5G network, it depends on LTE core infrastructure. The radio unit

is attached with an LTE core. In this case, the network functions are dedicated. Benefits of

5G non-standalone:

• Faster roll-out;

• Improve and can maximize the network assets;

• Low investment.

5.2.3 5G NR Spectrum

5GNR support mid-band high band and low band frequency band. The 5G standard defined

the ranges for carrier frequencies < 6GHz with TDD & FDD (FR1) and FR2 (23-53 GHz with

TDD). The two frequency band ranges are available for 5G technology. The FR1 is presented

in Table 5.1 and FR2 in Table 5.2. 5GNR supporting band contains unlicensed spectrum also

that can be accessed by anyone.

5.2.4 NR Resource Grid

TheNR 5G resource grid is defined in Figure 5.2. If we compared the LTE resource grid [319]

with 5G NR it looks over all identical as to 5G NR [320], but in 5G NR, there is a difference

that the NR resource grid’s physical dimension is changeable and depending on numerology
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Table 5.1: operating frequencies for 5G NR (FR1) [317,318].

n1 1.92-1.989 2.11-2.17 FDD

n2 1.85-1.91 1.93-1.99 FDD

n3 1.171-1.785 1.93-1.99 FDD

n5 0.824-0.849 0.869-0.894 FDD

n7 2.5-2.67 2.62-2.69 FDD

n8 0.88-0.915 0.925-0.96 FDD

n20 0.832-0.862 0.791-0.821 FDD

n28 0.703-0.748 0.758-0.803 FDD

n66 1.71-1.78 2.11-2.2 FDD

n70 1.695-1.71 1.995-2.02 FDD

n71 0.663-0.698 0.617-0.652 FDD

n74 1.427-1.47 1.475-1.518 FDD

n38 2.57-2.62 2.57-2.62 TDD

n41 0.663-0.698 0.617-0.651 TDD

n50 1.431-1.517 1.431-1.517 TDD

n51 1.427-1.432 1.427-1.432 TDD

n77 3.3-4.2 3.3-4.2 TDD

n78 3.3-3.8 3.3-3.8 TDD

n79 4.4-5 4.4-5 TDD

Band UL [GHz] DL [GHz] Duplex
Mode

Table 5.2: Operating frequencies for 5G NR (FR2) [317,318].

Band UL [GHz] DL [GHz] Duplex
Mode

n257 26.5-29.5 TDD

n258

n259

n260

n261

24.25-27.5

39.5-43.5

37.0-40.0

27.5-28.35

26.5-29.5

24.25-27.5

39.5-43.5

37.0-40.0

27.5-28.35

TDD

TDD

TDD

TDD

121



Resource Elemnet

Resource Block

l=0

k=0

l=14.2Numerology-1

Subframe

µ l=14.2Numerology-1

0 13

1 27

2 55

3 111

4 223

Figure 5.2: 5G NR resource grid, details of resource element and resource block with define numerology.
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(it is possible to change of the number of OFDM symbols within a radio frame and sub carrier

spacing).

The resource element of NR is the same as LTE. One resource element is one OFDM symbol

in the time domain while one sub carrier in the frequency domain. It is defined as (k, l)p, . In

frequency domain k is the sub carrier index, and time-domain l is theOFDMsymbol position.

p represents the antenna port and the sub carrier spacing. NR resource Block is defined

in [320]. It is the 12 consecutive sub carriers in the frequency domain. One resource grid is

created for one antenna port and numerology. NRB
SC is equal to 12 sub carriers per resource

block. Resource grid is made of Ngrid,x
size,µ ∗ NRB

SC sub carriers and Nsymb
subframe,µ OFDM

symbols.

5.2.5 Sub-Carrier Spacing and Numerology

Compared to LTE symbol length and sub carrier spacing (numerology), the 5G NR numerol-

ogy is a notable difference. The main difference is that 5G NR supports multiple different

types of sub carrier spacing, while in LTE, only one 15 kHz sub carrier spacing is acceptable.

The 5G NR sub carrier spacing with the corresponding numerology is illustrated in Figure

5.3. Figure 5.3 shows numerology zero representing 15 kHz, the same as LTE, but 5G NR

also supports sub carrier spacing 30 kHz, 60 kHz, 120 kHz, and 240 kHz.

0 15 Normal

1 30 Normal

2 60 Normal 
Extended

3 120 Normal

4 240 Normal

Δf=2µ.15[kHz]

µ CP

12 Sub Carriers = (15 x 12) =180 kHz

12 Sub Carriers = (30 x 12) =360 kHz

12 Sub Carriers = (60 x 12) =720 kHz

12 Sub Carriers = (120 x 12) =1440 kHz

12 Sub Carriers = (240 x 12) =2880 kHz

Figure 5.3: Supported transmission numerology and sub-carrier spacing.
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Figure 5.4: 5G NR Radio frame structure for each numerology and slot configuration [321].
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5.2.6 Frame Structure

As explained earlier that the 5G NR supports different sub-carrier spacing. Because of vari-

able sub-carrier spacing, the radio frame structures differ slightly for different numerology.

The length of sub frame and size of one radio frame is identical regardless of numerology. As

it can illustrate in Figure 5.4 that the total length of one radio frame is always the same 10ms,

and also the length of the sub frame is 1 ms. The difference among different numerology is

the number of symbols per slot. The number of symbols within the same slot does not change

with numerology. It changes if slot configuration types are changed. If the configuration is

zero, the number of symbols for a slot is 14, and if it is one, then the symbol per slot slot is

seven. The details for radio frame structure with define numerology and slot configuration

are define bellow:

• Numerology 0: with this numerology, the sub frame has one slot, the total slots are

then ten, and the symbols are 14 within a slot;

• Numerology 1: with this numerology, the sub frame has two slots, the total slots are

then 20, and the symbols are 14 within a slot;

• Numerology 2: with this numerology, the sub frame has four slots, the total slots are

then 40, and the symbols are 14 within a slot;

• Numerology 3: with this numerology, the sub frame has eight slots, the total slots are

then 80, and the symbols are 14 within a slot;

• Numerology 4: with this numerology, the sub-frame has 16 slots, the total slots are

then 160, and the symbols are 14 within a slot.

5.2.7 Slot Length

The slot length is dependent on numerology. Different numerology has different subcarriers.

The wider the sub carrier spacing, the shorter the slot length. Per slot length is shown in the

Figure 5.5 for defined numerology’s.

5.2.8 Sampling Time

Sampling time depends on sub carrier spacing mainly. 5G NR sampling time as:

Tc =
1

∆fmax ·Nf
(5.1)

∆fmax = 450× 103 (5.2)

Nf = 4096 (5.3)
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Figure 5.5: 5G NR slot length for different numerology.
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Tc = 0.509 ns (5.4)

Tc sampling time in time domain,Nf is FFT size and ∆fmax sub carrier spacing. Sampling

time for sub-carrier spacing 15 kHz, it is the same as LTE 20 MHz sampling rate, can be

calculated as:

Ts =
1

∆fmax ·Nf
(5.5)

∆fmax = 15× 103 (5.6)

Nf = 2048 (5.7)

Ts = 32.552 ns (5.8)

Where Ts is sampling time. The relationship between 5G NR and LTE sampling time isK =

LTE sampling time/5G NR sampling time = Ts /Tc =64. Radio frame time can be calculated

as:

∆fmax = 450× 103 (5.9)

Nf = 4096 (5.10)

Tf =

(
∆fmax ·Nf

100

)
Tc = 10ms (5.11)

Frame and sub-framedetail are given in detail in Figure 5.4, sub-frame time can be calculated

as [321,322]:
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Tf =

(
∆fmax ·Nf

1000

)
Tc = 1ms (5.12)

5.2.9 5G NR Data Rate Calculations

The NR approximation of data rate with a defined number of aggregated carriers in a band

or band combinations are expressed with mathematical formula presented in Figure 5.6.

Where j defines the maximum number of supported aggregated carriers, and Rmax repre-

sents the maximum code rate proposed by 3GGP 948/1024 [317]. v is the supporting layer,

and its higher value is 8. Q
(j)
m is the number of bits per symbol, which depend onmodulation

schemes. f is the scaling factor which is varying. , represent numerology. Tµ
s = 10−3/2µ

is the Tµ
s = 10−3/2µ duration Tµ

s = 10−3/2µ of the OFDM symbol in a sub frame for given

numerology. N
BW (j),µ
PRB It is RB allocation in a given bandwidth with numerology. BW (j) is

the bandwidth of UE in the given band or band combination. OH(j) the overhead, which get

the following values [308]:

Adjustment to
Mbit/s 

Numb of carrier and its sum

Number  of layers (gNB Tx
stream to UE)

Bit per
symbol from
Modulation 

scheme 

2- QPSK
4- 16 QAM
6- 64 QAM
8-256 QAM

Max code rate 
Scaling factor values 1, 0.8, 0.75,

0.4 signaled per band

Average symbol
duration 

Numerology 

Maximum number of  resource block

Sub carrier per  resource block
Overhead

Figure 5.6: Maximum Supported data rate for DL/UL [308].

• 0.14, for frequency range FR1 for DL;

• 0.18, for frequency range FR2 for DL;

• 0.08, for frequency range FR1 for UL;

• 0.10, for frequency range FR2 for UL.

To calculate the data rate one need to calculate the PRB first, and define the sub carrier

128



spacing, and other required parameters. In Subsection 5.2.9.1 the frequency domain and

time domain details of resource block are discussed and calculated, for given numerology,

in Subsection 5.2.9.2 the examples with formulas of finding number of resource blocks are

explained. Further guard band are discussed and its mathematical expression are defined.

Modulation and code rate and layer mapping are required which are are explained in Section

5.2.10, 5.2.11 and 5.2.12.

To calculate the data rate the following formula can be use and its details explanations are

presented in Figure 5.6.

Data rate (Mbps) =10−6
J∑

i=1

(
v
(j)
Layers ·Q

(i)
m · f j) ·Rmax ·

N
BW (j),µ
PRB · 12

Tµ
s

·
(
1−OH(j)

))
(5.13)

Data rate (Mbps) =10−6 × 1× 1× 8× 1× 948

1024
× (270× 12)×

(
14× 20

)
10−3

× (1− 0.14) = 288.9Mbits / s

(5.14)

5.2.9.1 Resource Block

As 5G NR, one RB contains 12 sub carriers in the frequency domain. Compared to LTE,

the resource block bandwidth of LTE is 180 kHz fixed, while in NR, it’s not specified, which

is dependent on sub carrier spacing. How to calculate resource block bandwidth for each

numerology is given below.

• If Numerology = 0 and ∆f =15 kHz, then one resource block is (15 x 12) kHz = 180

kHz in frequency domain. In this case the 1 radio frame is = 10 sub frames = 10 slots

= 10 ms. Where the 1 sub frame = 1 slots = 1 ms, 1 slot = 14 symbols = 1 ms. Then one

resource block is equal to 1 ms in time domain, more detail of slots and time domain

are explained in Figure 5.5 and in Figure 5.4.

• If Numerology = 1 and ∆f = 30kHz, then one resource block is (30 x 12) kHz = 360

kHz in frequency domain, normal cyclic prefix. In this case the 1 radio frame is = 10 sub

frames = 20 slots = 10 ms. Where the 1 sub frame = 2 slots = 1 ms, 1 slot = 14 symbols

= 0.5 ms. Then one resource block is equal to 0.5 ms in time domain.

• If Numerology = 2 and ∆f = 60kHz, then one resource block is (60 x 12) kHz = 720

kHz in frequency domain, normal cyclic prefix. In this case the 1 radio frame is = 10 sub

frames = 40 slots = 10 ms. Where the 1 sub frame = 4 slots =1 ms, 1 slot = 14 symbols

= 0.25 ms. Then one resource block is equal to 0.25 ms in time domain.

• If Numerology = 3 and∆f = 120kHz, then one resource block is (120 x 12) kHz = 1440

kHz in frequency domain, normal cyclic prefix. In this case the 1 radio frame is = 10 sub

frames = 80 slots = 10 ms. Where the 1 sub frame = 8 slots =1 ms, 1 slot = 14 symbols

= 0.125 ms. Then one resource block is equal to 0.125 ms in time domain.

• If Numerology = 4 and∆f = 240kHz, then one resource block is (240 x 12) kHz = 2880
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kHz in frequency domain, normal cyclic prefix. In this case the 1 radio frame is = 10

sub frames = 160 slots = 10 ms. Where the 1 sub frame = 16 slots =1 ms, 1 slot = 14

symbols = 0.0625 ms. Then one resource block is equal to 0.0625 ms in time domain.

5.2.9.2 Total Possible Resource Block After Guard Band

The maximum transmission bandwidth and guard band for a single UE channel are given in

Table 5.3 with sub-carrier spacing. Transmission bandwidth and channel bandwidth con-

figuration for one NR channel are shown in Figure 5.7. The guard band can be calculated

as:

Active Resource block

Transmission  
Bandwidth [RB]  

R
esource B

lock
Transmission Bandwidth Configuration NRB [RB]

Guardband Guardband

Channel Bandwidth [MHz]

C
ha

nn
el

 E
dg

e C
hannel Edge

Figure 5.7: Transmission bandwidth and channel bandwidth configuration for one NR channel [306].

Guard band = ( Channel BW × 1000 kHz)− RB value × SCS× 12)/2− SCS/2 (5.15)

To find thenumber of resource blocks, then channel bandwidth, guard band andone resource

block bandwidth, numerology, and ∆f values are required. These values are mentioned in

Table 5.3. For different values differed number of resource block can be calculated as:

• If the Numerology=0, ∆f = 15 kHz and one resource block BW is 180 kHz, channel

bandwidth = 50MHz with guard BW = 692.5 kHz then number of resource blocks are:

Number of Resource blocks =
(Channel BW − 2× Guard band)

1 Resource block BW

=
(
50× 103 − 2× 692.5

)
/ 180

(5.16)

Number of Resource blocks = 270PRB (5.17)

• If the Numerology=1, ∆f = 30 kHz and one resource block BW is 360 kHz, channel

bandwidth = 100 MHz with guard BW = 845 kHz then number of resource blocks are:
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Table 5.3: Maximum transmission bandwidth (number of resource blocks) and guard band for each UE

channel bandwidth [306].

SCS 
KHz

5  
MHz

10
MHz

15
MHz

20
MHz

25
 MHz

30
MHz

40
MHz

50
MHz

100
MHz

15 242.5 312.5 3882.5 452.5 522.5 592.5 552.5 692.5 N/A

30 505 665 645 805 785 945 905 1045 845

60 N/A 1010 990 1330 1310 1290 1610 1570 1370

Maximum transmission bandwidth configuration NRB

Minimum guard band for each UE channel bandwidth

SCS 
KHz

5  
MHz 10 MHz 15

MHz
20

MHz
25

 MHz
30

MHz
40

MHz
50

MHz
100

MHz

15 25 52 79 106 133 160 216 270 N/A

30 11 24 38 51 65 78 106 133 273

60 N/A 11 18 24 31 38 51 65 135

Number of resource blocks 

Number of RBs = (Channel BW − 2× Guard band) /1 Resource block BW (5.18)

=
(
100× 103 − 2× 845

)
/ 360 (5.19)

Number of Resource blocks = 273PRB (5.20)

• If the Numerology=2, ∆f = 60 kHz and one resource block BW is 720 kHz, channel

bandwidth = 100MHz with guard BW= 1370 kHz then number of resource blocks are:

Number of Resource blocks =
(Channel BW − 2× Guard band)

1 Resource block BW
(5.21)

=
(
100× 103 − 2× 1320

)
/ 720 (5.22)
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Number of Resource blocks = 135PRB (5.23)

5.2.10 Modulation

TheModulation Coding Scheme (MCS) gives useful bits that can be transported by one sym-

bol. In 5G and 4G, the resource element contains the symbol. Through the MCS, it defines

useful bits per resource element. In wireless transmission, MCS depends on the quality of

the radio signal. With better quality of channel conditions, the higher the MCS results, the

higher the bit transfer within a symbol. In the case of 5G NR, it supports the Quadrature

Phase Shift Keying (QPSK), 16 Quadrature Amplitude Modulation (QAM), 64 QAM and 256

QAMmodulation. If one selects QPSK, then 2 bits can be transmitted per resource element,

while in the case of 256, it will be 8 bits per resource element. 16, 64 and 256 are modulation

orders for QAMModulation. To get the number of bits, one can use the formula as given:

2n = Modulation order (5.24)

In 3GPP release 17 [321], the formula for QPSK, 16 QAM, 64 QAM and 256 QAMmodulation

formulations are explained by:

5.2.10.1 QPSK

In this case, the pairs of bits can be mapped to a symbol d(i) through a given formula. To get

the values of b(i), a Table 5.2.3.2-2 in 3GPP release 17 are presented [321].

d(i) =
1√
2
[(1− 2b(2i) + j(1− 2b(2i+ 1)] (5.25)

5.2.10.2 16 QAM

In this case, the quadruplets of bits can bemapped to a symbol d(i), through a given formula.

d(i) =
1√
42

{(1− 2 b(6i)[4− (1− 2 b(6i+ 2))[2− (1− 2 b(6i+ 4))]] + j(1− 2 b(6i

+1))[4− (1− 2 b(6i+ 3))[2− (1− 2 b(6i+ 5))]]}
(5.26)

5.2.11 Code Rate

The code rate is the ratio between total transmitted bit (Redundant Bits + Useful) and a

number of useful bits. The code rate with modulation order and modulation are given in

Table 5.4.
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Coderate (R) =
n

n+ k
(5.27)

5.2.12 Layer Mapping

It is proposed by 3GGP in Chapter 7 of [321] that complex-valued modulation symbols for

the codeword to be transmitted and to be mapped between one to four layers. Complex-

valued modulation symbols d(q) (0) , . . . , d(q)
(
M

(q)
symb − 1

)
for codeword q to be mapped onto

the layers.

x(i) =
[
x(0)(i) . . . x(v−1)(i)

]T
(5.28)

i = 0, 1, . . . ,M layer
symb − 1. v is the layers,M layer

symb per layer the number of modulations.

5.3 Multi Carrier Waveform Candidates for Beyond 5G

As discussed in Chapter 1 in details that 5G and beyond support diverse scenarios. Which

is xMBB, mMTC and uMTC are shown in Figure 1.1. First one (xMBB) provides service like

increased data rates, but also improved QoE through reliable provisioning ofmoderate rates.

It degrades the performance gracefully in terms of data rate and latency as the number of

users increases. Whereas mMTC provides connectivity for a large number of devices. To

design newwaveform the desires of the above scenariomust be consider, where each scenario

has its own requirements [21].

There are several challenges that need to be well-thought-out while designing the 5G, as sys-

tem would be complex, costly and inefficient by designing a distinct radio system for respec-

tively above-mentioned service to meet heterogeneous desires. A new waveform must have

following qualities to realize the demands of 5G; OoBE, relaxed synchronization and flexi-

bility. Low OoBE reduces the guard band to a smaller value to acquire spectrum efficient

transmission [3]. It also offers a basis for supporting many types of services with special

frame structure existing in one base band with almost ignorable interference [4].

5.3.1 Wave Forms Comparison and Beyond 5G Perspectives

Detailed comparison among 5G wave forms is given in Table.A.1. F-OFDM has smaller filter

length as compared to UFMC, GFDM and FBMC that lead to consume less resources. Inter

sub carrier interference in GFDM is very high, because of non-orthogonal sub carriers, hence

high order filtering, tail biting and pre/post processing is required tominimize it, whereas no

pre or post processing is required in F-OFDM. FBMC have best OoBE but it has limited ap-

plication, when combining it in multiple antenna transmission. Whereas F-OFDM provides

better transmission with multiple antenna system without any extra processing, FOFDM is

more flexible to others as it provides flexible frequency multiplexing and diverse solutions
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Table 5.4: Modulation coding scheme index with modulation order and code rate [323].

0 2 120 0.2344

1 2 193 0.377

2 2 308 0.6016

3 2 449 0.877

4 2 602 1.1758

5 4 378 1.4766

6 4 434 1.6953

7 4 490 1.9141

8 4 553 2.1602

9 4 616 2.4063

10 4 658 2.5703

11 6 466 2.7305

12 6 517 3.0293

13 6 567 3.3223

14 6 616 3.6094

15 6 666 3.9023

16 6 719 4.2129

17 6 772 4.5234

18 6 822 4.8164

19 6 873 5.1152

26 8 916.5 7.1602

27 8 948 7.4063

28 2 Reser 
-ved

Reser 
-ved

MSC  
Index

Modulation
Order Qm

Code Rate
Rmax

Spectral
Efficiency 
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depending on each user specifications.

When bursts are very short, OFDM-inspired waveform generated the lowest latency’s com-

peted to the other wave forms that are affected by the ramp-up and the ramp down generated

by the filtering operation. In paper [324], it is analyzed that F-OFDM equipped systems can

perform better than OFDM, when power amplification is not an issue, it gives better SNR

than all other wave forms. Our future plan to work and study PAPR considering for better

spectral localization using the above 5G waveform candidates. More details of wave forms

comparison are presented in details in appendix A.

5.4 Deployment of Femto-cells in Heterogeneous Network

5.4.1 Femto-Cell Deployment Scenario

In the simulation environment, the heterogeneous network is considered. Firstly deployed

the Macro-cell. Inside the Macro-cell, build an N number of buildings. The N number build-

ings are randomly distributing every seed of simulations. The definition of scenario shadows

the assumptions from 3GPP technical specification [325]. The apartments have square ge-

ometry and are kept next to others with 5 x 5 grid. The scenario contains 25 Femto-cells, with

reuse pattern two and bandwidth 10 MHz + 10 MHz. Where the Macro-cell with bandwidth

equal to 20 MHz.

They Femto-cell in the building (inside the apartments) are deployed by deployment ratio,

either deployed in all the apartments or not in all. It is varying from zero to one. If the

mode is one all the apartments have Femto-cell for serving the users. This assumption puts

high pressure on the system since usually, as in [312], the deployment ratio is 0.2. In this

analysis, the considered deployment mode is that all the apartments have their own Femto-

cell. The Femto-cell is always in the middle of the apartment. However, optimal placings are

not deliberate. The optimal placing is determined in [326].

In paper [327], the hypothesis has illicit small cell deployment, which could harm the Femto-

cells communication is studied. Illicit small cells can increase the interfaces. For dealingwith

the co-channel interfaces in many studies frequency reuse is assumed. In the proposed sce-

nario frequency reuse pattern two is used. While the Macro-cell is considered the frequency

reuse one. In this work, the Femto-cell with the same frequency act and interfere with the

neighbour Femto-cells.

Within a reasonable range, this analysis considers the variation in Femto-cell (transmitters

power), with a side length of apartments. The reduction of transmitter power can affect the

coverage, stated in [328]. While presented in [325] that with decreasing transmitter power

one can reduce the interference’s. Our analysis studies the variation of transmitter power of

Femto-cell layers without compromising system performance.

Thewall lengths and Femto-cell transmit power vary. First considered the wall length 10me-

ters and varied the transmit power (10 dBm and 20 dBm) , and then 20meters, respectively.

The users are uniformly distributed while each user receives the interference from nearby
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Table 5.5: Parameters used while simulating the Femto-cells scenario in Hetnet environment.

Parameters Values/Name

Number of Macro-cell 1

Macro-cell cluster 1

Bandwidth Macro-cell [MHz] 20 MHz

Radius Macro-cell [km] 1

Transmit power of Macro [dBm] 43

Bandwidth Femto-cells [MHz] 10+10

Femto-cells cluster 2

Number of Femto-cells 25

Transmit Power of Femto-cells [dBm] 0, 10, and 20

Number of users per Femto-cell 30 t0 37

Geometry of apartments (Femto-cells) 5 x 5

Users positions Random

Application Video

Number of building 1

Number of floors 1

Access policy Open

Deployment density Dense

Frame structure FDD

Speed of UE [km/h] 3

Maximum delay [s] 0.1

Video bit rate [Kbps] 440

Transmit Power of Femto-cells [dBm] 0, 10, and 20

Walls side length [m] 10, 20

Schedulers M-LWDF, FLS

Frequency [GHz] 2

Number of simulations for each combination 50

Simulations duration [s] 30

Path loss model for Femto-cells WINNER II
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Femto and Macro-cell, also the interface form near by users. The Femto-cell only serves the

users. The Femto-cell deployment in side the building is shown in diagram 5.8.

The traffic for the user is supported by Femto-cells and they exchange the data continuously

with them. The video application is considered. In Femto-cells, the available packet sched-

ulers allocate the radio resources among the users. The packet schedulers make the decision

for sharing the resource based on the channel quality indicator. The channel quality indica-

tor determines the channel strength through feedback, which helps to improve the data rate.

With channel quality indicator information, the Femto-cells manage the data requirement

of the user. Which ensures the required system quality.

In 5G there is a trade-of among the delay, PLR and goodput for the performance evaluation of

scheduling packets. For the proposed video application frame level scheduler and M-LWDF

are considered in simulations although looking for system saturation. Different schedulers

comparison eases the identification of different schedulers with its limitation and advantages

in indoor scenarios [329]. With the increase in the number of UE in each Femto-cell, the

saturation of the system is achieved. Compare to simulated work from [330] [331] [312].

Our proposed scenario supports higher users per Femto-cells.

Due to the beneficial properties of NR, the proposed work considers the variable subcarrier

spacing and numerology zerowhile the frame structure is consider with 10 subframe of 10ms

with different number of slots. The details of considered parameters are presented in table

5.5.

The proposedwork is complementary to the work presented in [312], [14], [332] in an altered

manner. The proposed work considered the path loss model which keeps the count of walls

among the users and Femto-cells. The working depth gives the variation of supported UE

with system saturation as a function of transmitter power and apartments side length, which

is conceded with a narrow confidence interval.

5.4.2 Path Loss Models

For the path lossmodel, firstly parted the network into two tiers. For the first tier, considered

the Macro-cell with path loss model Macro urban of 3GPP, E-UTRA, and E-UTRAN [333]

[311]. While the second tier is the Femto-cells tier, which is indoor, theWINNER II downlink

model is considered [334].

First tier path loss = 80 + 40× (1− 4× 0.001× (HM −Hb))× log10(d×0.001)

−18× log10 (HM −Hb) + 21× log10(f)
(5.29)

Where the Hb is the average budling height and HM Macro-cell height, d is the distance be-

tween the user and base station, and f is the frequency.
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Figure 5.8: Simulation scenario considering Femto-cells inside Macro-cell with variable side length and

transmitter power.

Second tier path loss = A× log10(d) +B + C × log10(2.0/5.0) + 10.0× nbWalls[n]+

20.0× nbWalls[0]
(5.30)

For the line of sight, the value of A=18.7, B= 46.8, and C= 20.0 where for non-line of sight

these values areA=20.0,B= 46.4, andC= 20.0. nbWalls defines the number of walls, where

nbWalls [externalwalls] = 0 and nbWalls [internal] = n.

5.4.3 Packet Schedulers

For the overall system performance analysis in DL, Frame level Scheduling (FLS) and M-

LWDF are considered [312]. These schedules are available on the 5G-air simulator [335].

According to [312], these schedulers are channel sensitive. For example, the UE immediately

sent the CQI report to Femto-cells. The CQI report presents the quality experienced by the

user and is predictable by a scheduler. Following the schedulers are discussed in detail.

5.4.3.1 Frame Level Scheduling

In first case its is considered that the scheduling resource allocation to the user is based on

frame. Frame level Scheduling (FLS) scheduling strategies adopted are two-level, based on

upper level and lower level it is dynamically inter-reacted to allocate the RBs to the corre-

sponding users. It is specified that the data packets are transmitted frame by frame in real

time source to satisfy the delay constraints. In case of upper level its separated to both real

time and non-real time traffic [336]. While In the case of the lower level it is considered, the
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Figure 5.9: Frame level scheduling scheduling algorithm [335].

metric is divided by the average transmission rate (deliberating Proportional Fair). It means

that for every TTI in the lower level, the RBs are allocated to the UEs using Proportional

Fair [275,337] concept while seeing the bandwidth requirement of FLS. The computed algo-

rithm presented in 5.9 are considered for simulations prospective. The following equation

can give the amount of transmitted data.

vi(k) = hi(k) ∗ qi(k) (5.31)

In kth frame and ith flow, the vi (k) amount of data can be transmitted. It means that the

vi (k) is obtained by filtering the signal qi (k) time-invariant linear filter with pulse response

hi(k).

5.4.3.2 Modified Largest Weighted Delay First

Another scheduler algorithm shown in Figure 5.10, second case considers M-LWDF. This

scheduler considered both QoS and delay constrains while scheduling to a user [48]. It’s

given support to different data user according to QoS requirements [275].

For each real time flow a packet delay with the threshold τi is considered. Probability δi

is give the maximum probability that the delay DHOL,i of the head-of-line [275]. For this

implementing of M-LWDF Scheduler, those packets which belong to real time flow from the
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MAC are erasing if they did not transmit before the deadline.

For highest delay to prioritize real time flows for their head of line packets with finest channel

situations, the metric can be defined as:

wi,j = αiDHOL,i ·
ri,j

Ri

(5.32)

αi = − log δi
τi

(5.33)

where DHOL is the head on the line delay for user i packet; δi is the acceptable loss rate for

user i packet; τi is the delay threshold for user i packet.

5.5 PerformanceEvaluationofFemto-cells inHeterogeneous

Network

In this section, the system performances are evaluated for DL with considering parameters.

For overall system performance evaluation, the updated 5G-air simulator [311] is considered

for simulations.

5.5.1 Study of Average SINR

The theoretical study of the average signal-to-interference-plus-noise ratio (SINR) is pre-

sented in this section with the variation of transmitter power and the side length of the

apartment. The goal is to evaluate the performance through simulations with theoretical

illustrations.

5.5.1.1 Signal to Noise Ratio for Femto-cells Indoor with Resue Pattern two

SINR is themeasurement of the signal-to-noise ratio. Its unit is dB. To understand the SINR

well, let’s express it by an example. Let’s suppose we have a 20 dB SINR measurement. It

means that the required signal power is 20 dB better than noise power. If we convert the 20

dB to linear, its results are 100 times better than noise power [338].

To examine the average SINR in the indoor Femto-cell scenario. A 25 Femto-cell is consid-

ered inside the building for the specified apartment. While placing the apartment inside the

building, a 3GPP grid 5x5 grid geometry is studied, as shown in Figure 5.8. Reusing patterns

two and one are used in this research to improve coverage and reduce interference. For op-

portunistic low interference for Femto-cells, reuse pattern two is used, while reuse pattern

one is considered for the middle interference scenario.

The total bandwidth considered in the research is 20 MHz. According to reuse pattern 2,

the bandwidth is divided into two 10 MHz parts. For the Femto-cells shown in Figure 5.11,
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the pink apartments use the 10 MHz first part, while the rest of the remaining orange colour

Femto-cells use the other 10 MHz part to maximize the supported throughput.

The users are deployed uniformly inside the apartment while the Femto-cell serves the user.

In this case, the users and Femto-cell have no walls between them. When the own Femto-cell

serves the user with a given frequency band, it faces interference from co-channel Femto-

cells, as shown in Figure 5.11.

Due to the consideration of pattern reuse two, we have three rings of interference:

• First ring is when the users are inside apartments 0, and user face neighbouring node

interfaces from apartments 1, 2, 3 and 4. As shown in Figure 5.11 a). The red walls

of apartments represent the Femto-cell apartment interfering with cells to co channels

neighbouring.

• Second ring is when the users are inside apartments 0, and user face neighbouring node

interfaces from 5, 6, 7 and 8 . As shown in Figure 5.11 b). The redwalls of of apartments

represent the interfering adjacent apartments Femto-cell.

• Third ring is when the users are inside apartments 0, and user face neighbouring node

interfaces from 9, 10, 11 and 12. As shown in Figure 5.11 c). The red walls of apartment

represents the interfering adjacent apartments Femto-cell.

5.5.1.2 SINR from Considered UE at Coordinates

Let consider the scenario shown in Figure5.12, where the user is consider in this case in

Femto-cell 0, which is serves by Femto-cell 0 and receiving interference from Femto-cell

2.

Conventionally, the SINR from UE, at a define place with the coordinates (x, y), served by a

cell with a transmitter power PTx can calculate as:

SINR(PTx, x, y) =
PownFemto(PTx, x, y)

(1− α) · PownFemto(PTx, x, y) + PnhFemto(PTx, x, y) + Pnoise
, (5.34)

PownFemto is the average value of power received by user from own Femto-cell. Where the

PnhFemto is the average interference power from neighboring Femto-cells. α is codes orthog-

onality factor. Pnoise thermal noise power can be calculate as:

Pnoise = −174 + 10 ∗ log10BW − 30 +NF, (5.35)

Where NF is noise figure The received power from own Femto-cell can be calculate as:

PownFemto(PTx, x, y) = PTxGTxGRx10
−PL

10 (5.36)

142



(a) Deployment ring one (b) Deployment ring two

(c) Deployment ring three

Figure 5.11: Three different interference rings with the reuse pattern two, for Femto-cells indoor deployment.
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Figure 5.12: Receiving signal from own Femto-cell and interference from neighboring Femto-cell.

GRx and GTx receiver and transmitter gains where PL is the path loss.N define the total

number of neighbor cells which interfering.

Where the received interfering power from neighbor Femto-cells can be calculate:

PnhFemto(PTx, x, y) =

N∑
i=1

Ii(PTx, x, y) (5.37)

ith cell interference is Ii can be define as:

Ii(PTx, x, y) = PTxGTxGRx10
−PL(x,y)i

10 (5.38)

where the value of i give the idea fromwhere (which Femto-cell) the interference is received.

For getting the average interference generated by all neighbors Femto-cells can be get by

integrating all the interference power in the effected area of cell. By integrating over the cell

area, the average level of power received from neighboring Femto-cells Ī can be calculated

as:

Ī =

∫
x

∫
y

fI(PTx, x, y)dxdy =

∫
x

∫
y

PTxGTxGRx

AApt
PL(x, y)dxdy, (5.39)

AApt is the overall effected area of Femtocell
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5.5.1.3 Average SINR for Proposed 25 Femto-cells

In this research, the user is distributed uniformly in each apartment with a Femto-cell each.

The average SINR received by a user depends on the side wall length l (mean the area) and

the Femto-cell transmitter power [312]. The average SINR can be define as:

SINR(l, PTx) =
P ownFemto(l, PTx)

(1− α)P ownFemto(l, PTx) + PnhFemto(l, PTx) + Pnoise

(5.40)

where α is assumed equal to 1. The average interference power is Pnh(l, PTx) which is from

neighbor Femto-cells.

To get the average interference received from neighbor Femto-cells one can calculate the

average interference power because by integration of it one can get the average interference

level. PnhFemto is the average interference power can be calculated as:

Pnh(l, PTx) =

nT∑
Ī(l, PTx), (5.41)

where nT is the total number of interfering neighbors Femto-cells. By integrating the average

interference received level from neighbor Femto-cells one can define the average level of

interference as:

Īi(l, PTx) =

nT∑
i=1

∫
Γi
x

∫
Γi
y

fIi(PTx, x, y)dydx =

nT∑
i=1

∫
Γi
x

∫
Γi
y

PTxGTxGRx

AApt
PL(x, y)dxdy. (5.42)

For different distance among the UE and Femto-cells one can calculate the average interfer-

ence as:

Īi(l, PTx) =

nT∑
i=1

∫
Γi
x

∫
Γi
y

fIi(PTx, x, y)dydx. (5.43)

The integration regions for an interference Femto-cells can be defined as:

Γi
x = {[−l/2, l/2]} (5.44)

and

Γi
y = {[−l/2, l/2]} . (5.45)

The assumed parametersGTx=5 dBi andGRx=0 dBi values are defined according to [14]. In
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the Femtocell first tier, fI(PTx, x, y) is defined as:

fI1(PTx, x, y) =
PTxGTxGRx

l2
10−

20∗log10
(√

(x−l)2+(y−l)2
)
+46.4+20∗log10

(
2
5

)
+2∗10

10

fI2(PTx, x, y) =
PTxGTxGRx

l2
10−

20∗log10
(√

(x−l)2+(y+l)2
)
+46.4+20∗log10

(
2
5

)
+2∗10

10

fI3(PTx, x, y) =
PTxGTxGRx

l2
10−

20∗log10
(√

(x+l)2+(y+l)2
)
+46.4+20∗log10

(
2
5

)
+2∗10

10

fI4(PTx, x, y) =
PTxGTxGRx

l2
10−

20∗log10
(√

(x+l)2+(y−l)2
)
+46.4+20∗log10

(
2
5

)
+2∗10

10

. (5.46)

Where l is positive (5.43). Accounting only the Femto-cells from the first tier :

∫
Γi
x,y

(PTx, x, y)dydx = PTxGTxGRx10
−

∑4
i=1

∫
Γi
x,y

(20∗log
(√

x2+y2
)
+46.4+20∗log10

(
2
5

)
+2∗10)dydx

10∗Acell . (5.47)

First interfering Femtocell in the first tier, the exponent in (5.47), [339] can be defined as:

l/2∫∫
−l/2

20 ∗ log10
(√

(x− l)2 + (y − l)2
)
+ 46.4 + 20 ∗ log10

(
2

5

)
+ 2 ∗ 10dy dx. (5.48)

The user receiving the average power from its own Femtocell is constant its not depend on

reuse pattering. it can be obtain similar (P ownFemto(PTx,x,y)) but with different integrate

function.

P ow(l, PTx) =

∫
y

∫
x

PTxGTxGRx

Aow
10−

18.7∗log10
(√

(x2+y2
)
+46.8+20∗log10

(
2
5

)
10 dxdy. (5.49)

5.5.1.4 Average SINRResults For Proposed 25 Femto-cellsWithResue Pattern

Two

The results presented in Figure 5.13 is the result for three rings shown in Figure 5.11. As a

function of transmitter power, PTx and side length l of the apartment’s walls are presented

for the average SINR. In our scenario, the PTx is variable from 0 dBm to 20 dBm while

the side wall length is 10 meters and 20 meters. As in the first ring, there are four nearly

interfering Femto-cells (and two walls between the receiver and the interferer node), shown

in Figure 5.11 a). Because of it, the transmitter power variation does not affect the SINR

values, Figure 5.13 a). While in the 2nd ring Figure 5.11 b), there are interfering Femto-

cells with not much different distance than 1st ring (and two walls between the receiver and

the interferer node), which have almost the same behaviour as first ring, the behavior of

second ring shown in Figure 5.13 b). But if we see the 3rd ring Figure 5.11 c), due to longer

distance from central cell of interfering Femtocell (and four walls between the receiver and

the interferer node), it has an apparent variation with changing the apartment side walls,

146



(a) First Ring (b) Second Ring

(c) Third Ring

Figure 5.13: Average SINR for an apartment side length from 10 to 20 m and a transmitter power from 10dBm

to 20 dBm, three different interference rings with the reuse pattern two, for Femto cells indoor deployment.

Figure 5.13 c). Comparatively, for these three rings, it is analysed that with the decrease

(increase distance and increase number ofwalls) in interfering Femto-cells, the average SINR

increases by our proposed pattern.

5.5.2 Simulations Results

Simulations are performed with the updated version of the 5G air-simulator to analyze the

variation in PLR, goodput and delay with video application, the updated code is given in

appendix C.

The obtained result compares the results of two schedulers, M-LWDF and FLSwith variation

of transmitter power and side length of the apartment. The research published in [312] pro-

posed a different scheduler where they consider 4G terminology, while in our case, we used

5G variable numerology and frame structure. Compared to [312], 5G new radio over the 4G

with our proposed approach gives more than two time better results.

5.5.2.1 Packet Loss Ratio

The PLR is the ratio between the total sent packet and the entire last packet. Each packet

would have its deadline if the desired delay didn’t reach its destination. Then the scheduler

tries to reduce the number of lost packets due to deadline expiry. The objective of scheduling

algorithms is to guarantee the packet’s arrival and minimize packet loss [340]. The fraction

of last packets due to the expiration deadline is considered for evaluating the scheduler’s

performance. If this fraction is a lower value, it’s regarded as the best condition to schedule

real-time traffic.

The average PLR as a function of the number of users is shown in Figure 5.14. The orange
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(b) M-LWDF

10 [m] 0 [dBm] FLS
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Figure 5.14: Average PLR for FLS and M-LWDF for an apartment side length 10 and 20 m and a transmitter

power 0 dBm, 10dBm and 20 dBm for 5G.
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(a) FLS with side length 10 and transmit power 0, 10

and 20 dBm
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(b) FLS with side length 20 and transmit power 0, 10

and 20 dBm

Figure 5.15: Average PLR for FLS as reference for our results adopted from [312] for 4G.

148



330

340

350

360

370

380

30 31 32 33 34
Number of users

A
ve

ra
ge

  G
oo

dp
ut

  [
 M

b/
s 

]

(a) FLS

330

340

350

360

370

380

30 31 32 33 34
Number of users

A
ve

ra
ge

  G
oo

dp
ut

  [
 M

b/
s 

]
(b) M-LWDF
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Figure 5.16: Average goodput for FLS and M-LWDF for an apartment side length 10 and 20 m and a

transmitter power 0 dBm, 10dBm and 20 dBm.

line considers the threshold of less than two percent. The PLR higher than 2 percent are

discarded values.

According to [341], the PLR less than 2% is precise. The literature expressed that PLR with

less than 2%, with video application transmit accurately for the requirements. For PLR the

comparison of two cases are shown in Figure 5.14a and 5.14b, the first one FLS with side

length 10 m, 20 m and transmit power is 0 dBm, 10 dBm and 20 dBm. The second one is

M-LWDF with side length 10 m, 20 m and transmit power is 0 dBm, 10 dBm and 20 dBm.

Comparing both cases M-LWDF give higher confidence interval. One can see that both

schedulers are supporting the same number of users within less than a two percent of thresh-

old limit, but the M-LWDF gives higher confidence interval values than FLS, specially in

longer side length. For the given set of power and side length our proposed work support

maximum number of users 37.

Comparing our simulation results with the work presented in [312], as a reference the Figure

5.15 adopted from [312] for FLS are given, our proposed work support more than two times

user with lower PLR for same set of parameters for the defined scheduler.

5.5.2.2 Goodput

Goodput is the rate at which the valuable data arrives at its destination. The proposed work

considers the scenario between the gNb (source) and uniformusers (destination) in a simula-
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tor. The results obtained for goodput are shown in Figure 5.16. As shown in Figure 5.16, both

schedulers goodput performs better for different side lengths and power, while theM-LWDF

performs better over FLS. One can see that themaximumaverage goodput value achieved the

proposed work is around 380 Mb/s with M-LWDF, while in [312] the maximum supported

goodput is 119Mb/s for FLS for 4G. The obtain (goodput) results with proposed approach are

almost more than two times of work presented in [312]. So for FLS the average goodput for

34 users with transmitter power 20 dBm and 20 meters of side wall length is 378.397 Mb/s

while for M-LWDF is almost 380 Mb/s for 5G. The simulated resulted are in line with the

theoretical study from Section 5.5.1. With the video application it is clear that the schedulers

performs identical. The variation come only with the apartment side length.
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(b) M-LWDF
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Figure 5.17: Average delay for FLS and M-LWDF for an apartment side length 10 and 20 m and a transmitter

power 0 dBm, 10dBm and 20 dBm.

5.5.2.3 Delay

The curves for delay for both schedulers are shown in Figure 5.17. One can see that the delay

increases with the number of users. Themaximum average delay for FLS is 21.5ms, while for

M-LWDF is 20.6 ms. The delay of FLS is higher than M-LWDF. At the saturation level, for

PLR<2%, none of the schedulers surpass the preferred maximum delay of 150 ms for video.
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5.5.2.4 Fairness

It is essential to serve the users with possible fairly resource allocation through Femto-cell.

In the case of non-fair allocation, it will result in imbalanced throughput distribution. To

achieve the highest network throughput and fair resource distribution, all the flow essen-

tially needs equivalent channel states. Though, the channel conditions in practice are almost

different. That’s why equitable throughput distribution does lead to the highest available

throughput. For this situation, finding a better best trade-off between these two objectives

is necessary. Jain’s FI is well-known metric considering fairness, and fair allocation of re-

sources between the traffic flows. It is defined as follows:

FI =

(∑
c∈C Rc

)2
|C|
∑

c∈C (Rc)
2 (5.50)

In Jain’s FI, C defines the set of data flow. For example C = 1, 2,…, |C|. The limit of Jain’s
FI lies in a range of (0, 1). Where one is maximum fairness and zero the lower, in this work,

a Jain’s FI is considered. Wireless networks have different kinds of traffic flow, and these

different kind of traffic flows have different transmission priorities. For example, VoIP and

VID have higher transmission importance than BE flows.

In simulation video application are considered. The FI is the values between 0 and 1, which

mean the 0 the worst and 1 the best. In this work the considered scheduler are enough fair

and provide better resource allocation to the user, one can see the result shown in Figure 5.18

are enough fair for all the user for both schedulers. The limit of FI is equal to 1. For all the

supported users the values is near to one, however the variation seen in longer side length of

the apartment.

5.6 Summary and Conclusions

The Chapter overviews the 5G NR basic concepts at the beginning, and then discuss the NR

features and benefits, followed by its mathematical aspect. It is found that 5G is operating in

the FR1 and FR2 spectrum, which gives benefits of 10X to 100X capacity. With densification

of the network, it can support massive devices, and due to its variable numerology, it can

support multiple bandwidths. In 5G NR, there is a difference that the NR resource grid’s

physical dimension is changeable. Depending on numerology, it is possible to change the

number of OFDM symbols within a radio frame and sub-carrier spacing.

Due to enormous demands in indoor communication, this work studies indoor Femto-cell

deployment. The analysis offers the study of indoor Femto-cell coverage. Thework considers

the 3GPP small cell deployment assumption and the apartments 5 x 5 grid topology. The

work studied the variation in transmit power with geometrical dimension for Femto-cells in

the 5G scenario.

The theoretical study presented with simulations. Three rings are given for the theoretical
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Figure 5.18: Average FI for FLS and M-LWDF for an apartment side length 10 and 20 m and a transmitter

power 0 dBm, 10 dBm and 20 dBm.

research of average SNR. In the first one, when the apartments side length is fixed with the

variation in transmit power, then no impact on SINR. In the 2nd and 3rd ring, when the sum

of interferes decreases, the average SINR rises. Conversely, with the increase in side length

and the decrease in the transmitter power, signal strength is insufficient to attain a rise in

the average SINR.

The 5G air-simulator is updated to deploy indoor Femto-cell with proposed assumptions

with uniform distribution. For all the possible combinations of apartments side length and

transmitter power, the maximum number of supported users surpassed by more than two

time and also providemore than two time gooput result with better result for delay compared

to papers mentioned in the literature. The M-LWDF scheduler shows better results in terms

of PLR, delay and goodput over the FLS. Comparatively, for these three rings, it is analysed

that with the decrease in interference, the average SINR increases for the considered pattern.
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Chapter 6

Cost Revenue Trade-off for HetNets with Small
Cell in the Sub-6 GHz Operating Band

6.1 Introduction

In the era of digitization and industrial expansion, Industry 4.0 is thriving on the foundation

of the connected society and emerging technologies. The evolving industrial age will signifi-

cantly advance the value-chain automation, security, and businessmodels [342]. Worldwide

mobile operators are in the deployment phase of the Fifth Generation (5G) networks, which

have become critical for the smart industries. 5G New Radio (NR) offers higher bandwidth,

lower latency, and a higher device density than the existing mobile network.

5G Radio Access Network (RAN) dis-aggregation has opened up new opportunities. 3GPP

and Telecom industries have defined transport interfaces (backhaul, fronthaul, and mid-

haul) and functional splits to incorporate network flexibility and openness. Network Func-

tions Virtualization (NFV) enabled the Mobile Network Operators (MNOs) to implement

fully–centralized C–RAN and dis-aggregated RAN architectures. 3GPP’s Release 15 [343]

defines a flexible 5G RAN architecture with the gNodeB split into the Central Unit (CU), Dis-

tributed Unit (DU), and Radio Unit (RU), as shown in Figure 3.5. CU and DU are used to

implement different split options. The high-level functions are distributed over themid-haul

(CU and DU). By 2026, it is expected to have around 2.5 billion 5G voice users [344], expe-

riencing high-end interactive calling features. Endless opportunities have opened up new

business and investment models for providers and users. The transforming technologies

will evolve and develop hand-in-hand with significant revenue opportunities. Companies

are significantly making investments in 5G and beyond technologies. The critical attributes

for the telecommunication sector are the cost revenue trade-off and underlying profit.There

is disruptive cross-sector competition among the MNOs and vendors. The MNOs expected

to implement business models to support 5G services to serve the goal of ubiquitous connec-

tivity.

Different services, such as emerging applications, factory automation, and autonomous driv-

ing, has stringent latency, throughput and reliability requirements. These requirements open

new challenges to network management and architecture design. It makes it tough for the

operators to trade and select the proper set of splitting. Functional splitting is the critical en-

abler of a future wireless network. It allows the coordination of performance features such

as latency, throughput and cost. To analyze the optimal split option for higher throughput

with low latency and minimum cost, this study analyzed split 6 and 7 with Video (VI) and

VI+Best Effort (BE) applications. Suggested the best option for minimum cost without af-

fecting system performance. A similar study on functional splits is presented in [155], [345].
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This chapter aims is to understand the cost/revenue trade-off of a 5G pico/micro cellular sce-

nario by using the 5G-air-simulator [311]. The output of the simulations enables to analyze

the Packet Loss Ratio (PLR), average delay, goodput and number of supported users for the

2.6 GHz, 3.5 GHz and 5.62 GHz frequency bands. Supported goodput curves for video (VI)

and VI+best effort(BE) are used as an input to the cost/benefit analysis whilst comparing

functional split 6 and 7 with cases where functional splitting is not considered at all.

The remaining of the Chapter is organized as follows. Section 6.2 shortly discusses the 3GPP

functional splitting, where the details discussion of functional splitting is presented in Chap-

ter 3. Section 6.3 scenario and approach description. Section 6.4 discusses the achieved

results, followed by the cost/revenue, and profit analysis in Section 6.5. Finally, in Section

6.7, the main conclusions of this work are drawn.

6.2 3GPP Functional Splitting Techniques on 5G NR

3GPP has defined functional splitting while suggesting eight split options and extending

them to further sub-splitting possibilities [346]. DUs’ functions reside near the user and

will be placed at the antenna side. The functions in the CU will benefit from centralization

processes and the high processing power within data centers. The functional splits proposed

by 3GPP and enhanced Common Public Radio Interface (eCPRI), Small cell forum, and Next

Generation Mobile Networks (NGMN) [20], are presented in Figure 3.5.

Authors in [129] have proposed different functional splitting in higher-layer to enhance the

CPRI requirements, while the authors in [128] proposed to shift the radio processing func-

tions from the BBU to the Remote Radio Head (RRH) to decrease the load on the fronthaul.

Split 7 has further sub-splits, sub-divided into 7.1, 7.2, and 7.3. That include RRH function-

alities like Inverse Fast Fourier Transform (IFFT), resource mapping, precoding, and cyclic

prefix addition that reduces the load on the fronthaul. The lower physical layer (in some

cases higher physical layer) is processed at the RRH, while the other functions are processed

at the edge of the cloud. 3GPP suggests that the MAC-PHY split (6) between the Media Ac-

cess Control (MAC) and Physical Layer (PHY) shifts the RF, PHY and other functionalities

to the RRH.

Split one is the split between the Radio Resource Control (RRC) and the Packet Data Conver-

gence Protocol (PDCP), while split two is the split between the PDCP and Radio Link Control

(RLC). In split 2, the RRC and PDCP are kept in the BBU, and all the other processing func-

tionalities (RLC, MAC, PHY, and RF) are processed at the RRH.

Split option 1 to option 6 are well-thought-out with higher layer splitting suggestion [131].

The eCPRI specification defines the split options with different nomenclatures like A, B, C,

D, ID, IID and E [130, 131] eCPRI considered the splits ID, IID, within the PHY layer corre-

sponding to the option 7. It also considers the split E, corresponding to option eight, in line

with the usual functional split used by CPRI, where the D splits are taken as split 6.
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6.3 5G NR Scenario and Approach

In the scope of this chapter, the cost/revenue trade-off of splits 6 and 7 (two options that

encourage the centralization concept) are analyzed in the small cell environment. Based on

our assumptions for amicro cellular scenario, we exploredwhether split 6 is the best solution

for small cell deployments [347], as it can improve not only the data rate but also reduce the

cost of the network and power consumption.

Optical Fronthaul Optical Fronthaul 

RRH RRH

BBU BBU BBU 

a) b)

Figure 6.1: BBU with RRH (a) one to one and multiple RRH (b) one to many.

The one-to-many configuration between the BBU and RRH exhibits efficient resource man-

agement while, in the one-to-one configurations, as illustrated in Figure 6.1 (a), each RRH is

connected to one single BBU. The users in each RRH are scheduled in different frames. All

the bandwidth is allocated to one RRH, and the spectrum is reused for each cell. In Figure

6.1 (b), the BBU connects to multiple RRHs, and the users in different RRHs share the same

resource units of only one BBU whilst scheduling it within the same frame. If the user is

unavailable or the traffic is low, the nearby cell zooms out while the quiet traffic cells go to

sleep This procedure reduces the power consumption and the complexity of the shared BBU.

We have simulated a scenario with nineteen cells in the 5G-air-simulator [311] and consid-

ered the Proportional-Fair (PF) packet scheduler. The central cell is the cell of interest and

only communicates with User Equipment (UE). The UEs are deployed inside the central cell,

and the remaining 18 cells are only interfering cells. The procedure for deploying users with

a uniform distribution in the 5G-air simulator [311]. The deployed users are limited to the

central cell and can not leave the central cell to nearby cells, as shown in Figure 6.2. Reuse

pattern three (k = 3) is considered. From this analysis, can determine the number of sup-

ported users and goodput.

We have considered functional split 6 and split 7 (7.2) [346]. The split 6 is ideal for small cell

deployment, while split 7 (mainly sub split 7.2) requires high fibre capacity, which increases

the fronthaul price.

For this simulations, have compared the 5G radio performance of the NR operating bands

(2.6 GHz, 3.5 GHz and 5.62 GHz) for Video (VI) and Video plus Best-Effort (VI+BE) by con-
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hUT

hBS

Figure 6.2: Micro cell with interfaces with one cell having users while others are interfering.

sidering the Proportional Fair (PF) packet scheduler. Assumptions are as follows:

• For video only, have considered a video trace of the simulator [348].

• For the best effort flows, have considered infinite buffer sources [348].

• PF schedules the traffic of a user when its instantaneous channel quality is relatively

high compared to its own average channel condition over time. The PF scheduler is

used as a typical way to find a trade-off between requirements of fairness and spectral

efficiency. It is effective in reducing variations in user bit rates with little average bit

rate degradation, as long as user average values of SINR are fairly uniform [312].

The simulation parameters are presented in Table 6.1. Numerology zero with a sub-carrier

spacing of 15 kHz is considered, with ten subframes in a single frame. Each single frame

duration is 10 ms, while each sub-frame is 1 ms. Every sub frame further contains one slot

which carries 14 symbols. The height of the base station is settled to hBs = 10 m in the sim-

ulated scenario. The cell radius varies from 15 m to 1000 m. The transmission time interval

(TTI) is 1 ms. The actual time for the simulations is 46 s, and the period of each one of the

video streams is 40 s. The results are obtained by getting an average of 50 simulations.

6.4 5G NR Simulation Results

The scenario from Figure 6.2 has been simulated to obtain the packet loss ratio. As shown

in Figure 6.3, for the longest values of the cell radius, the minimum value for PLR occurs at

5.62 GHz fro long cell radius, but PLR = 2% occurs at the same number of users as for the

shortest cell radius at lower frequency bands. The PLR at 2.6 GHz is less than 3.5 GHz and

5.62GHz. For example, if consider the case ofR=0.04 km then, in Figure 6.3 a), the 2.6 GHz

band supports almost five users with minimum PLR compared to others. With the same cell

radius, in Figure 6.3 b), the PLR of the 3.5 GHz band goes above 2% with five users. At the

5.62 GHz band, the PLR crosses the 2% target PLR for the same cell radius, and six users are

supported. At 2.6 GHz, almost 9 users are supported (with PLR less than 2%) for the same

cell radius. For cell radius of 1 km, the 5.62 GHz frequency band performs better than the

2.6 GHz and 3.5 GHz bands.
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(c) Average PLR for 5.62 GHz.
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Figure 6.3: Average PLR for 2.6 GHz, 3.5 GHz,and 5.62 GHz with number of supported users.
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Table 6.1: Simulations parameters

Frequency Band
2.6

GHz

3.5

GHz
5.62 GHz

NR operating band n7 n78 n46

Numerology µ 0

Frame duration [ms] 10

Subcarrier spacing 15 kHz

Number of subframes per radio frame 10

Number of slots per subframe 1

Number of symbols per slot 14

Number of slots 10

Transmitter power small cells [dBm] 40 42.2478 46.6953

Transmitter power UT [dBm] 23

Number of BS 19

Reutilization 3

Bandwidth per tier [MHz] 20

Cell radius [m] 1 km

Effective UT height [m] 1.5

Effective BS height [m] 10

Scheduler PF

Applications VI and VI+BE

Video bit rate [Mb/s] 3.1

Number of simulations 50

Simulation duration [s] 46

Flows duration [s] 40

3.5 GHz VI 3.5 GHz VI+BE
2.6 GHz VI 2.6 GHz VI+BE

5.62 GHz VI 5.62 GHz VI+BE
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Figure 6.4: Goodput as a function of R, for the 2.6 GHz, 3.5 GHz, and 5.62 GHz bands, with VI and VI+BE

traffic.
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Figure 6.5: Number of supported users as a function of R.

Figure 6.4 shows the average goodput as a function ofR, varying from from0.015 to 1 km. To

obtain these results with a given set of parameters, we have first performed the simulation

for Video (VI) and then for Video Plus Best Effort (VI+BE). It is demonstrated that, for the

shortest cell radii, at 2.6 GHz, VI+BE provides a higher supported goodput than in the 2.6

GHz VI case. Besides, with VI+BE, in comparison to the 5.62 GHz and 3.5 GHz frequency

bands, the 2.6 GHz frequency band performance is better. Furthermore, the 3.5 GHz VI+BE

and VI case serve better than the 5.62 GHz VI+BE and VI cases, respectively, for a shorter

cell radius range (up to circa 400 m). For the shortest cell radii, the 5.62 GHz band achieves

higher PLRs (above 2%). On the other hand, for values of cell radius beyond 0.6 km, the 5.62

GHz band provides higher goodput than the 2.6 and 3.5 GHz bands.

Figure 6.5 shows the number of supported users as a function of R. It clearly shows that

the 2.6 GHz band supports a higher number of users for the shortest cell radius. As shown

in Figure 6.5, for cell radii up to 400 m, the 2.6 GHz band supports 21 users (its maximum

value among the bands). For Rs beyond 700 m, the 5.62 GHz supports a higher number of

users.

6.5 Revenue, Cost and Profit analysis

The economics of mobile radio networks includes the perspectives of subscribers, network

operators, service providers, regulators, and equipment suppliers. The main concern of the

subscribers, regulators and vendors are discussed in [349]. The main goal of network oper-

ators and services providers is to increase his company profits. As a result, their objective is

to determine the best configuration that would maximize his anticipated net profits [349].

Availability of affordable prices of services (i.e., television and streaming) is the concern of

the service providers. In the cellular planning process, the operator goals are to identify the

best operating point that will maximize projected revenues. The technology to be employed,

the size of the cell, and the number of channels to use in each cell are a few examples of the
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Table 6.2: Values for costs without splitting & with splits 6/7.

Parameters
Without

splitting
Split 6 Split 7

BScost 100% 25% 20%

CBS [e] (RRH+BBU) 5700 – –

CBBUplusFH [e] 2000 (FH) 2000+1067 2000+1333

CRRH [e] 5700 (BS) 1425 1140

CBH[e] 2000 (3000 € for fiber instead of FSO)

Cinst [e] 200

Rb−ch [kb/s] 144

CM&O [e] 200

CBh[e/km
2] 3000

Cfi [e/km
2] 13.01 (2.6 GHz)

Cfi [€/km
2] 10.58 (3.5 GHz)

Cfi [e/km
2] 0 (5.62 GHz)

Auction [e] 6000000 (2.6 GHz)

Auction [e] 4880000 (3.5 GHz)

Tbh 86400

Cb without splitting [e] 2380

Cb for Split 6 [e] 1281.4

Cb for Split 7 [e] 1338.4

RRb [e/MB] 0.0004

Total area of Portugal [km2] 92212

Project duration [years] 5

key aspects that need to be addressed [350], [351], [352].

The authors from [350], [351], and [352] propose to divide the cost of the system into two

categories: capital costs (planning and setting up of a cell site) and operational costs (op-

eration, management, and maintenance). On the one hand, capital costs include both fixed

costs (such as licensing, fees, and spectrum auctions) and costs based on the quantity of BSs

and transceivers, both of which are costs per unit of area. On the other hand, the operational

expenses of the system, are partially determined by the quantity of transceivers and BSs per

unit of area.

To analyse the cost/revenue trade-off with functional splits 6 and 7, the models from [353]

and [352] have been considered. The revenues per cell, Rv/cell[€], can be achieved as a

function of the throughput per Base Station (BS), R(b−sup) BS [kb/s], and the revenue of

a channel with a data rate Rb[kb/s], RRb[e [€/min], and Tbh corresponding the equivalent

duration of busy hours per day [351], Rv/cell[€] can be obtained by following equation. The

revenue per coverage zone can be calculated as follows:

(Rv)cov-zone =
Nhex. R(b−sup)equiv · Tbh ·RRb[e/min]

Rb−ch[kb/s]
(6.1)

whereRRb[e/min] is the revenue of a channel with data rateRb[kb/s],Nhex/km2 is the number of

hexagonal areas,Rb−ch[kb/s] is the channel’s data rate and Tbh represents busy hours per day

and the number of busy days per year. With the above equation, one can obtain the revenue
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per unit area by considering the revenue per cell and the number of cells per unit of area.

The analysis proposed in this work considers that the costs will be evaluated on an annual

basis. Parameters are presented in Table 6.2. First, defined the price per unit of area as

follows:

C[
e/km2

] = C
fi
[
e/km2

] + Cb ·Nhex/km2 (6.2)

Cfi[e/km2] Represents the fixed terms of the costs, Cb is the cost per BS given by equation

6.3 andNhex/km2 is the number of hexagonal coverage zones per unit of area and is given by

equation (6.4):

Cb =
CRRH + CBh + CBBUplusFH + Cinst

Nyear
+ CM&O (6.3)

Nhex/km2 =
2

3 ·
√
3 ·R2

(6.4)

where CRRH is the cost of the RRH (in the case ’without splitting’ RRH+BBU are together),

CBh is the cost of the Backhaul, CBBU+FH is the cost of the BBU plus fronthaul, Cinst is the

installation cost of the BS and CM&O is the maintenance and operation cost, as presented in

Tab. 6.2. One-to-many BBU/RRHmapping is assumed (6 RRHs per BBU).

The analysis based in the main land of Portugal, and assumed the licence value from the

auction of ANACOM for the 3.5 GHz band, which is 36.90 million e, while for the 2.6 GHz

band it is 6 million e, and zero e for the 5.62 GHz unlicensed band, for 20 MHz bandwidth,

for k = 3 (in the auction 30 lots of 10MHz, were considered). By dividing this cost per square

kilometre, by the number of years for the project, one obtains an annual fixed cost of 79.38

e/km2 for the 3.5 GHz bands [10], as follows:

C
fi
[
e/km2

] =
licence price
country area

Nyear
(6.5)

Nyear represents the project’s lifetime.

The profit is presented in percentage terms in Figure 6.6 for split 7 and for split 6 , one can

get these results by considering equations 6.1 and 6.5 to get profit equation 6.6. The profit is

given by equation (6.6):

P
ft

[
e/km2

]
=
Rv − C (6.6)
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while the net revenue gives the profit in percentage, i.e., the difference between the revenue

and cost, normalized by the cost, as follows, equation (6.7):

Pft[%] =

R
v
[
e/km2

] − C[
e/km2

]
C[
e/km2

] (6.7)

Revenue of VI and VI+BE per km can be calculated according to equation (6.8):

R
V
[
e/km2

] = Nhex
[
km2

]
∗

Rb−sup[kb/s]·60·6·240 ·RR
b[e/min]

Rb−ch[kb/s]
(6.8)

Revenues are considered on an annual basis, where thought 6 busy hours per day, 240 busy

days per year [350], and the price of a 3.1 Mbps channel per minute (corresponding to the

price of ≈ 1MB), [e/min] = 0.0004, which is very low as compared to the value considered

in [354].

Although the curves with the cost and revenue per square kilometer as a function of the cell

radius, are not represented, it can mention that the VI+BE traffic gives the best revenue per

square kilometre compared to VI. The 2.6 GHz revenue is higher than the 3.5 GHz and 5.62

GHz bands in for both VI and VI+BE cases. Moreover, the cost for 2.6 GHz, 3.5 GHz and

5.62 GHz are compared with the values of the revenue. The cost for the 2.6 GHz band is

lower than at 3.5 GHz (and higher than at the 5.62 GHz unlicensed band, as the price for this

band is zero).

For all of the frequencies bands, the cost when functional splits are considered is lower than

in the case where there is no functional splitting (”without” scenario).

With split option 6, results for the cost and revenue indicate that the cost for the 2.6 GHz

frequency band is lower than for the 3.5 GHz band. Besides, the 5.62 GHz band has the

lowest cost of all considered bands. For VI and VI+BE traffic, split option 6 and 7 revenues

at 2.6 GHz are higher than in the 3.5 GHz and 5.62 GHz bands.

Fig. 6.6 shows the profit in percentage terms. It is observed that the profit of the split 7 (sub-

split option 7.2 has been adopted), case with VI+BE, is higher than the one for split 7, case

with VI, shown in Fig. 6.6a. For example, if we look at the 2.6 GHz frequency band, in the

scenario of split 7 shown in Fig. 6.6a, in the case of VI+BE traffic, one gets the most elevated

peak of the supported goodput (corresponding to PLR of 2%). Profit reaches above 800% for

R = 400 m. The 2.6 GHz frequency band performs better than all other bands.

Fig. 6.6b shows the split 6 profit in percentage terms for the three frequency bands. Again,

it is found that VI+BE traffic performs better than supporting VI alone. Besides, the 2.6 GHz

frequency band performance is also the best one. For a cell radius of 400 m, the peak profit

achieves above 800% with slight advantage to split the sub-split option 7.2. The decision

between the advantage of split 6 versus split 7 is very sensitive to the cost parameters, namely
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the costs for the BBU, FH and RRH.

The best profit occurs for the VI+BE traffic at all frequency bands. For the shorter radius

(400 m) 5.62 GHz frequency band profit is lower than 2.6 and 5.62 GHz band for both split

options.

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
-100

0

100

200

300

400

500

600

700

800

900

Radius [km]

P
ro

fi
t[

%
]

(a) Comparison between split 7 and without splitting.
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(b) Comparison between split 6 and without splitting.
2.6 GHz VI+BE, Split 7 2.6 GHz VI, Split 7

2.6 GHz VI+BE, without 

3.5 GHz VI+BE, Split 7 3.5 GHz VI, Split 7

3.5, GHz VI+BE , without 
5.62 GHz VI+BE, Split 7 5.62 GHz VI, Split 7

5.62 GHz VI+BE, without 5.62 GHz VI, without 

2.6 GHz VI+BE, Split 6 2.6 GHz VI, Split 6
2.6 GHz VI, without

3.5 GHz VI+BE, Split 6 3.5 GHz VI, Split 6
3.5 GHz VI, without

5.62 GHz VI+BE, Split 6 5.62 GHz VI, Split 6

Figure 6.6: Profit in percentage terms ”without” splitting and functional splits 6, 7, considering VI or VI+BE

traffic.

6.6 Cost Revenue Trade-off for CA in 4G

For 4G, in this section of the Chapter, the studied held based on the service/operator point of

view, with the goal to obtain themaximum profit from the business for example reducing the

cost and increasing the revenue. The study presented 5 years project duration, for 4G. This

work does not completely aim to obtain the economic study, but the objective is to provide
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Table 6.3: Values for cost revenue analysis for scenario with CA and without CA .

Parameters
Without

CA
With CA

BScost 500 2 x 500

Cb [e] 330 550

CBH[e] 150

Cinst [e] 100

Rb−ch [kb/s] 144

CM&O [e] 150

Cfi [e/km
2] 13.01 (2.6 GHz)

Cfi [€/km
2] 10.58 (3.5 GHz)

Cfi [e/km
2] 0 (5.62 GHz)

Auction [e] 6000000 (2.6 GHz)

Auction [e] 4880000 (3.5 GHz)

Tbh 86400

RRb [e/MB] 0.09

Total area

of Portugal km2 92212

Years 5

a preliminary contribution with a basic understanding considering CA to offer assistance for

cellular planning optimization.

From the perspective of radio resources management and cellular planning, the key aim of

the operators is to determine the optimal operating point which can rise revenue. The main

things which effecting the revenue, contains the type of technology used, the size of the cell

and the number of radio resources used per cell. Therefore, it is essential to identify the cost

of the main components of the cellular system. Which principally has a direct relation with

maximum cell coverage or the reuse pattern. In proposed work scenario it is considered for

without CA scenario each station contain single eNB transmitter, while two for the case of CA.

The major part of the system cost contains: (a) capital costs of BS, backhaul, site of the cell

and its planning also installation, and (b) operation expenseswhich include themaintenance,

administration and operation cost [27]. The capital cost further includes the licensing of the

spectrum (auction), the number of eNBs and transceivers per kilometre and its installation,

hardware core equipment cost.

The analysis is obtained, based on our assumptions and analysis [27] BS cost, backhaul cost,

installation cost of the BS, operation andmaintenance cost, which are presented in Table 6.3.

The analysis is based in themain land of Portugal, and have assume the licence value from the

auction of ANACOM for the 3.5GHz band, which is 4880000 e, while for the 2.6 GHz band

it is 6000000 e, and for 20 MHz bandwidth (for k = 3, with 30 lots of 10 MHz). Dividing

cost per square kilometre, by total years of project, its will give the annual fixed cost.

The mathematical formulation for the presented work are given in section 6.5 of Chapter

in details. Annual basis revenue are acquired, where thought 6 busy hours each day, 240

busy days each year [350], with the price for Mbps channel per minute (with almost price of

≈ 1MB), [e/min] = 0.09.

Based on the presented values for the cost, and with simulated goodput for CA and with CA
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scenario, we considered the mathematical formulation (cost revenue analysis) from section

6.5 of Chapter to perform the analysis.

The cost and revenue without the CA and with the CA are presented in Figure 6.7a. If we

compare the 2.6 GHz and 3.5 GHz without the CA scenario, the 2.6 GHz compared to 3.5

GHz almost gives similar costs and generates nearly the same revenues. While if compare

the CA scenario with the without CA scenario, the cost of CA is slightly higher than Without

CA. The cost of CA is higher because it is using two-fold of the resources because of two

different transmitters (other resources include backhaul, RRH and auction of two bands).

The maximum possible profit comparison in percentage terms is shown in Figure 6.7b. It

is clearly shown that the profit of CA is more than 4 times of without of CA scenario. This

means that the slight increase in the cost of CA gives back more than 4-time profit of without

CA scenario.
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Figure 6.7: Cost and revenue for CA, and without CA scenario.
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6.7 Summary and Conclusions

The chapter provided the analysis of the cost/revenue trade-off by considering 5G NR (nu-

merology) deployments without andwith functional splitting (split 6 and 7). The 2.6, 3.5 and

5.62 GHz frequency bands were considered and simulations were performed for users either

using VI or VI+BE traffic. Based on those results, the goodput, the number of supported

users and PLR are evaluated for three frequency bands. Revenues depends on the supported

average goodput, obtained for the PLR target of 2% (average delay was never the limiting

factor). With VI+BE the 2.6 GHz frequency band supports higher goodput in the range of

shorter cell radius (pico cells). For longer cell radii, the 5.62 GHz GHz provide higher good-

put. The 3.5 GHz band provide higher average supported goodput than the 5.62 GHz band

for shorter cell radii (small cells).

For the shortest cell radius, the best is to select the 2.6 GHz frequency band to support a

higher number of users and higher average goodput. Overall, the best revenues are achiev-

able with split 6 and 7 for the 2.6 GHz band with VI+BE traffic, with lower cost and higher

profitability. It is shown that, for cell radii up to 300-600 m, the split 6 and 7 provide higher

profit compared to the case without splits for all frequency bands (slight advantage for split

7), with maximum achievable profit for cell radius of circa 400 m (at 2.6 GHz).

For 4G with Picocells, from the analysis of the economic trade-off, the EMBS multi-band

scheduler can provide higher revenue, compared to those without CA. The CA apart from

massive connectivity with higher goodput is also paramount from a business perspective.
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Chapter 7

Conclusion and Topics for Further Work

7.1 Conclusion

This thesis has covered aspects of 4G and 5G and has given a road map toward the 6G with

possible use cases. The first chapter is about the initial introduction, which introduces the

work as state-of-the-art and adds the contribution to the work at the end of the Chapter.

A deep survey of the research literature (uses cases, challenges, and requirements) is pro-

vided. The result first focused on CA in the 4G scenario. A comprehensive study is offered to

evaluate the 5G waveforms candidates from theory to hardware complexity. The functional

splitting of the network is familiarised very well within the current essentials of the network.

To accomplish 5G requirements, the work has contributed toward the Hetnet concerning

Femto-cell to analyse the massification of the network. The need for standardization and its

group discussion and literature are discussed with state of art. The cost revenue, which is

essential for today’s prevailing splitting techniques, are analyzed, and proposed the best one

among the functional split option for different cell radius. The 5G NR with intense graph-

ical discussion and mathematical understanding are elaborated. The work has the further

outstanding implementation of 5 NR in real-time scenarios explained in the appendixes.

The literature review presents an overview of the standardization process and emphasizes

5G and beyond standardizationwhile considering the challenges of spectrumusage in upper-

frequency bands. From a technology perspective, 5G and beyond will provide a vast oppor-

tunity to the users and MNOs to explore different services and use cases. It is learned that

the scope of standards and technology development needs to be broadened to support fu-

ture ecosystems. Products must comply with the standards to keep the full capabilities of

upcoming networks. Higher layers are available for research, bringing new challenges and

enormous opportunities.

In 5G phase-2 and future communication generations, network slicing is expected to be one

of themost influential technologies and provide solutions tailored to specific end-users, vary-

ing from residential to industrial or corporate. It can evolve and shift the telecommunica-

tion industry to the next level by allowing more flexible and reliable design. It is required to

enhance network infrastructure and incorporates virtualization and softwarization to make

the best use of services provided by network slices. It will allow operators to offer premium

services to their customers. Moreover, NS will enhance the business opportunities in many

sectors, which will gain attraction by increasing revenues. It is worth noting that network

slicing supports the economic model and service differentiation that meets the end-user ser-

vice level agreements.

As a result of RAN splitting and virtualization, network deployments are more flexible and
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facilitate the creation of a multi-vendor marketplace for different radio and network compo-

nents that are different from the traditional business models. By creating various interfaces

between layers through splitting, new hardware and software products can be designed and

fabricatedwhile guaranteeing interoperability between elements produced by differentman-

ufacturers. Expected 5G and beyond reliability and resilience are commonly cited to enable

remote surgeries with physicians commanding high precision robots from remote hospitals

in real-time and to support high-speed nano-robot communications for in-body healthcare

applications. More realistically, 5G and beyond will serve the needs of the industry 4.0 and

beyond. Moving the processing functionalities from the RRHs to the DUs and CUs may be

advantageous as the RAN architecture evolve and leads to an economy of scale. Many func-

tional splits, serving various use cases, have been devised but have limitations. For example,

the 3GPP split option 8 requires a data rate much higher than the total user data rate and

a distance between CU and DU lower than 20 km. The split option 7.2 has been preferred

by the O-RANALLIANCE. Different splitting implies different data rate and latency require-

ments. For example, to implement split option 6, the PHY and RF are in the DU while the

MAC is in the CU. TheMAC layer performs functionalities like the computation/calculations

and operations in CU considering software, whereas the RF (DU) takes care of the rest of the

functionalities, resulting in high hardware costs. Various standardization bodies are actively

working to provide energy-efficient, reliable, and economic solutions by allowing BBUs to

support multi-RF units. The O-RAN ALLIANCE intends to support diversified 4G to 5G and

beyond use cases by developing the specifications and architectures with new open interfaces

to control the DU and CU with the so-called RAN Intelligent Controller. Academia, indus-

tries, and research organizations are working toward an open RAN infrastructure to support

RAN dis-aggregation. The O-RAN ALLIANCE implements different intelligent processing

algorithms to deploy flexible and economic networks. Integrated Access Backhauling (IAB),

edge processing with cloud, and virtualized (also Fog) RAN are open research areas that have

the potential to incorporate intelligence into the network to support 5G second phase and 6G

deployments.

On the side of CA, the overview for LTE-advanced CA is presented. According to the lit-

erature review, CA will become a significant scheme in an upcoming communications sys-

tem when the spectrum’s resource becomes scarcer. By using wide bandwidth, CA provides

higher data rates and enables flexible and optimal utilization of frequency resources. Mainly,

the CA between non-contiguous frequency bands offers novel opportunities to benefit from

LTE-Advanced frequency assets in different bands. Due to statistical multiplexing gain, CA

is capable of surpassing the increase in the number of resources for given cell radius and

number of UEs. Based on the results obtained in this study, it can be concluded that CA

(EMBS) significantly improves the performance of the 2.6 GHz and 3.6 GHz bands in terms

of average delay, maximum supported UEs, and goodput. Without carrier aggregation, the

average delay for the 2.6 GHz band is measured at 25.5 ms, accommodating a maximum of

26 supporting UEs. Similarly, the 3.6 GHz band exhibits an average delay of 25 ms, with a

maximum of 25 supporting UEs. However, when CA is enabled for both bands, the system

demonstrates remarkable enhancements. It supports a total of 103 UEs within an average
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delay of just 6 ms for both 2.6 GHz and 3.5 GHz band. One has been able to obtain values

for the goodput of 40 Mbps for a cell radius of 500 m and of 29 Mbps for a cell radius of

50 m, which is 3 times higher than without CA case. Furthermore, allocating multiple car-

rier components resource andmodification of transmission parameters like coding schemes,

transmission power, and modulation for various carrier components are still open research

topics.

The thesis, further provided an overview of the 5G NR with Femto-cells analysis in Hetnet

scenario. 5G is operating in the FR1 and FR2 spectrum, which gives benefits of 10X to 100X

capacity. With densification of the network, it can support massive devices, and due to its

variable numerology, it can support multiple bandwidths. In 5G NR, there is a difference

that the NR resource grid’s physical dimension is changeable. Depending on numerology,

it is possible to change the number of OFDM symbols within a radio frame and sub-carrier

spacing. 5G with 4G results are compared, considering 5G NR feature we got more than

two time greater number of supported users, while almost more than more than two higher

supported goodput with proper fair resource allocation.

Due to enormous demands in indoor communication, this work studies indoor Femto-cell

deployment. The analysis offers the study of indoor Femto-cell coverage. The work con-

siders the 3GPP small cell deployment assumption and the apartments 5 x 5 grid topology.

The work studied the variation in transmit power with geometrical dimension for Femto-

cells in the 5G scenario. The theoretical study presented with simulations. Conversely, with

the increase inside length and the decrease in the transmitter power, signal strength is in-

sufficient to attain a rise in the average SINR. The 5G air-simulator is updated to deploy

indoor Femto-cell with proposed assumptions with uniform distribution. The analysis of

the Femto-cells indoor scenario reveals interesting findings regarding the performance of

the FLS and M-LWDF scheduler. Both schedulers demonstrate their capability to support

a significantly higher number of UEs compared to previous literature.The results indicate

that both FLS and M-LWDF schedulers can accommodate up to 34 UEs while maintaining

a minimal PLR of only 2%. This is a notable improvement compared to prior studies, which

reported a maximum of 13 UEs for FLS with higher delay. Therefore, the proposed FLS and

M-LWDF schedulers prove to be more efficient in terms of capacity and performance. The

achieved goodput and delays also contribute to the positive assessment of the schedulers.

The FLS scheduler supports goodput of 378Mbps with maximum delay of 21.5 ms, while the

M-LWDF scheduler achieves a slightly higher goodput of 380 Mbps with maximum delay of

nearly 21 ms. For all the possible combinations of apartments side length and transmitter

power, the maximum number of supported numbers surpassed the number of users bymore

than two times compared to papers mentioned in the literature.

A comprehensive set of cost/trade-off analyses of 5G NR for functional split six and split

seven, for three frequency bands (2.6 GHz, 3.5GHz and 5.62 GHz) are presented. Based

on our analysis for lower radius values, the best is to select the 2.6 GHz to achieve lower

PLR (less than two %) and to support a higher number of users (21 UEs) and better goodput

(maximum 55Mbps). Overall, we acquired that the best revenues are achievable with split 6

and 7 for 2.6 GHz, low cost, and higher profitability (maximum 800 %). It is obtained that
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for the lower value of radius until the 400 m in the range of small cell radius, split option 6

and 7 provides higher profit for all frequency bands compared to without splitting case. In

4G, with CA, from the analysis of the economic trade-off with Picocell, the EMBSmulti-band

scheduler can provide higher revenue, compared to those without CA. It is clearly shown that

the profit (maximum 280%) of CA is more than 4 times of without of CA (maximum 60%)

scenario. This means that the slight increase in the cost of CA gives back more than 4-time

profit of without CA scenario.

The basic functionality and characteristics of emerging 5Gwaveforms are presented. In addi-

tion, a comparative analysis has been given of different wave forms. Filter-based wave forms

have much better OoBE as compared to OFDM, which results in better wave forms to cope

with 5G challenges. FMBChas the best OoBE as compared to others but has higher computa-

tional complexity. UFMC and GFDM have better OoBE characteristics, but they have higher

complexity as well as asynchronous transmission capabilities issues, whereas F-OFDM has

better OoBE with moderate complexity, which is suitable for flexibility and asynchronous

transmission scenarios.

7.2 FutureWork

The future network will make it possible to totally digitalis, programmable and automate the

world of connected, machines, things and humans. The sensation and all supreme experi-

ences will be transparent across the restrictions of physical and virtual realities. Due to the

full inclusion of AI and automated machines the network traffic will not only be created by

humans but also by connected machines. Due to an increase in the number of devices, a

enhanced densified network is required.

In this thesis, different perspectives are covered. However, some open problems needed to

be solved. As we analyzed the small cells. To shift small cell technology to the next level,

standardization needs to update the concepts of small cells in the correspondences of net-

work densification. It needs stronger improving security, and proper resource allocation in

situations of functional splitting with flexibility. A centralized mechanism is required to ad-

dress the resource allocation and fulfil the requirements of specific services with handovers.

Future research will consider CA and HetNets with small cells (overlaid with Macro-cells)

deployment with NS and centralized BBU in heterogeneous networks.
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Appendix A

Multi carrier Waveform Candidates for Beyond
5G

A.1 Introduction and Motivation

The leading objective of this appendix (A) is to present comparison and demonstrate a com-

prehensive overview of multi carrier wave forms with respective to base band complexity,

data rate, OoBE, relax synchronization, latency and system flexibility. The proposed analysis

shows the interest in designing and implementing alternatives waveform. Presented a com-

parative analysis of several waveform candidates FBMC,GFDM, UFMC,and f-OFDM basis

on their complexity, hardware design and other valuable characteristics. Filter based wave

forms have much better Out of OoBE as compared to OFDM. However, f-OFDM has smaller

filter length compared to filter-basedwave forms and provides better transmissionwithmul-

tiple antenna system without any extra processing, while providing flexible frequency mul-

tiplexing, shorter latency and relaxed synchronization as compared to other wave forms.

The remaining of this appendix is structured as follows. In Section A.2, a brief introduction

of candidate wave forms is being discussed, while in Section A.3 the hardware complexity

comparison of candidate wave forms is addressed, followed by a comprehensive summary of

their characteristics comparison among the possible wave forms is given in detail. Finally,

conclusions are drawn in Section A.4.

A.2 Candidate Wave-Forms

A brief introduction of 5G waveform candidates is given in this section.

A.2.1 FBMC

Figure A.1shows the structure of FBMC, whereK is the number of sub carriers and T is the

time interval of FBMC symbol. Compared to Orthogonal OFDM, it has three major differ-

ences from. First, it is using Offset Quadrature Amplitude Modulation (OQAM) mapping

instead of QAMmapping. Each symbol is split into real and imaginary parts, and a time de-

lay (T/2) is applied on imaginary part. Then OQAM signals are combined andmodulated by

a specific sub carrier frequency and transmitted. Reverse process is applied on the receiver

end. OQAM mapping reduces Inter Carrier Interference (ICI) when appropriate filtering is

applied. Second it applied Poly Phase Network (PPN) filtering after IFFT process. This per-

forms enhanced frequency and/or time localization depending on the shape and the length

of the used prototype filter. This time and frequency localization reduce Inter Symbol Inter-

ference (ISI) and ICI respectively [355].
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IFFT 1-T/2 Filter 1

IFFT 2-T/2 Filter 2

IFFT k-T/2 Filter k

Real Part of Subcarrier 1 to k Imaginary Part of Subcarrier 1 to k

Figure A.1: System structure for FBMC, adapted from [356].

Third, no cyclic prefix is required because the best frequency and time localization through

filtering and OQAM modulation process. Due to per sub carrier filtering and coordinating

process of OQAM and filtering, better OoBE can be achieved, but Filter tail is much longer as

compared to other filter-basedwave formswhich is not suitable for short packet transmission

and low latency communication [356].

A.2.2 GFDM

GFDM is generalized with a new concept and is composed of non orthogonal sub carrier

which spread the data in time and frequency dimensional blocks as shown in Figure A.2.

Total number of complex data symbols is equal to KM , where K is number of sub carriers

andM is the number of sub symbols.

Figure A.3 shows the block diagram of the GFDM transceiver. Data coming from mapper is

up sampled so that pulse-shaping circular filter g[n] can be applied through a convolution

process [357]. This filtering process is applied sub carrier wise that improves OoBE but gen-

erate ISI, which can be removed by adding the Cyclic Prefix (CP). To enhance the spectral

efficiency, the tail biting technique can be applied to reduce the CP length [358].

GFDM provides a low latency signal because of circular filtering with prototype filters, in-

stead of linear convolution that is used in FBMC. It used one CP for one block slightly than

a CP for every multi carrier symbol, which results in enhanced spectral efficiency. ICI is not

completely removed due to non-orthogonal neighbouring sub carriers.

A.2.3 UFMC

UFMC is discussed in this part of the Chapter, which focuses the distinctions of upcoming

modulations technique for 5G wireless communication technology. Fourth generation wire-

less communication system OFDM is an admirable choice, however 4G modulation tech-
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nique experience high Peak to Average Power Ratio (PAPR) hitch, also it has high side band

leakage. The current 4G system depend on OFDM waveform, which is not suitable for sup-

porting the 5G and beyond applications, that 5G and beyond will offer. 5G technology is

expected to have different requirements higher data rates, lower latency and efficient spec-

trum usage when relate to the existing wireless technology.

Currently researchers working on multiple schemes and being investigated new wave forms.

UFMC scheme, that can overcome the limitations of OFDM, the generalization of OFDMand

FBMC scheme is UFMC. Thorsten Wild and Frank Schaich in paper [359] proposed the first

model of UFMC.

Fig.A.4 shows the transmitter of thismodel, where 1024points IDFTand filterDolph-Chebyshev

having length L = 73 in each branch are considered. The data from mapper is divided into

number of RB (12 sub carrier) and before taking IDFT zero is padded to each branch. In each

branch, data is shifted by 12 carriers and accordingly the zeros are padded.

Data is filteredusingDolph-Chebyshev after taking InverseDiscrete Fourier Transform (IDFT).

Dolph-Chebyshev is a type of filter thatminimizes side lobes andmain lobewidth in the spec-

trum. On each branch filter is a shifted version of Dolph-Chebyshev, which perform convo-

lution operation. The output from each filter is then added to get final output. Efficient

spectrummanagement is a clear advantage of the UFMC proposed in [360]. However, it has

still high complexity than conventional OFDM, and further research is needed to investigate

a scheme which can easily be implement on hardware.

Zero-pad  
+  

1024 IDFT
FIR  

L= 73

1024

Zero-pad  
+  

1024 IDFT
FIR  

L= 73

1024

Zero-pad  
+  

1024 IDFT
FIR  

L= 73

1024

1096

1096

1096

1 12

Data from
Mapper 

1 12

Figure A.4: UFMC transmitter previous scheme [360].

In [360] a new approach is presented for UFMC (basis on hardware) which is better than

Thorsten Wild and Frank Schaich approach [359]. This modified method has two main dif-

ferences from previous approach, the small size of IDFT and different shifting procedure

of the signal. Changing the size of IDFT came from the knowledge of the identical shape

spectrum. During experiments, first the IDFT size 64 is used, and then size 1024 is con-

sidered, presented by author in [360]. It has been observed that both of them have almost

same spectrum shape. So, it is convenient to use the size of IDFT 64 instead of 1024 to save

computational resources. IDFT size 64 is used in scheme of paper [360], while 1024 used in
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paper [359] which is complex architecture. The shapes for different IDFT sizes are presented

by author in [184,360]. Blue and red colour are used for UFMC and OFDM, respectively.

In themodified approach, the size of IDFT 1024 is replacedbyN point alongwith up-sampling

and used multiplier at the end of each branch instead of shifted filter for shifting purpose.

The use of shifting filter increasing the complexity due to the procedure of convolution is

completed by means of complex filter taps that doubles the total of operations. By these two

change the overall complexity is reduced. First step of both schemes modified, and previ-

ous method are same data from the mapper are divided into group of RBs before calculating

IDFT eachRB is zero-paddedwithN=12. The value ofN is selected in suchmanner that spec-

tral performance is not lost and improved computational complexity. By using the following

equation, the dimension of IDFT is chosen according to the number of sub-bands:

N = min
(
64, 2[log2(12·B)]

)
(A.1)

whereB represents thenumber of sub-bands. Theminimumvalue between64 and 2[log2(12.B)

is calculated for IDFT. The filter is not shifted and has side lobe attenuation of 60 dB. Mul-

tiplier is used in last of each branch for shifting purposes. Figure A.5 shows the modified

UFMC scheme in which themultiplier is used at the end for shifting proposes, the total num-

ber of sub band is B for RBs, the index used forRB is k starting from0 or 1 and ends onB−1,

n represents time index that starts from zero toN +L− 1,N = 1024 and L representing the

filter length.

For long bursts, FBMC is very efficient for short burst transmissions, butUFMC is better than

FBMC and OFDM. While FBMC suffers from high time domain overheads, UFMC support

low latency and fast time division duplex switching.

A.2.4 F-OFDM

System band width is divided among several sub bands to increased diversity of the system.

In UFMC each Band is divided in sub bands called resource blocks. Each resource has the

same sub carrier division, numerology and frame structure, whereas each user have their

own characteristics on the basis of channel characteristics and data rates.

F-OFDM is same as UFMC with some differences: (1) Whole band is divided into multiple

sub bands and each sub band have different bandwidth according to the requirement of user,

as shown in Figure. A.6; (2) Sub carrier spacing in UFMC is the same for each sub band,

whereas in F-OFDM sub carrier spacing is different in each sub band as the user required to

use spectrum efficiently; (3) CP is added in each sub band to avoid ISI and length of CP is

added flexibly as required to avoid extra spectrum usage; (4) IFFT is performed flexibly as

requirement of each user.

F-OFDMtransceiver block diagram is shown inFigure. A.7. Firstly, bit sequences aremapped

into Binary Phase-Shift Keying (BPSK)/Amplitude Modulation (AM) symbols. Then using

IFFT, symbols are mapped on orthogonal sub carriers and CP is added longer then channel
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Figure A.5: UFMC modified scheme transmitter [360].

impulse response to avoid ICI and ISI. Then it passes through pulse shaping filter before

transmitting on multi path fading channel. Length of the filter in F-OFDM is longer as of

UFMC, Filter tails extends to nearby symbol, make it comparable to CP OFDM system [361].

By applying this flexible architecture desired advantages can be obtained. Firstly, OoBE can

be reduced by designing a suitable structure for each sub band which reduces the guard band

utilization.

Sub-Band Sub-Band Sub-Band Sub-Band

Freq 

Figure A.6: Sub band division in F-OFDM [361].

Secondly, Asynchronous transmission is possible by applying flexible filter design for each

sub band. Thirdly, each user needs based on their characteristic can be fulfilled by applying

optimized numerology.

A.2.5 NOMA

Non-orthogonal multiple access (NOMA) serves different users at the same time and fre-

quency [362]. It has two main techniques, code domain and power domain serving. In the

power domain, it attains multiplexing in the power domain while the code domain obtains

the multiplexing by code domain. NOMA supports the superposition coding at the trans-

mitter while the successive interference cancellation at the receiver. With the help of this, it

supports multiplexing users in the power domain.

For example, a base station transmits the superposed signal to two users, as shown in Figure

A.8. Let suppose the user one receives the higher gain, and user 2 receives the lower gain.
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Figure A.7: Transmitter structure of F-OFDM [361].

In NOMA, user one is referred to as a strong user and user two the weak. In NOMA, user

one subtracts its received signal from weak user (user two) through successive interference

cancellation, after it possibly decodes its signal. While the second user considered the first

user’s signal (strong) as noise and distinguished signal quickly its own signal. The NOMA

assigns more power to the weak user to ensure fairness during the higher interference [363].

Base Station 

Subtract User 2
Signal

User 1 Signal
Decoding 

User 2 Signal
Decoding 

User 1

User 2

User 2  

User 1 

Time / Frequency 

Po
w

er

a)

b)

Figure A.8: NOMA serving users a) NOMA serving two user b) Allocation in power domain to two users [362].
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A.2.5.1 Benefits of NOMA

• NOMA achieves high spectral efficiency by allocating multiple users at the same fre-

quency and time;

• It has simultaneous transmission nature, it does not need to schedule in a time slot,

and its benefit is supporting low latency applications;

• NOMA keeps the fairness and quality flexibility by power control among the users;

• Due to higher power allocation to a weak user, it offers a higher throughput at a cell

edge.

A.2.5.2 Research Challenges of NOMA

• The inter carrier interference cancellation for NOMA ismore complicated in dense net-

works with higher users [364];

• Its compatibility with carrier aggregation type is not yet defined;

• Physical layer security for NOMA is a changeling and open research problem [362];

• More effort is required to get the benefits of MIMO and mmWave.

A.3 Hardware Complexity Comparison

A.3.1 FBMC

A FBMC based implementation on Xilinx Kintex-7 XC7K325T FPGA is performed of a re-

ceiver, to achieve high flexibility and Low Adjacent Channel Leakage Ratio (ACLR) [1], to

provide services for vacant channel in the spectrum and to avoid adjacent channel interfer-

ence, also a comparison performed with OFDM.Where 512 is active sub carriers out of 1024

total sub carrier and overlapping ratio is 4. The detail of resource utilization in the hard-

ware is given in Table [365]. Hence, it contains the extra complexity overhead of 10% in slice

registers, 18% in Lookup Tables, 114% in DSP48E1 and 36% in RAM BLK’s as compared to

OFDM.At receiver side it increased the complexity overhead of 29% in Slice Registers, 27% in

Lookup Tables, 60% in DSP48E1 and 249% in RAM BLK’s. But ACLR and flexibility results

were significantly greater as compared to OFDM.

FPGA based hardware implementation of FBMC is also performed in [355], as well as com-

parison with OFDM. In [355], Linear Phase Shift Registers (LFSR) are used to generate the

random binary data instead of predefined samples, which occupy large memory. Compara-

tive results consider IFFT (size of IFFT 512), 16 QAM constellation and 1 tap prototype fil-

ter(q=1). By considering these parameters OFDM required 3006 flip-flops, 3599 LUT’s as

logic, 912 LUT’s as Random-AccessMemory (RAM) and 16 real multipliers. Whereas, FBMC

requires 5687 flip-flops, 7385 LUTs as logic, 1632 LUTs asRAM, and 40 realmultiplier which

are almost double as compared to OFDM. Clock cycles required in FBMC are 1076 as com-

pared to 1064 inOFDM. By ignoringM/2 offset because real part is directly processed, which

improves the latency in FBMC by considering reasonable hardware complexity.
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Figure A.9: Synthesis of the results for the used resource,a) [359], b) [355], and c) [366].

Table A.1: Comparison among 5G wave forms candidates.

Waveform
Filter

Length

Filter

Granularity
Complexity Latency PAPR OoBE

OFDM ≤ CP Length
Whole

Band
Low

Slightly

Low
High Bad

FBMC
= (3, 4, 5) × Symbol

duration
Subcarrier High Very High High Best

GFDM
»Symbol

duration
Subcarrier High High Moderate Good

UFMC =ZP Length Sub-band
Very

High
Low High Good

F-OFDM

≤ 1/2 ×

Symbol

duration

Sub-band Moderate Low High Better

Another FBMC based hardware implementation performed in [367]. The relation between

even and odd samples at the output of IFFT, no twice calculation is required for IFFT, real

and imaginary separately. IFFTs are divided into even and odd and only even part is used.

Therefore, two real and imaginary terms are sent instead of one. This technique improves

the complexity as compared to previous filter bank architectures. Filtering is performed by

using IFFT block and PPN network. This proposed architecture complexity is half of the 2·N

IFFT architecture. By using this technique half of the IFFTs are calculated and remaining

samples values are achieved from the calculated ones. Synthesis results of these sources are

shown in Figure. A.9.

A.3.2 GFDM

A hardware architecture has been implemented by utilizing the pipe lining capabilities of

FPGA [368], In this architecture data samples are in frequency domain passing through a

filter delay process at transmitter. Data circulation is performed by activating a delay block,
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with last data sub carrier, then data is converted back into time domain by taking IFFT.

More delay and filtering blocks are required at the receiver side, because of large filter band-

width. First signal Converted to frequency domain from time domain and passes through

delay blocks and then converted back into time domain by taking IFFT.

Figure A.10: Compilation of the results.

National Instruments Flex-RIOmodule is used for base band processing. GFDM transmitter

utilizes 75% of total chip resources. Detailed results are shown in Figure.A.10. These results

show that GFDM can be implemented with bearable complexity to achieve satisfactory re-

sults.

A.3.3 F-OFDM

Overall complexity at transmitter and receiver is similar in Filtered OFDM . Complexity of

the IFFT operations for single rate (SR) implementation in each sub band is given by [361]:

CIFFT−SR = (N log2(N)− 3N + 4)/2 (A.2)

K is the total number of sub bands. Filtering operations required LFN complex multipli-

cations. Computational complexity for whole sub band in single rate implementation is as

follows:

CSR(Tx) = K( (N log2(N)− 3N + 4) /2 + LFN) (A.3)

For multi rate implementation, the complexity of the IFFT operations in each sub band is as

follows:
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CIFFT-MR = (N log2(N)− 3N + 4)/2 (A.4)

where LFM complex multiplications are required for filtering operation and K are the total

number of sub bands. So total computational complexity of multi rate implementation for

whole bandwidth is as follows:

CMR(Tx) = K ((M log2(M)− 3M + 4) /2 + LFM) (A.5)

Computational complexity is significantly higher (up to 1000 times if number of sub bands

are 100) as compared to OFDM while considering single rate implementation in Filtered

OFDM.Whilemulti rate implementationhave comparable computational complexity as com-

pared to OFDM by taking the advantage of up sampling operation.

A.3.4 UFMC

The complexity in [369] work is one hundred and twenty times compared to CP-OFDM for

10 MHz channelization. While the complexity is 25 times as compared to OFDM on 60 dB

side lobe work associated in [369] for the same channel requirements.

An efficient implementation solution, reduced IDFT block computations, filtering complex-

ity solution and spectrum 112 out of 192 butterflies are executed, that is 42% reduction in

computational complexity by using this proposed technique. In [366] the filter input multi-

plies with filter coefficients. when the filter output is essential the sample shifted to right by

one location and then multiplies with filter coefficients for next output. In [370] multiplica-

tion of non- zeros sample with filter coefficients are useful.

For 73-tab FIR filter one possible scenario are shown [366] in which inputs are multiplies

with coefficients, only non-zero samples are only useful the othermultiplier use in this case is

waste of hardware. The simplified architecture proposed in [359] which implement the idea

of [366]. The sample once enter the filter and shift of memory element is competed, then for

next 16 cycles for each one to generate 16 output of the filter coefficients are multiplexed. In

this simplified solution just five multipliers, four adders, four shift registers and five 16-to-1

multiplexers will be castoff in comparison of shift registers, 73multipliers and 72 adders [21].

By using this simplified architecture of IFFT and Filtering overall hardware complexity is

reduced as compared to previous architectures [324].

A.4 Conclusion

Filter based waveforms have gained much attention because of the requirement of asyn-

chronous scenarios in 5G communications systems. In this work we have presented the basic

functionality and characteristics of emerging 5Gwaveforms. In addition, a comparative anal-
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ysis has been presented of different waveforms. Filter based waveforms have much better

OoBE as compared to OFDM, which results in better waveform to cope with 5G challenges.

FMBC has best OoBE as compared to others but it has higher computational complexity.

UFMC and GFDM have better OoBE characteristics but they have higher complexity as well

as asynchronous transmission capabilities issues, whereas F-OFDM has better OoBE with

moderate complexity, which is suitable candidate for flexibility and asynchronous transmis-

sion scenarios.
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Appendix B

Real Time Outdoor Analysis of Small Cell at 3.5
GHz

B.1 Introduction

This work considers the outdoor scenario near the data centre in Covilha, Portugal. Have

deployed our small cell towers for the purpose of our real-time deployment, as one can see

our deployed tower graphically in Figure B.2 and real time in Figure B.3. Rohde and Schwarz

SMM 100A vector signal generator for the transmit signal shown in FigureB.4 is used, which

is connected to the antenna (RF) as shown in Figure B.5. This device generates the 5G NR

signal for the range of FR1 And FR2. The device support below the 6 GHz band defined by 5G

NR FR1. In our scenario, the considered transmit power 17 dBm, cell radius 400 meters, 3.5

GHz frequency band and the breaking point distance 269.25 meters. For the receiver side,

Rohde and Schwarz FSH8 spectrum analyzer is used, which proved the services of spectrum

analysis:

• It is considered to keep the transmitter at 0 meter and measured the receiving signal ;

• Did performed the analysis from 0 meters to transmitter and up to 400 meters ;

• The distance between different points of measurement was 10 meters. For example;

started from 0 meters, then the next point of the measure was 20 m and 30 m;

• At each point of measurement, did 30 measurements;

• The analysis is performed in open space during the morning, afternoon, evening, and

night.

The propagation behaviours of small cells are presented in [371]. Break point distance can

be calculated as:

dBP = hUE · hBS · f
c

(B.1)

Where dBP is break point distance, hUE is 0.5 m which is user equipment height, hBS is the

hight of BS which is 11.25 m, f is 3.5 GHz frequency, while c is 3× 108.

B.2 Motivation

The motivation behind this work was to analyze the spectrum in real time scenario and im-

plement the 5G NR in an outdoor environment to characterize the small cell and transmit

power.
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10 MHz each one 

2500 - 2510 MHz 
Uplink 

2620 - 2630 MHz  
Downlink 
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Uplink 
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Downlink  

  The Frequency Bands assigned to us in Covilhã by  
ICP-ANACOM

Figure B.1: The frequency bands assigned to us by ICP-ANACOM for research.

gNodeB

Spectrum
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Figure B.2: Out door small cell scenario, having radius 400 m with gNB and spectrum analyser at different

place.
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Figure B.3: The broader view of implemented scenario contain all the setup together, which reflecting Figure

B.2.
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Figure B.4: Rohde and Schwarz SMM 100A vector signal generator for the transmitting signal.

Figure B.5: Transmitter at base station.
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Figure B.6: Transmit power spectrum from gNB with 3.5 GHz band and 17 dBm power.

Figure B.7: Eye diagram while transmitting the signal.

Figure B.8: Simulation approach to obtain the required output for analysis (base band signal processes

selection).
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Figure B.9: Receiving signal during the afternoon.

B.3 Scenario

In this work, a small cell with a radius of 400 m are considered and analyzed the signal in

three ways (to analysed the signal ) the centre, left side and right side, these sides of base

station are shown in Figure B.2 :

• First,analyzed the signal directly from the centre of the transmitter (base station ), ra-

dius 400 m and the results are shown in Figure B.12 ;

• Then analyzed the signal from the right side of the transmitter with a distance of 0 m

to 100 m. The results are shown in Figure B.13.

• Finlay, analyzed the signal from the left side of the transmitter with a distance of 0 m

to 100 m. The results are shown in Figure B.14.

B.4 Conclusion

It is found that when the receiver was near the base station, the received power was low

mainly due to the antenna pattern (below the mast); when receiver moved above 10 meters,

the received power was increasing, both in left and right side cases, and then tend to decrease

near to 100 m. While in case of centre of the road received power behaviour was different,

the received power was decreeing until the break point distance. When with the receiver it

crossed the breaking point distance. The power at the middle again increased due to the

surface reflection, but at the end, near to 400 meters, the power decreased sharply with the

worst result (two slope behavior). With this behaviour of the received power, the study ob-

tained the real-time behaviour for the dual-slope path loss model. The curve obtained in real

time follows the dual-slope model, for received power before and after break point distance.
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Figure B.10: The cart (with spectrum analyzer) at distance 400 meter from the transmitter with computer

connected to obtain and save the results.
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Figure B.11: The broader view of our implementation contain all the setup together, which reflecting Figure B.2.
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Figure B.12: Received power from gNB to spectrum analyzer (0 m to 400 m) at the center.
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Figure B.13: Received power from gNB to spectrum analyzer at right side of gNB (0 m to 100 m).
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Figure B.14: Received power from gNB through spectrum analyzer at left side of gNB (0 m to 100 m).
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Appendix C

Implementation of Femtocell into 5G Air
Simulator

The 5G air-simulator is the open-source simulator [311], coded in C++, which has considered

the 5G set of protocols. In our research for femtocells indoor deployment in the heterogenous

network, we consider this open-source project. The code is father updated with parameters

for our scenario and updated the code according to our desires.
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single-cell-with-femto.h Thursday, July 14, 2022, 1:51 PM

1/* -*- Mode:C++; c-file-style:"gnu"; indent-tabs-mode:nil; -
*- */

2/*
3 * Copyright (c) 2020 TELEMATICS LAB, Politecnico di Bari
4 *
5 * This file is part of 5G-air-simulator
6 *
7 * 5G-air-simulator is free software; you can redistribute it
and/or modify

8 * it under the terms of the GNU General Public License 
version 3 as

9 * published by the Free Software Foundation;
10 *
11 * 5G-air-simulator is distributed in the hope that it will 

be useful,
12 * but WITHOUT ANY WARRANTY; without even the implied 

warranty of
13 * MERCHANTABILITY or FITNESS FOR A PARTICULAR PURPOSE.  See 

the
14 * GNU General Public License for more details.
15 *
16 * You should have received a copy of the GNU General Public 

License
17 * along with 5G-air-simulator; if not, see <http://

www.gnu.org/licenses/>.
18 *
19 * Author: Francesco Capozzi <f.capozzi@poliba.it>
20 * Updated by: Bahram khan <bahram.khan@lx.it.pt>
21 */
22
23#include "../channel/RadioChannel.h"
24#include "../phy/gnb-phy.h"
25#include "../phy/ue-phy.h"
26#include "../core/spectrum/bandwidth-manager.h"
27#include "../networkTopology/Cell.h"
28#include "../protocolStack/packet/packet-burst.h"
29#include "../protocolStack/packet/Packet.h"
30#include "../core/eventScheduler/simulator.h"
31#include "../flows/application/InfiniteBuffer.h"
32#include "../flows/application/VoIP.h"
33#include "../flows/application/CBR.h"
34#include "../flows/application/TraceBased.h"
35#include "../device/IPClassifier/ClassifierParameters.h"
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single-cell-with-femto.h Thursday, July 14, 2022, 1:51 PM

36#include "../flows/QoS/QoSParameters.h"
37#include "../flows/QoS/QoSForEXP.h"
38#include "../flows/QoS/QoSForFLS.h"
39#include "../flows/QoS/QoSForM_LWDF.h"
40#include "../componentManagers/FrameManager.h"
41#include "../utility/RandomVariable.h"
42#include "../utility/UsersDistribution.h"
43#include "../utility/IndoorScenarios.h"
44#include "../load-parameters.h"
45#include "../device/HeNodeB.h"
46#include <iostream>
47#include <queue>
48#include <fstream>
49#include <stdlib.h>
50#include <cstring>
51
52#include <vector>
53
54static void SingleCellWithFemto (int argc, char *argv[])
55{
56  double radius = atof(argv[2]);
57  int nbBuildings = atoi(argv[3]);
58  int buildingType = atoi(argv[4]);
59  double activityRatio = atof(argv[5]);
60  int nbUE = atoi(argv[6]);
61  int nbFemtoUE = atoi(argv[7]);
62  int nbVoIP = atoi(argv[8]);
63  int nbVideo = atoi(argv[9]);
64  int nbBE = atoi(argv[10]);
65  int nbCBR = atoi(argv[11]);
66  int sched_type = atoi(argv[12]);
67  int frame_struct = atoi(argv[13]);
68  int speed = atoi(argv[14]);
69  int accessPolicy = atoi(argv[15]);
70  double maxDelay = atof(argv[16]);
71  int videoBitRate = atoi(argv[17]);
72  int seed;
73  if (argc==19)
74    {
75      seed = atoi(argv[18]);
76    }
77  else
78    {
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single-cell-with-femto.h Thursday, July 14, 2022, 1:51 PM

79      seed = -1;
80    }
81
82  int nbCell = 1;
83
84  // define simulation times
85  double duration = 30;
86  double flow_duration = 20;
87
88//  int cluster = 3; Updated by Bahram
89//  double bandwidth = 20;
90//
91
92
93  int cluster_enb=1; //Updated by Bahram
94 int bandwidth_enb=20; //Updated by Bahram
95
96  int cluster_henb=2; //Updated by Bahram
97  int bandwidth_henb=10; //Updated by Bahram
98
99
100
101
102
103
104  // CREATE COMPONENT MANAGER
105  Simulator *simulator = Simulator::Init();
106  FrameManager *frameManager = FrameManager::Init();
107  NetworkManager* nm = NetworkManager::Init();
108
109  // CONFIGURE SEED
110  if (seed >= 0)
111    {
112      srand (seed);
113    }
114  else
115    {
116      srand (time(nullptr));
117    }
118  cout << "Simulation with SEED = " << seed << endl;
119
120  // SET SCHEDULING ALLOCATION SCHEME
121   GNodeB::DLSchedulerType downlink_scheduler_type;
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single-cell-with-femto.h Thursday, July 14, 2022, 1:51 PM

122   switch (sched_type)
123     {
124     case 1:
125       downlink_scheduler_type = 

GNodeB::DLScheduler_TYPE_PROPORTIONAL_FAIR;
126       cout << "Scheduler PF "<< endl;
127       break;
128     case 2:
129       downlink_scheduler_type = 

GNodeB::DLScheduler_TYPE_MLWDF;
130       cout << "Scheduler MLWDF "<< endl;
131       break;
132     case 3:
133       downlink_scheduler_type = 

GNodeB::DLScheduler_TYPE_EXP;
134       cout << "Scheduler EXP "<< endl;
135       break;
136     case 4:
137       downlink_scheduler_type = 

GNodeB::DLScheduler_TYPE_FLS;
138       cout << "Scheduler FLS "<< endl;
139       break;
140     case 5:
141       downlink_scheduler_type = 

GNodeB::DLScheduler_EXP_RULE;
142       cout << "Scheduler EXP_RULE "<< endl;
143       break;
144     case 6:
145       downlink_scheduler_type = 

GNodeB::DLScheduler_LOG_RULE;
146       cout << "Scheduler LOG RULE "<< endl;
147       break;
148     case 7:
149       downlink_scheduler_type = 

GNodeB::DLScheduler_TYPE_MAXIMUM_THROUGHPUT;
150       cout << "Scheduler MT "<< endl;
151       break;
152     case 8:
153       downlink_scheduler_type = 

GNodeB::DLScheduler_TYPE_ROUND_ROBIN;
154       cout << "Scheduler RR "<< endl;
155       break;
156     default:
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157       downlink_scheduler_type = 
GNodeB::DLScheduler_TYPE_PROPORTIONAL_FAIR;

158       break;
159     }
160
161  // SET FRAME STRUCTURE
162  FrameManager::FrameStructure frame_structure;
163  switch (frame_struct)
164    {
165    case 1:
166      frame_structure = FrameManager::FRAME_STRUCTURE_FDD;
167      break;
168    case 2:
169      frame_structure = FrameManager::FRAME_STRUCTURE_TDD;
170      break;
171 default:
172      cout << "Error: invalid frame structure specified!" << 

endl;
173      exit(1);
174    }
175  frameManager->SetFrameStructure(frame_structure);
176
177
178
179
180  //create macro-cells
181  vector <Cell*> *cells = new vector <Cell*>;
182  for (int i = 0; i < nbCell; i++)
183    {
184      CartesianCoordinates center =
185        GetCartesianCoordinatesForCell(i, radius * 1000.);
186
187      Cell *c = new Cell (i, radius, 0.035, 

center.GetCoordinateX (), center.GetCoordinateY ());
188      cells->push_back (c);
189      nm->GetCellContainer ()->push_back (c);
190
191      cout << "Created Cell, id " << c->GetIdCell ()
192                <<", position: " << c->GetCellCenterPosition 

()->GetCoordinateX ()
193                << " " << c->GetCellCenterPosition ()-

>GetCoordinateY () << endl;
194    }
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195
196  //////////////////////
197  //create femto-cells
198  //
199  int femtoCellsInBuilding = 1;
200  if ( buildingType == 0 )
201    {
202      femtoCellsInBuilding = 25;
203    }
204  else
205    {
206      femtoCellsInBuilding = 40;
207    }
208  int nbFemtoCells = nbBuildings * femtoCellsInBuilding;
209  int firstFemtoinBuildingID = nbCell;
210 int apartmentSide = 10; //[m]
211  int nbFloors = 1;
212  //users are distributed uniformly into a cell
213  vector<CartesianCoordinates*> *building_positions = 

GetUniformBuildingDistribution (0, nbBuildings);
214
215  for (int idBuilding = 0; idBuilding < nbBuildings; 

idBuilding++)
216    {
217      // Get Building Positions
218      double buildingCenter_X = building_positions->at 

(idBuilding)->GetCoordinateX ();
219      double buildingCenter_Y = building_positions->at 

(idBuilding)->GetCoordinateY ();
220
221      nm->CreateBuildingForFemtocells( idBuilding, 

buildingType, apartmentSide, nbFloors,
222                                       buildingCenter_X, 

buildingCenter_Y,
223                                       

firstFemtoinBuildingID, femtoCellsInBuilding);
224
225      cout << "Created Building, id " << idBuilding
226                <<", position: " << buildingCenter_X
227                << " " << buildingCenter_Y
228                << " and " << nbFloors << " floors"
229                << " and " << femtoCellsInBuilding << " 

femtocells" << endl;
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230
231      firstFemtoinBuildingID += femtoCellsInBuilding;
232    }
233  //
234  //
235  ///////////////////////////
236////Bahram code start
237    ///////////////////////////
238  /////
239    //nbt number of node Bs in the system
240    // assim é para o sistema todo
241    //int nbt=nbCell+nbFemtoCells;
242    //
243    //std::vector <BandwidthManager*> spectrums = 

RunFrequencyReuseTechniques (nbt, cluster, bandwidth);
244 // aqui acaba o sistema todo
245
246
247    //Criação de vectores diferentes para o eNB e para os 

HeNB
248    // assim é para o eNB
249    std::vector <BandwidthManager*> spectrums = 

RunFrequencyReuseTechniques (nbCell, cluster_enb, 
bandwidth_enb);

250    // Assim para o HeNB
251    std::vector <BandwidthManager*> zx = 

RunFrequencyReuseTechniques (femtoCellsInBuilding, 
cluster_henb, bandwidth_henb);

252     //Junta os dois vectores
253     spectrums.insert(spectrums.end(), zx.begin(),  

zx.end() );
254
255     ///////////////////////////
256   ////Bahram code end
257       ///////////////////////////
258     /////
259
260 // vector <BandwidthManager*> spectrums = 

RunFrequencyReuseTechniques (nbCell, cluster, bandwidth); 
Updated by Bahram code

261
262 // BandwidthManager* femto_spectrums = spectrums.at(0);
263// vector <BandwidthManager*> femto_spectrums = 
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// vector <BandwidthManager*> femto_spectrums = 
RunFrequencyReuseTechniques (nbCell, cluster, bandwidth);

264
265
266
267
268
269
270  //Create a set of a couple of channels
271  vector <RadioChannel*> *dlChannels = new vector 

<RadioChannel*>;
272  vector <RadioChannel*> *ulChannels = new vector 

<RadioChannel*>;
273  for (int i= 0; i < nbCell + nbFemtoCells; i++)
274    {
275      RadioChannel *dlCh = new RadioChannel ();
276      dlCh->SetChannelId (i);
277      dlChannels->push_back (dlCh);
278
279      RadioChannel *ulCh = new RadioChannel ();
280      ulCh->SetChannelId (i);
281      ulChannels->push_back (ulCh);
282    }
283
284
285
286  //create gNBs
287  vector <GNodeB*> *gNBs = new vector <GNodeB*>;
288  for (int i = 0; i < nbCell; i++)
289    {
290      GNodeB* gnb = new GNodeB (i, cells->at (i));
291      gnb->GetPhy ()->SetDlChannel (dlChannels->at (i));
292      gnb->GetPhy ()->SetUlChannel (ulChannels->at (i));
293
294      gnb->SetDLScheduler (downlink_scheduler_type);
295
296      gnb->GetPhy ()->SetBandwidthManager (spectrums.at (i));
297
298      cout << "Created gnb, id " << gnb->GetIDNetworkNode()
299                << ", cell id " << gnb->GetCell ()->GetIdCell

()
300                <<", position: " << gnb->GetMobilityModel ()-

>GetAbsolutePosition ()->GetCoordinateX ()
301                << " " << gnb->GetMobilityModel ()-
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 << gnb->GetMobilityModel ()-

>GetAbsolutePosition ()->GetCoordinateY ()
302                << ", channels id " << gnb->GetPhy ()-

>GetDlChannel ()->GetChannelId ()
303                << gnb->GetPhy ()->GetUlChannel ()-

>GetChannelId ()  << endl;
304
305      spectrums.at (i)->Print ();
306
307
308      ulChannels->at (i)->AddDevice(gnb);
309
310
311      nm->GetGNodeBContainer ()->push_back (gnb);
312      gNBs->push_back (gnb);
313    }
314 //create Home gNBs
315  vector <Femtocell*> *femtocells = nm-

>GetFemtoCellContainer();
316  for (int i = nbCell; i < nbCell + nbFemtoCells; i++)
317    {
318      double HeNBdrop = (double) rand()/ (double) RAND_MAX;
319      HeNodeB* gnb = new HeNodeB (i, femtocells->at (i-

nbCell));
320      gnb->GetPhy ()->SetDlChannel (dlChannels->at (i));
321      gnb->GetPhy ()->SetUlChannel (ulChannels->at (i));
322      gnb->GetPhy ()->SetBandwidthManager (spectrums.at (i));
323
324      if (accessPolicy == 1)
325        {
326          gnb->GetMacEntity()-

>SetRestrictedAccessMode(false);
327        }
328
329      cout << "Created Home gnb, id " << gnb-

>GetIDNetworkNode()
330                              << ", cell id " << gnb->GetCell

()->GetIdCell ()
331                              <<", position: " << gnb-

>GetMobilityModel ()->GetAbsolutePosition ()->GetCoordinateX 
()

332                              << " " << gnb->GetMobilityModel
()->GetAbsolutePosition ()->GetCoordinateY ()

333                              << ", channels id " << gnb-
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 << gnb-

>GetPhy ()->GetDlChannel ()->GetChannelId ()
334                              << gnb->GetPhy ()->GetUlChannel

()->GetChannelId ();
335      if ( HeNBdrop <= activityRatio )
336              {
337                gnb->SetDLScheduler 

(downlink_scheduler_type);
338                cout << ", active " << endl;
339              }
340      else
341        {
342          cout << ", inactive " << endl;
343        }
344      spectrums.at (i)->Print ();
345
346      ulChannels->at (i)->AddDevice(gnb);
347
348      nm->GetHomeGNodeBContainer()->push_back (gnb);
349
350    }
351  vector <HeNodeB*> *HeNBs = nm->GetHomeGNodeBContainer();
352
353  int totalNbUE = nbCell*nbUE + nbFemtoCells*nbFemtoUE;
354  int totalNbCell = nbCell + nbFemtoCells;
355
356  //Define Application Container
357  VoIP VoIPApplication[ nbVoIP*totalNbUE ];
358  TraceBased VideoApplication[ nbVideo*totalNbUE ];
359  InfiniteBuffer BEApplication[ nbBE*totalNbUE ];
360  CBR CBRApplication[ nbCBR*totalNbUE ];
361  int voipApplication = 0;
362  int videoApplication = 0;
363  int cbrApplication = 0;
364  int beApplication = 0;
365  int destinationPort = 101;
366  int applicationID = 0;
367
368  //Create GW
369  Gateway *gw = new Gateway ();
370  nm->GetGatewayContainer ()->push_back (gw);
371
372
373  // Users in MACRO CELL
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374  //nbUE is the number of users that are into each cell at 
the beginning of the simulation

375  int idUE = totalNbCell;
376  for (int j = 0; j < nbCell; j++)
377    {
378
379      //users are distributed uniformly into a cell
380      vector<CartesianCoordinates*> *positions = 

GetUniformUsersDistribution (j, nbUE);
381
382      //Create UEs
383      for (int i = 0; i < nbUE; i++)
384        {
385          //ue's random position
386          double posX = positions->at (idUE - totalNbCell)-

>GetCoordinateX ();
387          double posY = positions->at (idUE - totalNbCell)-

>GetCoordinateY ();
388          double speedDirection = (double)(rand() %360) * 

((2*M_PI)/360);;
389
390          UserEquipment* ue = new UserEquipment (idUE,
391                                                 posX, posY, 

speed, speedDirection,
392                                                 cells->at 

(j),
393                                                 gNBs->at 

(j),
394                                                 0, //HO 

deactivated!
395                                                 

Mobility::CONSTANT_POSITION);
396
397          cout << "Created UE - id " << idUE << " position " 

<< posX << " " << posY
398                    << ", cell " <<  ue->GetCell ()-

>GetIdCell ()
399                    << ", target gnb " << ue->GetTargetNode 

()->GetIDNetworkNode () << endl;
400
401          ue->GetPhy ()->SetDlChannel (gNBs->at (j)->GetPhy 

()->GetDlChannel ());
402          ue->GetPhy ()->SetUlChannel (gNBs->at (j)->GetPhy 
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          ue->GetPhy ()->SetUlChannel (gNBs->at (j)->GetPhy 
()->GetUlChannel ());

403
404          ue->SetIndoorFlag(false);
405
406          FullbandCqiManager *cqiManager = new 

FullbandCqiManager ();
407          cqiManager->SetCqiReportingMode 

(CqiManager::PERIODIC);
408          cqiManager->SetReportingInterval (1);
409          cqiManager->SetDevice (ue);
410          ue->SetCqiManager (cqiManager);
411
412          nm->GetUserEquipmentContainer ()->push_back (ue);
413
414          // register ue to the gnb
415          gNBs->at (j)->RegisterUserEquipment (ue);
416          // define the channel realizations
417          for (int k = 0; k < nbCell; k++)
418            {
419              ChannelRealization* c_dl = new 

ChannelRealization (gNBs->at (k), ue, 
ChannelRealization::CHANNEL_MODEL_MACROCELL_URBAN);

420              gNBs->at (k)->GetPhy ()->GetDlChannel ()-
>GetPropagationLossModel ()->AddChannelRealization (c_dl);

421              ChannelRealization* c_ul = new 
ChannelRealization (ue, gNBs->at (k), 
ChannelRealization::CHANNEL_MODEL_MACROCELL_URBAN);

422              gNBs->at (k)->GetPhy ()->GetUlChannel ()-
>GetPropagationLossModel ()->AddChannelRealization (c_ul);

423            }
424          for (int k = 0; k < nbFemtoCells; k++)
425            {
426//              ChannelRealization* c_dl = new 

ChannelRealization (HeNBs->at (k), ue, 
ChannelRealization::CHANNEL_MODEL_FEMTOCELL_URBAN);

427//              HeNBs->at (k)->GetPhy ()->GetDlChannel ()-
>GetPropagationLossModel ()->AddChannelRealization (c_dl);

428//              ChannelRealization* c_ul = new 
ChannelRealization (ue, HeNBs->at (k), 
ChannelRealization::CHANNEL_MODEL_FEMTOCELL_URBAN);

429//              HeNBs->at (k)->GetPhy ()->GetUlChannel ()-
>GetPropagationLossModel ()->AddChannelRealization (c_ul);

430//
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431
432
433              ChannelRealization* c_dl = new 

ChannelRealization (HeNBs->at (k), ue, 
ChannelRealization::CHANNEL_MODEL_WINNER_DOWNLINK);

434                       HeNBs->at (k)->GetPhy ()->GetDlChannel
()->GetPropagationLossModel ()->AddChannelRealization (c_dl);

435                       ChannelRealization* c_ul = new 
ChannelRealization (ue, HeNBs->at (k), 
ChannelRealization::CHANNEL_MODEL_WINNER_DOWNLINK);

436                       HeNBs->at (k)->GetPhy ()->GetUlChannel
()->GetPropagationLossModel ()->AddChannelRealization (c_ul);

437
438            }
439          idUE++;
440        }
441    }
442
443
444
445  // Users in FEMTO CELLS
446  //nbUE is the number of users that are into each cell at 

the beginning of the simulation
447  //idUE = nbCell*nbUE;
448  for (int j = 0; j < nbFemtoCells; j++)
449    {
450      int idCell = j + nbCell;
451      vector<CartesianCoordinates*> *positions = 

GetUniformUsersDistributionInFemtoCell (idCell, nbFemtoUE);
452
453      //Create UEs
454      for (int i = 0; i < nbFemtoUE; i++)
455        {
456          //ue's random position
457          double posX = positions->at (i)->GetCoordinateX ();
458          double posY = positions->at (i)->GetCoordinateY ();
459          double speedDirection = (double)(rand() %360) * 

((2*M_PI)/360);;
460
461          UserEquipment* ue = new UserEquipment (idUE,
462                                                 posX, posY, 

speed, speedDirection,
463                                                 femtocells-
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>at (j),
464                                                 HeNBs->at 

(j),
465                                                 0, //HO 

deactivated!
466                                                 

Mobility::CONSTANT_POSITION);
467
468          cout << "Created UE in femto-cell - id " << idUE <<

" position " << posX << " " << posY
469                    << ", cell " <<  ue->GetCell ()-

>GetIdCell ()
470                    << ", target gnb " << ue->GetTargetNode 

()->GetIDNetworkNode () << endl;
471
472          ue->GetPhy ()->SetDlChannel (HeNBs->at (j)->GetPhy 

()->GetDlChannel ());
473          ue->GetPhy ()->SetUlChannel (HeNBs->at (j)->GetPhy 

()->GetUlChannel ());
474
475          ue->SetIndoorFlag(true);
476
477          if (accessPolicy == 1)
478            {
479              // adding Users to the closed subscriber group
480              HeNBs->at(j)->GetMacEntity()-

>AddSubscribedUser(ue);
481            }
482
483          FullbandCqiManager *cqiManager = new 

FullbandCqiManager ();
484          cqiManager->SetCqiReportingMode 

(CqiManager::PERIODIC);
485          cqiManager->SetReportingInterval (1);
486          cqiManager->SetDevice (ue);
487          ue->SetCqiManager (cqiManager);
488
489          nm->GetUserEquipmentContainer ()->push_back (ue);
490
491          // register ue to the gnb
492          HeNBs->at (j)->RegisterUserEquipment (ue);
493          // define the channel realizations
494          for (int k = 0; k < nbCell; k++)
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495            {
496              ChannelRealization* c_dl = new 

ChannelRealization (gNBs->at (k), ue, 
ChannelRealization::CHANNEL_MODEL_MACROCELL_URBAN);

497              gNBs->at (k)->GetPhy ()->GetDlChannel ()-
>GetPropagationLossModel ()->AddChannelRealization (c_dl);

498              ChannelRealization* c_ul = new 
ChannelRealization (ue, gNBs->at (k), 
ChannelRealization::CHANNEL_MODEL_MACROCELL_URBAN);

499              gNBs->at (k)->GetPhy ()->GetUlChannel ()-
>GetPropagationLossModel ()->AddChannelRealization (c_ul);

500            }
501          for (int k = 0; k < nbFemtoCells; k++)
502            {
503//              ChannelRealization* c_dl = new 

ChannelRealization (HeNBs->at (k), ue, 
ChannelRealization::CHANNEL_MODEL_FEMTOCELL_URBAN);

504//              HeNBs->at (k)->GetPhy ()->GetDlChannel ()-
>GetPropagationLossModel ()->AddChannelRealization (c_dl);

505//              ChannelRealization* c_ul = new 
ChannelRealization (ue, HeNBs->at (k), 
ChannelRealization::CHANNEL_MODEL_FEMTOCELL_URBAN);

506//              HeNBs->at (k)->GetPhy ()->GetUlChannel ()-
>GetPropagationLossModel ()->AddChannelRealization (c_ul);

507//
508//
509
510              ChannelRealization* c_dl = new 

ChannelRealization (HeNBs->at (k), ue, 
ChannelRealization::CHANNEL_MODEL_WINNER_DOWNLINK);   //
Updated by Bahram

511
512               HeNBs->at (k)->GetPhy ()->GetDlChannel ()-

>GetPropagationLossModel ()->AddChannelRealization (c_dl);
513               ChannelRealization* c_ul = new 

ChannelRealization (ue, HeNBs->at (k), 
ChannelRealization::CHANNEL_MODEL_WINNER_DOWNLINK);  //
Updated by Bahram

514               HeNBs->at (k)->GetPhy ()->GetUlChannel ()-
>GetPropagationLossModel ()->AddChannelRealization (c_ul);

515
516
517
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518
519
520
521
522
523            }
524          idUE++;
525        }
526    }
527
528
529  for (auto ue : *nm->GetUserEquipmentContainer ())
530    {
531      // CREATE DOWNLINK APPLICATION FOR THIS UE
532      double start_time = 0.1; // + GetRandomVariable (5.);
533 double duration_time = start_time + flow_duration;
534      // *** voip application
535      for (int j = 0; j < nbVoIP; j++)
536        {
537          // create application
538          VoIPApplication[voipApplication].SetSource (gw);
539          VoIPApplication[voipApplication].SetDestination 

(ue);
540          VoIPApplication[voipApplication].SetApplicationID 

(applicationID);
541          

VoIPApplication[voipApplication].SetStartTime(start_time);
542          

VoIPApplication[voipApplication].SetStopTime(duration_time);
543
544          // create qos parameters
545          if (downlink_scheduler_type == 

GNodeB::DLScheduler_TYPE_FLS)
546            {
547              QoSForFLS *qos = new QoSForFLS ();
548              qos->SetMaxDelay (maxDelay);
549              if (maxDelay == 0.1)
550                {
551                  cout << "Target Delay = 0.1 s, M = 9" << 

endl;
552                  qos->SetNbOfCoefficients (9);
553                }
554              else if (maxDelay == 0.08)
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555                {
556                  cout << "Target Delay = 0.08 s, M = 7" << 

endl;
557                  qos->SetNbOfCoefficients (7);
558                }
559              else if (maxDelay == 0.06)
560                {
561                  cout << "Target Delay = 0.06 s, M = 5" << 

endl;
562                  qos->SetNbOfCoefficients (5);
563                }
564              else if (maxDelay == 0.04)
565                {
566                  cout << "Target Delay = 0.04 s, M = 3" << 

endl;
567                  qos->SetNbOfCoefficients (3);
568                }
569              else
570                {
571                  cout << "ERROR: target delay is not 

available"<< endl;
572                  return;
573                }
574
575              

VoIPApplication[voipApplication].SetQoSParameters (qos);
576            }
577          else if (downlink_scheduler_type == 

GNodeB::DLScheduler_TYPE_EXP)
578            {
579              QoSForEXP *qos = new QoSForEXP ();
580              qos->SetMaxDelay (maxDelay);
581              

VoIPApplication[voipApplication].SetQoSParameters (qos);
582            }
583          else if (downlink_scheduler_type == 

GNodeB::DLScheduler_TYPE_MLWDF)
584            {
585              QoSForM_LWDF *qos = new QoSForM_LWDF ();
586              qos->SetMaxDelay (maxDelay);
587

VoIPApplication[voipApplication].SetQoSParameters (qos);
588            }
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589          else
590            {
591              QoSParameters *qos = new QoSParameters ();
592              qos->SetMaxDelay (maxDelay);
593              

VoIPApplication[voipApplication].SetQoSParameters (qos);
594            }
595
596
597          //create classifier parameters
598          ClassifierParameters *cp = new ClassifierParameters

(gw->GetIDNetworkNode(),
599              ue->GetIDNetworkNode(),
600              0,
601              destinationPort,
602

TransportProtocol::TRANSPORT_PROTOCOL_TYPE_UDP);
603          

VoIPApplication[voipApplication].SetClassifierParameters 
(cp);

604
605          cout << "CREATED VOIP APPLICATION, ID " << 

applicationID << endl;
606
607          //update counter
608          destinationPort++;
609          applicationID++;
610          voipApplication++;
611        }
612
613
614      // *** video application
615      for (int j = 0; j < nbVideo; j++)
616        {
617          // create application
618          VideoApplication[videoApplication].SetSource (gw);
619          VideoApplication[videoApplication].SetDestination 

(ue);
620          

VideoApplication[videoApplication].SetApplicationID 
(applicationID);

621          
VideoApplication[videoApplication].SetStartTime(start_time);
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622          
VideoApplication[videoApplication].SetStopTime(duration_time
);

623
624          switch (videoBitRate)
625            {
626            case 128:
627              {
628                

VideoApplication[videoApplication].LoadInternalTrace(&forema
n_h264_128k);

629//                  
VideoApplication[videoApplication].LoadInternalTrace(&highwa
y_h264_128k);

630//                  
VideoApplication[videoApplication].LoadInternalTrace(&mobile
_h264_128k);

631                cout << "  selected video @ 128k"<< endl;
632                break;
633              }
634            case 242:
635              {
636                

VideoApplication[videoApplication].LoadInternalTrace(&forema
n_h264_242k);

637                cout << "  selected video @ 242k"<< endl;
638                break;
639              }
640            case 440:
641              {
642                

VideoApplication[videoApplication].LoadInternalTrace(&forema
n_h264_440k);

643                cout << "  selected video @ 440k"<< endl;
644                break;
645              }
646            default:
647              {
648                cout << "  Unsupported video bitrate!"<< 

endl;
649 exit(1);
650              }
651            }
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652
653          // create qos parameters
654          if (downlink_scheduler_type == 

GNodeB::DLScheduler_TYPE_FLS)
655            {
656              QoSForFLS *qos = new QoSForFLS ();
657              qos->SetMaxDelay (maxDelay);
658              if (maxDelay == 0.1)
659                {
660                  cout << "Target Delay = 0.1 s, M = 9" << 

endl;
661                  qos->SetNbOfCoefficients (9);
662                }
663              else if (maxDelay == 0.08)
664                {
665                  cout << "Target Delay = 0.08 s, M = 7" << 

endl;
666                  qos->SetNbOfCoefficients (7);
667                }
668              else if (maxDelay == 0.06)
669                {
670                  cout << "Target Delay = 0.06 s, M = 5" << 

endl;
671                  qos->SetNbOfCoefficients (5);
672                }
673              else if (maxDelay == 0.04)
674                {
675                  cout << "Target Delay = 0.04 s, M = 3" << 

endl;
676                  qos->SetNbOfCoefficients (3);
677                }
678              else
679                {
680                  cout << "ERROR: target delay is not 

available"<< endl;
681                  return;
682                }
683
684              

VideoApplication[videoApplication].SetQoSParameters (qos);
685            }
686          else if (downlink_scheduler_type == 

GNodeB::DLScheduler_TYPE_EXP)
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687            {
688              QoSForEXP *qos = new QoSForEXP ();
689              qos->SetMaxDelay (maxDelay);
690              

VideoApplication[videoApplication].SetQoSParameters (qos);
691            }
692          else if (downlink_scheduler_type == 

GNodeB::DLScheduler_TYPE_MLWDF)
693            {
694              QoSForM_LWDF *qos = new QoSForM_LWDF ();
695              qos->SetMaxDelay (maxDelay);
696              

VideoApplication[videoApplication].SetQoSParameters (qos);
697            }
698          else
699            {
700              QoSParameters *qos = new QoSParameters ();
701              qos->SetMaxDelay (maxDelay);
702              

VideoApplication[videoApplication].SetQoSParameters (qos);
703            }
704
705
706          //create classifier parameters
707          ClassifierParameters *cp = new ClassifierParameters

(gw->GetIDNetworkNode(),
708              ue->GetIDNetworkNode(),
709              0,
710              destinationPort,
711              

TransportProtocol::TRANSPORT_PROTOCOL_TYPE_UDP);
712          

VideoApplication[videoApplication].SetClassifierParameters 
(cp);

713
714          cout << "CREATED VIDEO APPLICATION, ID " << 

applicationID << endl;
715
716          //update counter
717          destinationPort++;
718          applicationID++;
719          videoApplication++;
720        }
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721
722      // *** be application
723      for (int j = 0; j < nbBE; j++)
724        {
725          // create application
726          BEApplication[beApplication].SetSource (gw);
727          BEApplication[beApplication].SetDestination (ue);
728          BEApplication[beApplication].SetApplicationID 

(applicationID);
729          

BEApplication[beApplication].SetStartTime(start_time);
730          

BEApplication[beApplication].SetStopTime(duration_time);
731
732
733 // create qos parameters
734          QoSParameters *qosParameters = new QoSParameters 

();
735          BEApplication[beApplication].SetQoSParameters 

(qosParameters);
736
737
738          //create classifier parameters
739          ClassifierParameters *cp = new ClassifierParameters

(gw->GetIDNetworkNode(),
740              ue->GetIDNetworkNode(),
741              0,
742              destinationPort,
743              

TransportProtocol::TRANSPORT_PROTOCOL_TYPE_UDP);
744          

BEApplication[beApplication].SetClassifierParameters (cp);
745
746          cout << "CREATED BE APPLICATION, ID " << 

applicationID << endl;
747
748          //update counter
749          destinationPort++;
750          applicationID++;
751          beApplication++;
752        }
753
754      // *** cbr application
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755      for (int j = 0; j < nbCBR; j++)
756        {
757          // create application
758          CBRApplication[cbrApplication].SetSource (gw);
759          CBRApplication[cbrApplication].SetDestination (ue);
760          CBRApplication[cbrApplication].SetApplicationID 

(applicationID);
761          

CBRApplication[cbrApplication].SetStartTime(start_time);
762          

CBRApplication[cbrApplication].SetStopTime(duration_time);
763          CBRApplication[cbrApplication].SetInterval (0.04);
764          CBRApplication[cbrApplication].SetSize (5);
765
766          // create qos parameters
767 QoSParameters *qosParameters = new QoSParameters

();
768          qosParameters->SetMaxDelay (maxDelay);
769
770          CBRApplication[cbrApplication].SetQoSParameters 

(qosParameters);
771
772
773          //create classifier parameters
774          ClassifierParameters *cp = new ClassifierParameters

(gw->GetIDNetworkNode(),
775              ue->GetIDNetworkNode(),
776              0,
777              destinationPort,
778              

TransportProtocol::TRANSPORT_PROTOCOL_TYPE_UDP);
779          

CBRApplication[cbrApplication].SetClassifierParameters (cp);
780
781          cout << "CREATED CBR APPLICATION, ID " << 

applicationID << endl;
782
783          //update counter
784          destinationPort++;
785          applicationID++;
786          cbrApplication++;
787        }
788
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789
790
791    }
792
793
794  simulator->SetStop(duration);
795  simulator->Run ();
796
797}
798
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1/* -*- Mode:C++; c-file-style:"gnu"; indent-tabs-mode:nil; -*-
*/

2/*
3 * Copyright (c) 2020 TELEMATICS LAB, Politecnico di Bari
4 *
5 * This file is part of 5G-air-simulator
6 *
7 * 5G-air-simulator is free software; you can redistribute it 
and/or modify

8 * it under the terms of the GNU General Public License 
version 3 as

9 * published by the Free Software Foundation;
10 *
11 * 5G-air-simulator is distributed in the hope that it will be

useful,
12 * but WITHOUT ANY WARRANTY; without even the implied warranty

of
13 * MERCHANTABILITY or FITNESS FOR A PARTICULAR PURPOSE.  See 

the
14 * GNU General Public License for more details.
15 *
16 * You should have received a copy of the GNU General Public 

License
17 * along with 5G-air-simulator; if not, see <http://

www.gnu.org/licenses/>.
18 *
19 * Author: Francesco Capozzi <f.capozzi@poliba.it>
20 * Updated by: Bahram khan <bahram.khan@lx.it.pt>
21 */
22
23#include "henb-phy.h"
24
25HenbPhy::HenbPhy()
26{
27  SetTxPower(0); //dBm
28  //SetTxPower(10); //dBm
29 // SetTxPower(20); //dBm
30}
31
32
33HeNodeB*
34HenbPhy::GetDevice(void)
35{
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36  Phy* phy = (Phy*)this;
37  return (HeNodeB*)phy->GetDevice();
38}
39
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1/* -*- Mode:C++; c-file-style:"gnu"; indent-tabs-mode:nil; -
*- */

2/*
3 * Copyright (c) 2020 TELEMATICS LAB, Politecnico di Bari
4 *
5 * This file is part of 5G-air-simulator
6 *
7 * 5G-air-simulator is free software; you can redistribute it
and/or modify

8 * it under the terms of the GNU General Public License 
version 3 as

9 * published by the Free Software Foundation;
10 *
11 * 5G-air-simulator is distributed in the hope that it will 

be useful,
12 * but WITHOUT ANY WARRANTY; without even the implied 

warranty of
13 * MERCHANTABILITY or FITNESS FOR A PARTICULAR PURPOSE.  See 

the
14 * GNU General Public License for more details.
15 *
16 * You should have received a copy of the GNU General Public 

License
17 * along with 5G-air-simulator; if not, see <http://

www.gnu.org/licenses/>.
18 *
19 * Author: Francesco Capozzi <f.capozzi@poliba.it>
20 * Updated by: Bahram khan <bahram.khan@lx.it.pt>
21 */
22
23#ifndef USERSDISTRIBTION_H_
24#define USERSDISTRIBTION_H_
25
26#include "../core/cartesianCoodrdinates/

CartesianCoordinates.h"
27#include "CellPosition.h"
28#include "../componentManagers/NetworkManager.h"
29
30#include <vector>
31#include <iostream>
32
33#include <cmath>
34#include <random>
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35#include <chrono>
36
37static CartesianCoordinates*
38GetCartesianCoordinatesFromPolar (double r, double angle)
39{
40  double x = r * cos (angle);
41  double y = r * sin (angle);
42
43  CartesianCoordinates *coordinates = new 

CartesianCoordinates ();
44  coordinates->SetCoordinates(x,y);
45  return coordinates;
46}
47
48static vector<CartesianCoordinates*>*
49GetUniformUsersDistribution (int idCell, int nbUE)
50{
51 NetworkManager * networkManager = NetworkManager::Init();
52 vector<CartesianCoordinates*> *vectorOfCoordinates = 

new vector<CartesianCoordinates*>;
53
54 Cell *cell = networkManager->GetCellByID(idCell);
55
56 double radii = (cell->GetRadius()*1000)*0.8;
57
58 CartesianCoordinates *cellCoordinates = cell-

>GetCellCenterPosition();
59 double r; double angle;
60
61 for (int i = 0; i < nbUE; i++)
62 {
63 // Updates in the Simulator to present a near 

random distribution of users in the eNB doi={10.1109/VTCFall.
2018.8690935}

64 unsigned seed = 
std::chrono::system_clock::now().time_since_epoch().count();

65 std::mt19937 rng_mt(seed);
66 std::uniform_real_distribution<double> 

dist_double(0.0, 1.0);
67 std::uniform_real_distribution<double> 

theta_double(0.0, 360.0);
68
69 double radius=dist_double(rng_mt);
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70 double th=theta_double(rng_mt);
71
72 double angle = 2*M_PI*th/360;
73 double r1 = sqrt(radius);
74 double r = radii*r1;
75
76
77 CartesianCoordinates *newCoordinates = 

GetCartesianCoordinatesFromPolar (r, angle);
78
79 //Compute absoluteCoordinates
80 newCoordinates->SetCoordinateX (cellCoordinates-

>GetCoordinateX () + newCoordinates->GetCoordinateX ());
81 newCoordinates->SetCoordinateY (cellCoordinates-

>GetCoordinateY () + newCoordinates->GetCoordinateY ());
82
83 vectorOfCoordinates->push_back(newCoordinates);
84 }
85
86  return vectorOfCoordinates;
87}
88
89static vector<CartesianCoordinates*>*
90GetUniformUsersDistributionInFemtoCell (int idCell, int nbUE)
91{
92  NetworkManager * networkManager = NetworkManager::Init();
93  vector<CartesianCoordinates*> *vectorOfCoordinates = new 

vector<CartesianCoordinates*>;
94
95  Femtocell *cell = networkManager->GetFemtoCellByID(idCell);
96
97  double sidehome = cell->GetSide();
98  //double side = cell->GetSide();
99
100  CartesianCoordinates *cellCoordinates = cell-

>GetCellCenterPosition();
101  double r;
102  double angle;
103
104  for (int i = 0; i < nbUE; i++)
105    {
106   /*
107      r = (double)(rand() %(int)side);
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108     angle = (double)(rand() %360) * ((2*M_PI)/360);
109
110      CartesianCoordinates *newCoordinates = 

GetCartesianCoordinatesFromPolar (r, angle);
111
112      //Compute absoluteCoordinates
113      newCoordinates->SetCoordinateX (cellCoordinates-

>GetCoordinateX () + newCoordinates->GetCoordinateX ());
114      newCoordinates->SetCoordinateY (cellCoordinates-

>GetCoordinateY () + newCoordinates->GetCoordinateY ());
115
116      vectorOfCoordinates->push_back(newCoordinates);
117
118      */
119
120
121   //r = (double)(rand() %(int)side);
122     //angle = (double)(rand() %360) * ((2*3.14)/360);
123
124
125
126
127      unsigned seed = 

std::chrono::system_clock::now().time_since_epoch().count();
128      std::mt19937 rng_mt(seed);
129      std::uniform_real_distribution<double> 

distx_double(0.0, 1);
130      std::uniform_real_distribution<double> 

disty_double(0.0, 1);
131
132      double xa=distx_double(rng_mt);
133      double ya=disty_double(rng_mt);
134
135      //double xb = sqrt(xa);
136      //double yb = sqrt(ya);
137
138      double x = sidehome*xa-(sidehome/2);
139      double y = sidehome*ya-(sidehome/2);
140
141      //double angle = 2*M_PI*th/360;
142 //double r1 = sqrt(radius);
143      //double r = (sqrt (2*sidehome*sidehome))/2*r1;
144
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145      //CartesianCoordinates *coordinates = new 
CartesianCoordinates ();

146      // coordinates->SetCoordinates(x,y);
147       //return coordinates;
148
149     //CartesianCoordinates *newCoordinates = 

GetCartesianCoordinatesFromPolar (r, angle);
150     CartesianCoordinates *newCoordinates = new 

CartesianCoordinates ();
151     newCoordinates->SetCoordinates(x,y);
152     //Compute absoluteCoordinates
153     newCoordinates->SetCoordinateX (cellCoordinates-

>GetCoordinateX () + newCoordinates->GetCoordinateX ());
154     newCoordinates->SetCoordinateY (cellCoordinates-

>GetCoordinateY () + newCoordinates->GetCoordinateY ());
155
156     vectorOfCoordinates->push_back(newCoordinates);
157
158
159
160    }
161
162  return vectorOfCoordinates;
163}
164
165
166#endif /* USERSDISTRIBTION_H_ */
167
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1/* -*- Mode:C++; c-file-style:"gnu"; indent-tabs-mode:nil; -
*- */

2/*
3 * Copyright (c) 2020 TELEMATICS LAB, Politecnico di Bari
4 *
5 * This file is part of 5G-air-simulator
6 *
7 * 5G-air-simulator is free software; you can redistribute it
and/or modify

8 * it under the terms of the GNU General Public License 
version 3 as

9 * published by the Free Software Foundation;
10 *
11 * 5G-air-simulator is distributed in the hope that it will 

be useful,
12 * but WITHOUT ANY WARRANTY; without even the implied 

warranty of
13 * MERCHANTABILITY or FITNESS FOR A PARTICULAR PURPOSE.  See 

the
14 * GNU General Public License for more details.
15 *
16 * You should have received a copy of the GNU General Public 

License
17 * along with 5G-air-simulator; if not, see <http://

www.gnu.org/licenses/>.
18 *
19 * Author: Francesco Capozzi <f.capozzi@poliba.it>
20 * Updated by: Bahram khan <bahram.khan@lx.it.pt>
21 */
22
23
24#ifndef FREQUENCY_REUSE_HELPER_H_
25#define FREQUENCY_REUSE_HELPER_H_
26
27#include <stdint.h>
28#include "stdlib.h"
29#include <math.h>
30#include "../core/spectrum/bandwidth-manager.h"
31#include "../componentManagers/FrameManager.h"
32
33/*
34
35Number of supported non-overlapping channels in each 
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Number of supported non-overlapping channels in each 
frequency band and bandwidth.

36
37operative band bandwidth Channel bandwidth 

(MHz)
38 1.4 3 5 10 15 

20
39
401 60 — — 12 6 4 3
412 60 42 20 12 6 [4] 

[3]
423 75 53 23 15 7 [5] 

[3]
43...
44
45XXX: now is supported only the 1-th operative sub-band
46*/
47
48static vector <BandwidthManager*>
49RunFrequencyReuseTechniques(int nodes, int cluster, double 

bandwidth)
50{
51  vector <BandwidthManager*> spectrum;
52
53  int operativeSubBands;
54  int cluster1[37] = 

{0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,
0,0,0,0,0,0,0};

55  int cluster2[37] = 
{0,1,0,1,0,1,0,1,0,1,0,1,0,1,0,1,0,1,0,1,0,1,0,1,0,1,0,1,0,1,
0,1,0,1,0,1,0};

56  int cluster3[37] = 
{0,1,2,1,2,1,2,2,0,1,0,2,0,1,0,2,0,1,0,0,1,2,0,2,1,0,1,2,0,2,
1,0,1,2,0,2,1};

57  int cluster4[37] = 
{0,1,2,3,1,2,3,0,3,0,1,0,2,0,3,0,1,0,2,1,2,1,2,3,2,3,1,3,1,2,
1,2,3,2,3,1,3};

58  int cluster7[37] = 
{0,1,2,3,4,5,6,5,4,6,5,1,6,2,1,3,2,4,3,6,0,3,1,0,4,2,0,5,3,0,
6,4,0,1,5,0,2};

59  if (bandwidth == 1.4)
60    {
61      operativeSubBands = 6;
62    }
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63  else if (bandwidth == 3)
64    {
65      operativeSubBands = 15;
66    }
67  else if (bandwidth == 5)
68    {
69      operativeSubBands = 25;
70    }
71  else if (bandwidth == 10)
72    {
73      operativeSubBands = 50;
74    }
75  else if (bandwidth == 15)
76    {
77      operativeSubBands = 75;
78    }
79  else if (bandwidth == 20)
80    {
81      operativeSubBands = 100;
82    }
83  else
84    {
85      cout << "ERROR: unsupported/invalid bandwidth: " << 

bandwidth << endl;
86    }
87
88  int* cluster_p;
89  if (cluster == 1)
90    {
91      cluster_p = cluster1;
92    }
93  if (cluster == 2)
94    {
95      cluster_p = cluster2;
96    }
97  else if (cluster == 3)
98    {
99      cluster_p = cluster3;
100    }
101  else if (cluster == 4)
102    {
103      cluster_p = cluster4;
104    }
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105  else if (cluster == 7)
106    {
107      cluster_p = cluster7;
108    }
109  else
110    {
111      cout << "ERROR: unsupported/invalid frequency reuse 

factor: " << cluster << endl;
112    }
113
114  for (int i = 0; i < nodes; i++)
115    {
116      int offset = cluster_p[i] * operativeSubBands;
117
118      BandwidthManager *s = new BandwidthManager (bandwidth, 

bandwidth, offset, offset);
119      spectrum.push_back (s);
120    }
121
122  return spectrum;
123}
124
125
126
127#endif /* FREQUENCY_REUSE_HELPER_H_ */
128
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Appendix D

Input To And Out Put From 5G Air Simulator

D.1 Source Code for Femto-cell Scenario

D.2 Input to the Simulator

5G Air Simulator 
Source code  

Tools 

Input To Simulator  
Run_code use   

TRACE folder
contains output
in zip-file for
each seed and

each user 

To extract the out
put from zip files

Postsim code

PLR  Goodput and  Delay 50 values each

Take the average of 50 values  for each case 

Figure D.1: Simulation approach to obtain the required output (PLR, goodput and delay) for analysis.
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D.2.1 To Set the Parameters To The Simulator

In this part of the code, we set the input to the simulator to obtain our result. When we give

the information, the simulation start and run n number of seed. In our case, we consider the

following parameters with input seed 50 and we update the following code according to our

scenario. It meant that simulations ran for 50 number of seeds for each user. For example,

if we take users 30 to 37, the simulator will produce 50 simulations for 30, 31, 32, 33, 34, 35,

and 36 in the trace folders.

RUN=”./5G-air-simulator” Run the simulator

SCENARIO= SingleCellWithFemto Name of the scenario

nCell= 1 Number of Macro cell

radius= 1 Radius of Macro cell

NbBuildings=1 Numbers of building

BuildingType= 0 Type of building defines howmuch number of Femto- cell inside the build-

ing there is possibligty of 25 and 40

NbUE= 0 Number of users in Macro cell

NbVoIP=0

NbVideo=1

NbBE= 0

Sched: 1-> M-LWDF, 2-> FLS Selected schedulers

Sched= 1 (2)

Frame_struct= 1

Speed= 3

AccessPolicy= 0

MaxDelay= 0.1

VideoBitRate= 440

Freq= 2 GHz

Freq_escrita= 2 GHz To set the folder name with frequency name

seedF= 50 Maximum seed

seedI= 1 Minimum seed

until [ seedI − gtseedF ]; do

For nbFemtoUE in 30 31 32 33 34 35 36 37 Number of users

do

Trace= ”TRACE/nbCells_{nCell}_radius_{radius}_nbFemtUE_{nbFemtoUE}_sched_type

_{sched}_Freq_{Freq_escrita}_seed_{seedI}” Name to the folder in the trace

Number of input parameters to the scenario $RUN${SCENARIO} ${radius} ${nbBuildings}
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${buildingType} ${activityRatio} ${nbUE} ${nbFemtoUE} ${nbVoIP}

${nbVideo}${nbBE}${nbCBR}${sched}${frame_struct} ${speed}${accessPolicy} ${maxDe-

lay} ${videoBitRate} > ${trace}

gzip $trace To make Zip file in the trace folder

done

seedI= (($seedI + 1)) ++ To the seed

done

./postsim.sh This is calling another code which calculate the average of the traces in the trace

folder

echo SIMULATION FINISHED!

D.2.2 To obtain the output (PLR, Good put and Delay)

With the help of the following code, one can get them out (PLR, Delay and Goodput) from

the trace folder. In the trace folder, each user has 50 numbers of the folder (zip files). It is

challenging to get the values direct.

RUN=”./5G-air-simulator” Run the simulator

SCENARIO= SingleCellWithFemto Name of the scenario

nCell= 1 Number of Macro cell

radius= 1 Radius of Macro cell

NbBuildings=1 Numbers of building

BuildingType= 0 Type of building defines howmuch number of Femto- cell inside the build-

ing there is possibligty of 25 and 40

NbUE= 0 Number of users in Macro cell

NbVoIP=0

NbVideo=1

NbBE= 0

Sched: 1-> M-LWDF, 2-> FLS Selected schedulers

Sched= 1 (2)

Frame_struct= 1

Speed= 3

AccessPolicy= 0

MaxDelay= 0.1

VideoBitRate= 440

wall= 10 its is set to make different folder for different size of wall of the apartment

power= 0 Power of the home cell (Femto pico)
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Freq= 2 GHz

Freq_escrita= 2 GHz To set the folder name with frequency name

seedF= 50 Maximum seed

seedI= 1 Minimum seed

until [ seedI − gtseedF ]; do

For nbFemtoUE in 30 31 32 33 34 35 36 37 Number of users

do

echo ”POST SIM FOR $SCENARIO ${radius} ${nbBuildings} ${buildingType} $

{activityRatio} ${nbUE}${nbFemtoUE}${nbVoIP}${nbVideo}${nbBE}${nbCBR}${sched}

${frame

_struct} ${speed} ${accessPolicy} ${maxDelay} ${videoBitRate} ” To get the results with

defined parameters

FILE_IN= ”TRACE/nbCells_$nCell_radius_${radius}_nbFemtUE_${nbFemtoUE}_type

_${sched}_Freq_${Freq_escrita}_seed_${seedI”} Defining where is the trace folder

TPUT_CELL_AGGREGATE_VIDEO=”OUTPUT/TPUT_CELL_VIDEO_nbCells_${nbCells}

_radius_${radius}_nbFemtUE_${nbFemtoUE}_sched_type_${sched}_Freq_${Freq_escrita}

_power_${power}_wall_${wall}” After calculations the good-put is saving in the OUTPUT

folder with the above given name

DELAY_CELL_AGGREGATE_VIDEO=”OUTPUT/DELAY_CELL_VIDEO_nbCells_${nbCells}

_radius_${radius}_nbFemtUE_${nbFemtoUE}_sched_type_${sched}_Freq_${Freq_escrita}

_power_${power}_wall_${wall}”After calculations the delay is saving in theOUTPUT folder

with the above given name

TPLR_CELL_AGGREGATE_VIDEO=”OUTPUT/TPLR_CELL_VIDEO_nbCells_${nbCells}_-

radius_${radius}_nbFemtUE_${nbFemtoUE}_sched_type_${sched}_Freq_${Freq_escrita}

_power_${power}_wall_${wall}” After calculations the PLR is saving in the OUTPUT folder

with the above given name
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if [ -f $FILE_IN.gz ] If the file is zip files then

cd TRACE; unp nbCells_${nCell}_radius_${radius}_nbFemtUE_${nbFemtoUE}

_sched_type_${sched}_Freq_${Freq_escrita}_seed_${seedI}.gz; cd .. To unzip the files

and get the directory

n= $(grep -c ”SIMULATOR_DEBUG:” ${FILE_IN})

if [ ”$n” = ”0” ] then

echo ”$FILE_IN” » simulate_again

else

./TOOLS/make_goodput.awk ./${FILE_IN}»$TPUT_CELL_AGGREGATE_VIDEO Touse

the tools and calculate the goodput

./TOOLS/make_plr.awk ./${FILE_IN} » $TPLR_CELL_AGGREGATE_VIDEO To use the

tools and calculate the PLR

awk /RX/{arr[$2]+=$14; count[$2]++}END{for (x in arr)print arr[x]/count[x]} ./${FILE_-

IN} »$DELAY_CELL_AGGREGATE_VIDEO To use the tools and calculate the delay

fi

rm ${FILE_IN}
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fi

done

seedI=$(($seedI+1))

done

echo SIMULATION FINISHED!
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