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#### Abstract

Inclusive computational practices are increasingly being employed to enrich knowledge and facilitate sensemaking in STEM education. Embedding computational activities in ComputerSupported Collaborative Learning environments can enhance students' experiences. This study aimed to investigate the knowledge co-construction process within tailored student-led computational lab activities designed for a Computational Finance module. In particular, this study focused on the analysis of the effects of different lab practices and of group composition on knowledge co-construction. The groups designed for the lab activities were internally homogenous in terms of student ability. The sample consisted of 396 answers to a weekly survey filled out by all 50 of the undergraduate students who attended the module during the AY 2020/2021. The qualitative analysis relied on an adapted version of the Interaction Analysis Model designed by Gunawardena and colleagues for collaborative knowledge construction. Quantitative analyses were then conducted to study how the different lab practices and the composition of the groups affected the interaction. The findings revealed that, although the lower phases were the most prevalent, significant negotiations of meaning and discussions were activated, especially in tasks guiding towards sensemaking. Furthermore, the groups composed of lower-achieving students were the most engaged in negotiating and improving understanding as a result of the group interaction.
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## 1. Introduction

Nowadays, science and Mathematics increasingly rely on computer-based methodologies. Indeed, there is a growing interest in the integration of computational methods within the scientific field, as it is recognized that they can play a significant role in enhancing knowledge, understanding and sensemaking. This phenomenon serves as the driving force behind a burgeoning body of the literature that has delved into the role of computation in STEM subjects and computational thinking practices [1-8]. In this scenario, Computational Finance emerges as a novel interdisciplinary field within Applied Mathematics, carrying significance in the mastery of Financial Mathematics and computational thinking. While the proliferation of Financial Mathematics programs has been extraordinary in recent years, it is crucial to recognize that research focusing on the Computational Finance curriculum remains limited [9-11].

In STEM education, thinking about ways to enhance and improve knowledge acquisition and understanding is crucial. Socio-constructivist theories argue that knowledge is
not merely acquired by individuals on their own, but, rather, it is actively and collaboratively constructed through social interactions and the sharing of different viewpoints and experiences. Learners are considered as active knowledge constructors rather than passive information receivers (see $[12,13]$ ). According to this perspective, learning and understanding emerge through active engagement with others, as individuals actively participate in interactions, discussions, meaning negotiations, and problem-solving activities. Suitable environments to promote this kind of collaboration-based knowledge construction are the Computer-Supported Collaborative Learning (CSCL) environments.

In the last few decades, there has been increasing investigation in the CSCL field, which explores how digital technology can support collaboration and learning in multiple domains [14]. As pointed out by Zabolotna et al. [15], a current challenge is how to distinguish and understand the interplay between knowledge construction and group-level regulation that take place in social interactions between peers in collaborative learning settings.

When designing collaborative activities, one critical issue is group composition. In the literature there is disagreement about the effectiveness of homogeneous versus heterogeneous ability grouping; in both cases, it seems that collaborative learning is particularly effective in low-achieving students [13]. It is important to notice that there are no studies which relate the students' achievement level in homogeneous groups and the level of knowledge co-construction in collaborative activities. This paper intends to cover this gap. This study aims to

- Extend the analysis conducted by Barana et al. in [9] studying the co-construction of knowledge of undergraduate students in Financial Mathematics within a CSCL environment. To accomplish this, we revised the Interaction Analysis Model (IAM) developed by Gunawardena and Anderson for examining the social construction of knowledge [16] and adapting it to the specific context of Computational Finance.
- Investigate the impact of computational practices on collaborative knowledge construction, analyzing the levels of collaboration achieved through different student-led computational lab activities designed for a Computational Finance module.
- Investigate the impact of group composition on the co-construction of knowledge. Specifically, we argue if and how an internally homogeneous composition of groups in terms of students' Grade Point Average (GPA) can affect the achievement of higherlevel knowledge co-construction.
The data collection was conducted within the labs of the Computational Finance module ACM30070, School of Mathematics and Statistics, University College Dublin (UCD), in the academic year 2020/2021. Computational Finance modules are keystone modules in any Financial Mathematics curricula to master the subject and to acquire competences that are fundamental in any quantitative finance job. A total of 10 labs took place in Spring 2021. The groups participating in the lab activities were homogenous, i.e., components had similar GPAs; as well as this, the presence of Applied Computational Mathematics (ACM) and Financial Mathematics (FM) students was balanced within groups. Moreover, gender and a possible minority balance were considered while creating the groups. For our study, we analyzed the answers to a weekly survey that all 50 students attending the ACM30070 module completed after each lab. To address the study aims, we performed a qualitative analysis of those answers, starting from the adapted IAM framework, and then statistically validated our findings with a Fisher-Freeman-Halton Exact Test based on 10,000 tables sampled according to the Monte Carlo method.

This research study also contributes to fostering the diversity and inclusion of students in Mathematics programs. A person's discipline identity is deeply related to one's perceived self-association with the discipline, which is the strongest predictor of a person's future career path [17]. Research has demonstrated that learning environments that provide spaces to develop students' interests, understanding outside of the formal learning environment, and metacognitive reflection can reduce the lack of gender and socioeconomic diversity and give rise to a clear sense of belonging and community $[18,19]$. Moreover, teaching Mathe-
matics through more open-ended, collaborative, problem-solving approaches contributes to the achievement of more equitable results and a reduction in the gender gap [20,21]. Some authors have also proposed the use of computers as a way to overcome barriers to equity, since technologies can offer valid feedback to push the learner forward, provide realistic data, and display tasks and processes using different registers and media, thus making Mathematics more relevant and realistic [19,22,23].

This paper is structured as follows: the Section 2 introduces the literature background on which the study is grounded and the framework through which the analyses are carried out; the Section 3 discusses the context of the research, the data-collection process and the analysis methods implemented; the Section 4 presents the results obtained and provides explanations for these findings, engaging in a discussion of their meaning and significance; and the Section 5 sets out the conclusions drawn from the results obtained and presents possible further developments for the research.

## 2. Theoretical Framework and Literature Review

### 2.1. Computation, Computational Thinking and Sensemaking

In recent decades, there has been a growing focus on the role of computation in Mathematics, driven by the continuous development of new technological tools and resources. Lockwood et al. [1] sought to show evidence that computing is an inherent part of doing Mathematics and is a practice that students should develop. While acknowledging the potential limitations of their choice, they employed computation synonymously with computing. They defined computing in Mathematics as follows: "the practice of using tools to perform mathematical calculations or to develop or implement algorithms in order to accomplish a mathematical goal" [1]. This definition shows the relevance of two main components in computing: calculations and algorithms. As they pointed out, examples of such computation might include developing an algorithm to analyze data, implementing a procedure to generate examples, or writing an algorithm to estimate the errors of numerical calculations. Lockwood et al. [1] interviewed six mathematicians to learn how they perceived the role of computing in their work. The interview revealed that mathematicians utilize computing in their research by facilitating experimentation, testing conjectures, approximating, and visualizing. They also discovered that computing reinforces desirable habits of the mind and additional disciplinary practices. Moreover, it is closely intertwined with theoretical Mathematics and is something that future generations of Mathematics students should be able to do.

The literature related to the embedding of computational activities into student learning in STEM subjects is wide (e.g., [2-7]). Donnelly et al. [2] emphasized the significant role of technology and computation in supporting students' science learning. Notably, research-based aspects such as meaningful and authentic science experiences, powerful visualizations, collaboration, and autonomy/meta-cognition have been shown to impact students' learning outcomes positively. In [3], Caballero et al. pointed out that it is important to distinguish between computational modelling and simply writing program statements. They claimed that computational modelling is "the expressing, describing, and/or solving of a science problem by using a computer. It requires additional steps beyond simple programming, such as contextualizing the programming task and making sense of the physical model" [3]. Moreover, one might learn to develop new models to solve new problems. Students who learn to use computational modelling and are confident in their abilities will be better prepared to solve challenging problems. Exploring strategies for incorporating computational perspectives into student learning is the main topic in [4]. Here, Caballero and Hjorth-Jensen introduced, for the first time, the notion of inclusive computational practices, by defining computing as follows: "solving scientific problems using all possible tools, including symbolic computing, computers and numerical algorithms, experiments (often of a numerical character) and analytical paper and pencil solutions" [4]. Their paper demonstrates the efficacy of integrating standard analytical work with diverse
algorithms and a computational approach to enhance students' comprehension of the scientific method and foster a deeper understanding of key concepts.

Implementing computation in STEM education means also considering computational thinking and its importance as a core scientific practice. Recently, there has been an increasing interest in computational thinking. This interest stems from the recognition that knowledge and skills derived from computer science possess wide-ranging applications that can benefit individuals from various fields. In 2006, describing computational thinking, Wing states (see [24]): "computational thinking is a fundamental skill for everyone, not just for computer scientists. To reading, writing, and arithmetic, we should add computational thinking to every child's analytical ability. [...] Computational thinking involves solving problems, designing systems, and understanding human behavior, by drawing on the concepts fundamental to computer science. Computational thinking includes a range of mental tools that reflect the breadth of the field of computer science." A complete definition is given by Wing in 2014 in a blog post [25]: "Computational thinking is the thought processes involved in formulating a problem and expressing its solution(s) in such a way that a computer-human or machine-can effectively carry out. Informally, computational thinking describes the mental activity in formulating a problem to admit a computational solution. The solution can be carried out by a human or machine. This latter point is important. First, humans compute. Second, people can learn computational thinking without a machine. Also, computational thinking is not just about problem solving, but also about problem formulation."

With the increasing prevalence of computation in science and Mathematics and the consequent transformation of these disciplines, the need arises to establish a clear definition of computational thinking within these fields. This is the goal that Weintrop et al. sought to achieve in their work [8]. The authors proposed a definition of computational thinking for Mathematics and science in the form of a taxonomy, consisting of four main categories: data practices, modelling and simulation practices, computational problem-solving practices, and systems thinking practices. Each of these categories was composed of a subset of five to seven practices. As the authors pointed out, although they presented the taxonomy as a set of distinct categories, the practices were highly interrelated and dependent on one another. In practice, they are often used in conjunction to achieve specific scientific and mathematical goals.

Computational thinking is applied in several activities in STEM education at different levels, from kindergarten to teacher training (e.g., [26-31]).

By applying computation and computational thinking, the process of sensemaking can be greatly enhanced. An example of how computation can facilitate sensemaking in STEM subjects can be found in [32]. Indeed, recently, sensemaking has become a fastgrowing topic in science education research, as pointed out by Odden and Russ in [33]. In that paper, through reviewing the literature on sensemaking, they found three primary reasons that researchers are interested in this view of science learning. First, researchers have argued that sensemaking promotes "deep" learning, allowing students to build connections more easily between the new and existing knowledge and encouraging interest in the subject or task. Second, and relatedly, researchers have argued that when students make sense of ideas, it facilitates the process of transferring those ideas to new and different domains. Third, sensemaking is essential to the way that scientists and engineers construct knowledge, and so researchers have argued that promoting it in the science classroom can bring "school science" more in line with disciplinary practices. The authors then described sensemaking by trying to answer the following question: when people are sensemaking, what are they doing? In doing so they reached a proposed definition of sensemaking as follows: "sensemaking is a dynamic process of building or revising an explanation in order to "figure something out"-to ascertain the mechanism underlying a phenomenon in order to resolve a gap or inconsistency in one's understanding. One builds this explanation out of a mix of everyday knowledge and formal knowledge by iteratively proposing and connecting up different ideas on the subject. One also simultaneously checks that those
connections and ideas are coherent, both with one another and with other ideas in one's knowledge system." They explained that sensemaking begins when something is puzzling or unexpected, there is some gap in existing knowledge, individual facts or ideas conflict with one another, or some combination of these. The next step is to start projecting ideas for why this would be the case: it is essentially a process of brainstorming in which all the ideas are linked in a chain. Checking that ideas are consistent is the following step. The final step is a coherent explanation that fills in the gap in knowledge or resolves the inconsistency-at this point, things "make sense". During the sensemaking process, students engage in building and refining their mental models. They actively draw on and integrate various representations and external explanations to enhance their understanding. This process can be strengthened by collaboration. Indeed, collaboration and sensemaking together create a synergetic relationship, where collaboration improves the quality and depth of sensemaking by leveraging different perspectives and knowledge that can be shared.

### 2.2. Collaborative Learning and the Role of Technology

Learning can be strongly influenced by collaboration. As social constructivist theories argue, knowledge is actively and collaboratively constructed through social interaction. "Social interaction" does not mean a mere process of sharing individually stored knowledge, but means being actively engaged with others in discussions, integration of different perspectives, negotiations of meaning, and problem-solving activities [12,13,34].

In this regard, Roschelle and Teasley, in [35], defined collaboration as "a coordinated, synchronous activity that is the result of a continued attempt to construct and maintain a shared conception of a problem", and they focused on the mutual engagement of participants in a coordinated effort to solve problems together. In particular, they studied the process of collaboration by using a microanalysis of one dyad in the context of problem-solving activities. They argued that collaborative problem solving takes place in a negotiated and shared conceptual space, constructed through the external mediational framework of shared language, situation, and activity-not merely inside the cognitive contents of each individual's head. As their analysis makes clear, the process of collaborative learning is not homogeneous or predictable and it does not necessarily occur simply by putting two or more students together. In other words, collaboration is not simply a result of individuals being physically co-present; it requires a deliberate and ongoing effort from them to coordinate their language and activities with respect to shared knowledge. The aid of technology can then facilitate collaboration. Indeed, they see the support of the computer as a contributing resource that mediates collaboration in several ways, such as a means for disambiguating language, establishing shared references, resolving impasses, testing different strategies, seeing what works, and suggesting interpretations.

The application of technology in support of collaborative learning is the main topic in [36]. That paper focused on the ways computers support social interaction, cooperation, and collaboration, for learning and knowledge building. The authors reviewed research conducted over the past 20 years on the application of technology in support of collaborative learning in higher education. Thanks to their review, they identified four instructional reasons for incorporating technology to enhance collaborative learning, such as

- To prepare students for the knowledge society (collaboration skills and knowledge creation).
- To enhance student cognitive performance or foster deep understanding.
- To add flexibility of time and space for cooperative/collaborative learning.
- To foster student engagement and keep track of student cooperative/collaborative work (online written discourse).

Furthermore, they put emphasis on the emerging paradigm of Computer-Supported Collaborative Learning (CSCL). As they state, CSCL is a dynamic, interdisciplinary, and international field of research focused on how technology can facilitate the sharing and creation of knowledge and expertise through peer interaction and group learning processes. The CSCL field of inquiry includes a range of situations in which interactions take place among students using computer networks to enhance the learning environment. It includes
the use of technology to support asynchronous and synchronous communication between students on campus as well as students who are geographically distributed. The primary aim of CSCL is to provide an environment that supports collaboration between students to enhance their learning process, facilitate collective learning, or group cognition.

As pointed out in [14], the CSCL field is part of the overall development of technology, culture, and society. The authors also agreed that CSCL provides new learning designs that support collaboration and learning in multiple domains and rigorous analyses of emerging social practices supported by digital technology. CSCL, spanning educational, social, learning, and computer sciences, seeks to discover the dynamics of social interactions and collaborative meaning making and sensemaking when students engage in group work, as well as the role played by technology in this process.

When designing collaborative activities, one critical issue to address is group composition. There are studies that explore the differences between homogeneous and heterogeneous groups under several perspectives (e.g., [13,37-39]). Some studies have suggested that homogeneous groups are effective to promote differentiated instruction (e.g., [40]); and that they can enhance engagement, especially in lower-achieving students (e.g., [13]). On the other hand, a consistent body of research supports the use of heterogeneous grouping to enhance learning, since the lower-achieving students can learn from the higher-achieving ones [37-39]. However, many studies cannot find any difference between homogeneous and heterogeneous grouping, but that in both cases collaborative learning helps low-ability students more [41,42].

In this scenario, investigating collaboration in the knowledge construction process within computer-supported environments has emerged as a significant challenge in contemporary educational research. As a consequence, models such as the Interaction Analysis Model [16] have been designed.

### 2.3. The Interaction Analysis Model

Gunawardena et al., in [16], designed a framework to examine and understand the patterns and dynamics of interaction and collaboration within computer-supported learning environments. In particular, they put emphasis on the knowledge co-construction process that occurs during asynchronous computer conferencing (CMC). In their work, the authors critically examined interaction analysis techniques that have been developed for the analysis of computer conferences and then designed a new framework for analyzing the quality of the learning experience of debates, the Interaction Analysis Model (IAM).

In describing interaction, they stated that is "the process through which negotiation of meaning and co-creation of knowledge occurs. [...] Interaction is the essential process of putting together the pieces in the co-creation of knowledge" [15]. Based on this definition, they analyzed the entire transcript of a global online debate conducted through computer conferencing among researchers and education professionals. They outlined five phases of knowledge co-construction. Each phase has between three and five sub-phases describing the operations that occur. The phases are the following:

1. Sharing and comparing of information;
2. Discovering and exploring dissonance or inconsistency among ideas or statements;
3. Negotiation of meaning/co-construction of knowledge;
4. Testing and modification of proposed synthesis or co-construction;
5. Agreement statement(s)/applications of newly constructed meaning.

This model is able to effectively outline the evolution of the sensemaking process described in [33]. Indeed, sensemaking begins by identifying dissonances, which may arise due to a lack of knowledge, or inconsistencies and conflicting ideas: by sharing information within groups, individuals can discover these kinds of dissonances. The next step in sensemaking involves projecting ideas to explain these dissonances, necessitating a negotiation of meaning. This is followed by a test, such as checking that ideas and knowledge constructed through discussion are consistent. In the end, thanks to the group, new knowledge is co-constructed and things "make sense".

A critical analysis of the use and adequacy of the IAM for investigating the knowledge process (with a special interest in emergent technologies) was carried out by Lucas et al. in [43]. As the authors state, the IAM is one of the most frequently used instruments in the study of knowledge construction and the extent of its use makes it one of the most coherent and empirically validated instruments in the research field. In the attempt to discuss the applicability and suitability of the model, the authors conducted a literature review in different international online databases. According to the authors' final considerations, the studies presented provide evidence that complex thinking, and higher phases of knowledge construction, can be achieved in different types of communication tools, given that the activities are appropriately designed. In essence, their findings support the suitability of the model for analyzing knowledge construction but also indicate the need of examining how learning is orchestrated and re-evaluating certain aspects of the model itself.

Based on the assumption that the IAM was created to investigate knowledge construction in a collaborative learning environment specifically mediated by computer communication, this model was and continues to be applied in different educational contexts and not only in asynchronous communications. These, in particular, were exclusion criteria of the review of Lucas et al. in [43]. However, as stated by Floren et al. in [44], the IAM enables one to analyze activities and complex interactions also occurring outside the context of asynchronous communication and is potentially suitable in various educational settings.

We conducted a literature review to gain a more general view of the contexts of application of the model. We carried out this review in different international online databases, i.e., Scopus, Web of Science and Google Scholar. We selected 21 studies, published between 1997 and 2023, that used the IAM as an analysis framework (see [9,15,16,45-61]). In the various studies, the IAM was used for different aims. For example, it was used to investigate patterns of knowledge construction $[15,50,54,59]$, and to study the extent of different forms of interaction involved $[45,49,52,55,56]$ (e.g., small group collaboration vs. whole class discussions; with or without the support of mobile devices), the applicability of the model itself in an in-person setting [44], and the impact of group composition [53]. None of the studies we selected focused on the impact of group composition by considering the homogeneity or heterogeneity of participants' skills, even though this is an interesting topic to examine. One of the purposes of this research was to investigate this precise aspect. The contexts of its application have been very varied, e.g., in majors of education, e-commerce, computer science, medicine, veterinary, design, and finance, but also in primary schools. Participants from early primary grades up to PhD students and teachers have been involved. They have been actively engaged in curricular activities, problem-solving activities, or group project tasks. Both small samples (4-6 people) and very large samples (over 300 people) have been analyzed. It is interesting to note that the only study conducted in the Financial Mathematics setting was the pilot study of this research, i.e., [9], which highlights the lack of studies in this area. This study, along with [9], contributes to addressing this existing gap.

In most of the studies included in our review, the IAM was used to analyze asynchronous discussions. However, there is evidence of studies using the IAM also for synchronous discussions and in-person activities. This wide range of applications observed aligns closely with the original proposal put forward by the authors of the IAM in [16,43], namely, to employ the model in other settings.

For both asynchronous and synchronous settings, transcripts of the discussions were used as sources to conduct the analyses. For in-person activities, however, video and audio recordings, student interviews, and surveys were used for analysis. As pointed out by Floren et al. in [44], this can be time-consuming and labor-intensive, but the feasibility of the IAM has been shown to be satisfactory.

It is interesting to note that although the IAM was designed in 1997, it is still used nowadays, and in increasingly varied and different contexts. In particular, it is beginning to be implemented more and more in in-person settings in recent years.

In all studies in which frequencies were presented, phase 1 was the most frequent one. Higher phases (i.e., phase 4 and phase 5) tended to have low frequencies; in some cases there was not even an occurrence (see [45-47,49,54]).

In several studies, the IAM framework was modified. In fact, phases were added to categorize interventions that were not relevant to the task context (see [50,54,55]) or that were not aimed at sharing knowledge but only providing background or emotional information (see $[46,58]$ ). In other studies, descriptions of subphases were changed (e.g., see [15]), or, based on the IAM, the authors proposed a new framework (see [60]).

### 2.4. Adaptation of the Interaction Analysis Model

After a first explorative analysis of our data, we revised the IAM framework to better adapt it to our setting, namely, synchronous lab activities in Financial Mathematics. In particular, we modified some subphases that were not effectively meaningful in our context. We introduced a new phase, named phase 0 . This phase identified responses in which students did not state anything about group interaction. Concerning the other phases, we worked on subphases as follows. Subphases 2A, 2B, 2C, 3A, 3B, 3C, 5A, 5B remained the same, because we found them significant in our context. We deleted some subphases because they were not meaningful in our context. Specifically, we removed 4B, 4C, 4D, 4E: students attending the third year of BSc in Financial Mathematics at UCD have no direct industry experience, so the students from this year did not have the opportunity to perform "testing against cognitive schema, personal experience". Moreover, the majority of financial data providers are not open-source and free to download; instead, they require a paid subscription. So, those students had no or very limited access to real-world financial data. Consequently, "Testing against formal data collected" was hardly feasible. Finally, in this module there was no research component, thus "Testing against contradictory testimony in literature" was hardly feasible, unless a student independently conducted research on a specific topic. A few additional changes were made to the other subphases. We added some details in subphases $1 \mathrm{~A}, 4 \mathrm{~A}$, and 5 C , and we merged 1 B and 1 C , and 1 D and 1 E . Finally, we added a new subphase 4B starting from the description of phase 4 in [15]. The resulting "new" framework is shown in Table 1, and henceforth, we will refer to it as "the adapted framework".

Table 1. The adapted framework.

| PhasePhase <br> Description | Sub-Phase | Sub-Phase Description |
| :---: | :---: | :---: | :---: |

Table 1. Cont.
\(\left.\left.$$
\begin{array}{ccc}\hline 4 & \begin{array}{c}\text { Testing and modification of } \\
\text { proposed synthesis or } \\
\text { co-construction }\end{array} & 4 \mathrm{~A}\end{array}
$$ $$
\begin{array}{c}\text { Testing proposed synthesis against "received fact" as shared by the } \\
\text { participants or their prior knowledge }\end{array}
$$\right] \begin{array}{c}Modify the co-constructed knowledge and/or solutions based on test <br>

applications and feedback\end{array}\right]\)| Summarization of agreement(s) |
| :---: |
| Applications of new knowledge |

## 3. Setting and Research Methodology

In this study we aim to answer the following research questions:
(RQ1) How do the adapted phases of the Interaction Analysis Model occur and have they been proved to be suitable in detecting the knowledge co-construction process in the context of synchronous lab activities in Financial Mathematics?
(RQ2) How do the characteristics of computational lab activities affect the interaction and, thus, the achievement of higher-level knowledge co-construction?
(RQ3) How does the composition of the groups, specifically considering the GPA, affect the interaction and, thus, the achievement of higher-level knowledge construction?
To outline the progression of the analysis conducted to meet the research goals, we have structured this section into three subsections: Section 3.1 describes the setting of the research study, Section 3.2 details the data collection process, and Section 3.3 elucidates the data-processing methods employed.

### 3.1. Setting

Computational Finance is a relatively new discipline, is highly interdisciplinary and very often is considered as a sub-section of Applied Mathematics, since it studies the mathematical models underlying the evolution of stochastic financial variables. It should be acknowledged that while it is an emerging discipline, it is an under-researched area from an educational perspective.

In this study, we aim to investigate the knowledge co-construction process and the impact of group composition within tailored student-led computational lab activities designed for a Computational Finance module. In particular, the analyses were conducted within the Computational Finance module (ACM30070) for the academic year 2020/2021.

The ACM30070 module is delivered by the School of Mathematics and Statistics at the University College Dublin (UCD). It is a core module for stage 3 students studying for their BSc in Financial Mathematics (FM), and it is optional for stage 3 and 4 students studying for their BSc in Applied and Computational Mathematics (ACM). This module was designed from scratch in 2016 and delivered on a pilot basis in 2017. Then, it was re-designed several times according to the lecturer's teaching experience and students' feedback. In the spring semester 2020/2021—the academic year in which the data of this study were collected—it was delivered as a 5-credit module; 50 students attended the module, with 35 FM and 15 ACM. Further improvements to the design were made leading up to the Advanced Computational Finance module (ACM30110) that is currently delivered, and has been since the AY 2021/2022, as a 10-credit module. A complete description of the module design process, its purpose and objectives and the learning objectives within the context of the BSc program can be found in [10].

It is worthy to mention here that, leveraging on the most recent STEM education literature, practices and activities were developed in such a way to reciprocally use computational thinking to enhance the Financial Mathematics mastery and the Financial Mathematics context to foster computational thinking.

In 2020/2021, the module was delivered in 12 weeks, each consisting of four slots of 50 min (two lectures, one tutorial, one lab). The computational practices, delivered during
the weekly labs, were initially designed to be offered in a face-to-face setting. In March 2020, due to unexpected COVID-19 restrictions, the module was suddenly moved online, and the lecturer had to modify the teaching delivery accordingly. In the AY 2020/2021, the module was delivered completely online due to the ongoing COVID-19 restrictions. The activities had already been adapted the year before so that they could be delivered either face-to-face or online. The classes were live streamed on Zoom, and they were recorded to take into account students' connection issues.

A typical week of classes has been described in [10]. In summary, the lectures are devoted to the financial modelling part, while tutorials and labs are intended for several computational practices and problem-solving activities. Tutorials start with a walk-through of particular pieces of the pre-class assignment, which helps put each student on an equal footing before starting the day's activities. Then, computational practices are performed individually or in small groups, so that students learn through problem-solving and comparison with peers. Lab activities are fully student-led and the lecturer, the tutor and the teaching assistant facilitate the practices. The same lab structure is proposed each week, but it is applied to different kinds of practices. A detailed description of the design of lab practices and case studies examples can be found in [11]. For labs, there is no pre-class assignment, and practices are entirely covered in class; students can download working questions only one hour before the class to read them. During the first part of the lab, students work in groups on modelling, pseudo-coding, data analysis and other related activities. In the second part, each group chooses a representative to present their outcomes to the whole class. The lecturer and the tutor act as moderators of discussions and intervene in the students' conversions only if required by students.

After each lab, students are invited to fill out a Google Form survey to critically reflect on the activities performed in class. These surveys acted as sources for the analyses presented in this study.

In the AY 2020/2021, to enable the groups to work for the lab activities, "breakout rooms" were used. To facilitate class discussions, a "poll" was used. When the COVID19 restrictions ended, the module went back to face to face (spring semester of the AY 2021/2022).

The groups' activities coupled with constant moderator interaction kept students constantly engaged with the work and contributed to learning construction during the term. Groups were constructed by the lecturer and stayed the same for the term. Group participants had a similar level of competence, i.e., they had a similar GPA. A total of 7 groups, from A to G, were designed for lab activities. Groups A, B and C were those composed of students with the highest GPA. These groups had an average constituent GPA of 3.96, 3.64 and 3.45 , respectively. Considering the UCD Module Grades and Grade Point Value correspondence, we are referring to students whose average grades ranged from B to A+ included. Therefore, A, B and C were the groups of high-achieving students. Groups D and E were those composed of intermediate students: the average constituent GPA was 3.26 and 3.04, respectively, corresponding to students whose average grades ranged from C+ to B- included. Groups F and G were those composed of low-performing students: the average constituent's' GPA was 2.79 and 2.43 , respectively, corresponding to students whose average grades were below $C$. The pass grade in UCD is $D-$. This kind of composition was decided to positively set students' expectations to contribute to the group's success [62]. Students were made aware of that, so they were all expected to be able to contribute in the same way within their group. Similar research studies have not reported any difference in sex/gender in the design phase or in the analysis phase. Unless specifically required for research purposes, surveys and focus groups are designed to not distinguish sex, and data is not analyzed according to the sex variable.

However, particular attention was given to the sex/gender balance in group composition in this research study. The groups were constructed in such a way that each group had at least two female students in it. When this was not possible, we preferred to have
no female instead of only one, to avoid any sense of discomfort within the group, in line with [36].

As described in [11], lab activities in ACM30070 are intended to build a teaching environment in which students can develop both a deeper and more robust knowledge and a Financial Mathematics identity. The weekly schedule, the technology and logistics chosen, and the staff selection were conceived to support these objectives and to prepare students to be independent learners. As outlined in [11], all lab activities were designed following the steps of the sensemaking process described in the Theoretical Framework and using inclusive computational practices.

The overarching purpose of these lab practices is to help students to develop a robust knowledge allowing them to understand and/or create financial models, translate them into code and both quantitatively and qualitatively compare these models with real-world data. In this setting, computation is not simply a skill to learn but it represents one of the constitutive pillars to master Financial Mathematics within an inquiry-based and studentcentered learning educational model. Group work plays a key role in all these processes, such as sensemaking, knowledge construction, fostering computational thinking, and learning enhancement.

### 3.2. Data Collection

To investigate RQ1-RQ2-RQ3, we analyzed the weekly survey filled out on Google Form individually by the 50 students who attended the ACM30070 in the AY 2020/2021. The sample was composed of the entire class, since all students agreed to participate to the study. The survey stayed open for one week, so this questionnaire, which referred to the synchronous lab activities, can be classified as an individual, asynchronous, computermediated one. The questions proposed weekly to students regarding the course were both open questions and Likert-scale questions. They are shown in Figure 1.

## Weekly Survey

1. Were the expected outcomes and goals of today's lab clear to you? If yes, please list which are, in your opinion, the key concepts of today's class. If not, please state what was unclear to you.
2. Did you have any concept, procedure, topic, coding part that was a little unclear to you and that you have now understood thanks to today's lab?
3. Did you have enough learning support and resources to do the exercises? If not, specify what sort of alternative learning materials you wish to have.
4. How useful do you think working in a group was for improving your understanding today? (0-5 rating with 0 being not at all)
5. To justify your grade to question 4 , can you describe in detail with your own words how peer feedback and discussions have or not have helped you in supporting your learning today? Please refer explicitly to the exercises we have covered and make examples.
6. How useful do you think the computational part was for improving your understanding today? ( $0-5$ rating with 0 being not at all)
7. The use of computation (Python and VBA coding languages) and a FinTech software (FinCad Analytics) is a pillar in this module to build a deep knowledge. To justify your grade to question 6 , can you describe in detail how the use of computation in today's lab has facilitated yourself in sensemaking in Computational Finance and Financial Mathematics? Please refer explicitly to the exercises we have covered and make examples.
8. How would you overall grade the lab today? ( $0-5$ rating with 0 being not at all)
9. Do you have any comments/suggestions to improve today's lab?

Figure 1. Weekly survey.

To answer the research questions RQ1-RQ2-RQ3, we examined the answers to questions $1,2,4,5$, and 7 . Questions 4 and 5 directly asked about the group dynamics: specifically they guided students in reflecting on group usefulness and helpfulness. These questions enabled us to delve into the effectiveness of group interactions through the critical considerations provided by students about specific situations that occurred. We specified that the answers expressed students' self-declarations and self-evaluations of what had happened during the lab, and the analyses were not based on the recording of the discussion.

Questions 1 and 2 were selected with the intention of assisting us, as researchers, in identifying specific topics that may have initially been unclear to students but could have been clarified through group interactions. Exploring these questions allowed us to gain insights into the impact of collaborative learning in addressing issues. Despite the fact that question 7 did not focus specifically on group dynamics, but rather on computational aspects, we took it into account in our analysis to properly address RQ2.

### 3.3. Data Analysis

We conducted a qualitative analysis on the dataset described in Section 3.2, using the Interaction Analysis Model (IAM) [16] in its version adapted to the Financial Mathematics context, as described in Section 2.3.

We explicitly underlined that we considered knowledge co-construction as a progressive process, where reaching a higher phase implies a transition towards the underlying phases. This perspective emphasizes the iterative nature of knowledge development, highlighting how each phase builds upon the previous ones. As we considered post-lab student responses, we analyzed the written sentences trying to detect how students moved through the different phases to the final one they were able to reach.

As this study aims to be an extension of the research conducted in [9], the initial step involved re-analyzing all the responses of the 6 students who were part of the pilot study using the adapted IAM framework. After comparing our analysis with the one presented in [9], we extended it to the entire dataset.

We assigned the answers as follows:

- Phase 0: those responses which do not show any interactions or collaboration within the group and are written only in the first person;
- Phase 1: those answers which simply show that students compared their solutions or ideas without moving to a deeper discussion;
- Phase 2: those responses which allowed us to detect disagreement or discussion about different emerging ideas;
- Phase 3: those responses which show evidence of common knowledge, or an agreed solution achieved through collaborative work or discussion after a deep reflection; in this phase, the common knowledge is still shared at the group level;
- Phase 4: those answers in which we can observe how the students used the technologies to test and find a confirmation of the knowledge shared during the previous discussion;
- Phase 5: those responses where there was evidence of the modification of individual understanding as a consequence of the interaction, in particular, if there is a statement that all the group members achieved this step.
After assigning phases and subphases to all the responses based on the adapted IAM framework, we created a table displaying the frequencies of each phase and its corresponding subphases. In this table, we highlighted the percentage of occurrences relative to the overall total, as well as the percentage of occurrences of the subphases relative to the total responses classified within their respective phase. In this way, we could verify the occurrence of phases and subphases and observe the distribution of subphases within their respective phases. Based on these results, we reviewed the responses with phases coupled with subphases that had low occurrences. This allowed us to understand whether they were actually relevant or whether they could be reassigned to a subphase
with a higher occurrence. In particular, the subphase objects of revision were 1B, 1E, $3 \mathrm{E}, 4 \mathrm{~B}$ and 5B.

Then, we conducted quantitative analysis by considering the occurrences of the phases in the 10 labs. We created a contingency table considering the phases as the dependent variable. Given the presence of cells which had counts less than 5 , a chi-squared test was not reliable, so we performed the Fisher-Freeman-Halton exact test based on 10,000 tables sampled according to the Monte Carlo method, and computed the Cramer's V coefficient to investigate the possible dependence between labs and the achievement of higher phases of knowledge co-construction. We used the software SPSS 28 (Statistical Package for Social Science) for the analyses.

To explore the role of group composition, we clustered the responses of the components within each group. We first created a table showing the occurrences of phases in each lab for each group. Then, we created a contingency table by considering the group and the respective percentage of the various phases reached in the total of the labs. Also in this case, we had cells which had counts of less than 5 , so, considering the phases as the dependent variable, we computed the Fisher-Freeman-Halton exact test and the Cramer's V coefficient to investigate how the group composition can affect the knowledge co-construction process.

## 4. Results and Discussion

### 4.1. Analyzing the Knowledge Co-Construction Process

To investigate RQ1, after analyzing all the survey's answers, we computed the occurrences of phases and subphases. Some responses were missing since students were absent from the lab, so they did not fill out the survey for that week. Moreover, in some cases more than one phase or subphase was identified for one response, so the total number of phases or subphases was greater than 396 despite there being 396 answers available to the research study. The results of the analysis are shown in Table 2 (frequencies of phases).

Table 2. Phases of knowledge construction reached during lab discussions identified by using the adapted IAM.

| Phase | Frequency | Percentage |
| :---: | :---: | :---: |
| 0 | 13 | $3.28 \%$ |
| 1 | 163 | $40.40 \%$ |
| 2 | 43 | $10.61 \%$ |
| 3 | 123 | $30.56 \%$ |
| 4 | 10 | $2.53 \%$ |
| 5 | 50 | $12.63 \%$ |

As shown in Table 2, all phases of the adapted IAM framework occurred in the analyzed answers. These results were in line with the ones obtained in the pilot study conducted by Barana et al. in [9]. Phase 1 was the most frequent, which is in line with the literature review; see, for example, $[9,16,45,50,59]$. A relevant number of discussions developed beyond phase 3: phase 5 occurred $12.63 \%$ of the time. In the available literature, there are other studies in which the occurrences of phase 5 were above $9 \%$, except for [9]. This means that the activities proposed in the ACM30070 labs enabled a high level of interaction and negotiation, which led to deeper individual understanding, improving the existing literature. There was also a high occurrence of phase 3, which meant that students were highly engaged in discussions during the lab activities in their groups. In the reviewed literature, there were some studies that obtained the same results, e.g., $[15,45,46,58]$. However, there were also several studies that obtained a percentage of occurrence of phase 3 of below $5 \%$, e.g., $[16,50,52$ ]. Phase 0 had a low occurrence: it occurred when students did not provide evidence of collaboration, or they claimed that they worked better on their own and that the group was not helpful to them. Phase 4 was the least frequent. Phase 4 implied testing and modification of the negotiated knowledge. As mentioned above, we considered knowledge co-construction as a progressive process.

Thereby, a low percentage of phase 4 does not imply that nobody reached that phase, but since there was a high percentage of phase 5, it means that students went through phase 4 and reached phase 5. However, what could have happened is that that students reached phase 5 directly, without testing, since, at this stage, they did not have many instruments to test the solutions against real data.

Table 3 shows the frequencies of observed subphases, their percentages relative to the total responses classified within their respective phase, and their percentages of occurrences relative to the overall total responses.

Table 3. Subphases of knowledge construction reached during lab discussions identified by using the adapted framework.

| Phase | Sub-Phase | Frequency | Percentage within Phase |
| :---: | :---: | :---: | :---: |
| 0 | 0A | 13 | $100.00 \%$ |
| 1 | 1A | 65 | $39.88 \%$ |
|  | 1B | 18 | $11.04 \%$ |
|  | 1C | 80 | $49.08 \%$ |
| 2 | 2A | 21 | $48.84 \%$ |
|  | 2B | 13 | $30.23 \%$ |
|  | 2C | 9 | $20.93 \%$ |
| 3 | 3A | 60 | $48.78 \%$ |
|  | 3B | 0 | $0.00 \%$ |
|  | 3C | 26 | $21.14 \%$ |
|  | 3D | 37 | $30.08 \%$ |
| 4 | 4A | 6 | $60.00 \%$ |
|  | 4B | 4 | $40.00 \%$ |
| 5 | 5A | 25 | $50.00 \%$ |
|  | 5B | 5 | $10.00 \%$ |
|  | 5C | 20 | $40.00 \%$ |

As it can be seen in Table 3, subphases had a balanced distribution within their phase. Moreover, subphases 1A, 1C and 3A were the first three most frequent overall. While remaining at a basic level, phase 1C can be considered as the first real step towards the activation of a group discussion, as it consists of "asking and answering questions to clarify details of statements". It is noteworthy that it arose with the most frequent subphases. It is also interesting to observe that 3A, "Negotiation or clarification of terms", emerged among the top three results: this means that students were actively engaged in constructive discussion. There were no occurrences of subphase 3B; it was not removed from the adapted framework since it could be relevant in this context, and it could be detected in future studies extending the sample.

In Table 4 we reported-per each subphase—an explanatory example of a student's answer falling in the mentioned subphase.

Table 4. Examples of answers falling in each subphase.

| Sub-Phase | Sub-Phase <br> Description | Examples |
| :---: | :---: | :---: |
| 0A | No statement regarding group interaction, sentences written only in the first person, or statement of better working individually | "I learn better on my own." (Lab 2) <br> "I pretty much understood everything before I went into the lab, I'd already written code on my own for both techniques so there was really nothing extra to be gained from the lab. Apart from perhaps some clarification on the assumptions of the symmetry of Weiner process which is necessary for antithetic variate." (Lab 8) |
| 1A | A statement of observation or opinion on the proposed exercise topics | "It was good to see what others opinions were on the coding and different techniques used and seeing which was the clearest to understand as a lot of people had gotten different bits but not the entire thing to run." (Lab 6) |
| 1B | A statement of explanation by one or more group members, along with a potential agreement statement | "The antithetic method in general was a bit unclear to me, I wasn't really sure on how it worked but Gavin was able to explain it fairly well. He had a deep understanding of it and was well able to pass it on." (Lab 8) |
| 1 C | Asking and answering questions to clarify details of statements or demands of the exercises | "Open discussion is always good to help learn. We worked together to figure out how to do question 2. I shared my screen to demonstrate the solution and explained it to my peers. This allowed me to ensure that I understood the exercise properly." (Lab 2) |
| 2 A | Identifying and stating areas of disagreement | "In general working in the group helps if there is any questions that I am unsure of, like question 2 mentioned above. I think when we have to design some pieces of code and bring them to the group, it's especially useful. I got to see the different ways that other people formatted their code to mine. For example, I used one print statement and $\backslash n$ line separators, while other people in my group did four separate print statements. Also I designed black sholes and binomial pricing functions outside my main control variate function and just called upon them, while other people in my group did those functions within the main body of their control function. It was interesting to see all the different ways that people designed their code and to compare and contrast." (Lab 6) |
| 2B | Asking and answering questions to clarify the source and extent of disagreement | "For questions 2 and three in particular it [the group work] was very useful for understanding how the grids work and the boundedness of our model. The mutual confusion about the variables $a, b$ and $c$ led to some good discussions" (Lab 9) |
| 2 C | Restating the participant's position and possibly advancing arguments or considerations in its support by references to the participant's experience, the literature, formal data collected, or proposal of relevant metaphor or analogy to illustrate point of view | "When converting the exotic option into a regular European put it was useful to have a group looking through the code as I initially thought that only the single boundary condition would have to change and I was reminded that both the boundary conditions would have to change. " (Lab 10) |
| 3A | Negotiation or clarification of terms | "As mentioned before I feel like I fully understand the computation of the "a" value as a result of discussion with my group." (Lab 4) |
| 3B | Negotiation of the relative weight to be assigned to types of argument | // |
| 3 C | Identification of areas of agreement or overlap among conflicting concepts | "Me and my team had a lot of debate about the final question. Unfortunately it was me and Stephen arguing our side which was in fact wrong but it was a good loosing debate anyways." (Lab 8) |
| 3D | Proposal and negotiation of new statements embodying compromise, co-construction, and potentially provide application examples | "As a group, the discussion about the advantages and disadvantages of the Monte Carlo method helped concrete my understanding of the practicalities of this method. This helped me get a better sense of how we decide what method we use to price options more generally and when we should/shouldn't use certain methods like Monte Carlo for certain options. For example, we discussed how there's no benefit to using the method to price vanilla European options because it's computationally more expensive than the binomial method; but on the other hand the Monte Carlo method allows you to price more general exotic options which may not be as easily calculated with the binomial model." (Lab 7) |
| 4A | Testing proposed synthesis against "received fact" as shared by the participants or their prior knowledge | "We went through the solution code as a group and compared it to our own pointing out the differences, and we predicted the change before running the macro and explained our reasons to each other, giving great insight to each others opinions" (Lab 3) |

Table 4. Cont.

| 4B | Modify the co-constructed knowledge and/or solutions based on test applications and feedback | "For Q8 we looked to alter/add code in python for the Monte Carlo Pricing and were able to discuss different methods and try to find the most simplistic and efficient one and add it to our code." (Lab 7) |
| :---: | :---: | :---: |
| 5A | Summarization of agreement(s) | "We had one member share the screen so we could all clearly see which piece of the code we were discussing and we were able to discuss some answers and explain our reasonings, particularly in the bonus question, until we agreed on an answer" (Lab 5) |
| 5B | Applications of new knowledge | "The only question which maybe was not that clear to all of us as a group was the final question where we had to alter the code so that it would be true for a put option. We realised after discussing it as a group that the delta of a put option is always negative, so in the indicator function $\mathrm{I}(\mathrm{x})$, it must return either -1 or 0 for a put option. We then change the sign in the if statement and this indicator function will be true for the put option case where we have a maximum between K-St and $0 .{ }^{\prime \prime}$ (Lab 7) |
| 5C | Metacognitive statements by participants illustrating their understanding that their knowledge or way of thinking (cognitive schema) have changed as a result of the group interaction | "Peer discussion is effective (in my opinion) because we all have a similar level of understanding of the topic so by talking about our understanding of a topic, we can see where we all agree and where we disagree about something and from there, get to the bottom what is actually the right way to think about the topic. For example, there was a disagreement about what a parameter was vs. a variable for the Black Scholes model. Through the group discussion, everyone was able to understand what was right and why it was right." (Lab 1) |

### 4.2. Analyzing the Knowledge Co-Construction Process: Dependence on Lab Practices

To answer RQ2, we examined the occurrence of phases in each lab. We computed the percentage of occurrence of the phases with respect to the total number of responses in each lab. The results are reported in Table 5. For each phase of knowledge co-construction, we highlighted in bold the lab in which it occurred with the highest percentage.

Table 5. Percentage of phases occurrence in each lab. For each phase, the lab registering the highest percentage is highlighted in bold.

|  | Phase 0 | Phase 1 | Phase 2 | Phase 3 | Phase 4 | Phase 5 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Lab 1 | $0.00 \%$ | $32.43 \%$ | $0.00 \%$ | $37.84 \%$ | $2.70 \%$ | $27.03 \%$ |
| Lab 2 | $\mathbf{9 . 5 2 \%}$ | $47.62 \%$ | $19.05 \%$ | $19.05 \%$ | $0.00 \%$ | $4.76 \%$ |
| Lab 3 | $4.88 \%$ | $29.27 \%$ | $2.44 \%$ | $26.83 \%$ | $4.88 \%$ | $\mathbf{3 1 . 7 1 \%}$ |
| Lab 4 | $4.55 \%$ | $50.00 \%$ | $4.55 \%$ | $34.09 \%$ | $2.27 \%$ | $4.55 \%$ |
| Lab 5 | $0.00 \%$ | $42.86 \%$ | $2.86 \%$ | $\mathbf{4 5 . 7 1 \%}$ | $2.86 \%$ | $5.71 \%$ |
| Lab 6 | $0.00 \%$ | $27.03 \%$ | $29.73 \%$ | $29.73 \%$ | $0.00 \%$ | $13.51 \%$ |
| Lab 7 | $4.55 \%$ | $54.55 \%$ | $9.09 \%$ | $20.45 \%$ | $4.55 \%$ | $6.82 \%$ |
| Lab 8 | $2.50 \%$ | $40.00 \%$ | $7.50 \%$ | $37.50 \%$ | $2.50 \%$ | $10.00 \%$ |
| Lab 9 | $2.44 \%$ | $34.15 \%$ | $19.51 \%$ | $29.27 \%$ | $4.88 \%$ | $9.76 \%$ |
| Lab 10 | $2.86 \%$ | $42.86 \%$ | $11.43 \%$ | $28.57 \%$ | $0.00 \%$ | $14.29 \%$ |

The highest occurrence of phase 0 was in Lab 2. Lab 2 was about the implied volatility. Since there was a non-linear relation between option price and volatility, a root-finder algorithm was needed for its calculation. Students were provided with a code that breaks down the initial set of data, and they were asked to understand the reason. The lab activity was presented as a guided debugging practice in VBA. Despite the faulty element in this exercise not being a syntax or coding error, but an incoherence between the provided dataset and the model assumptions, debugging can be classified as a "technical" computational practice.

In their answers to the weekly survey, students showed difficulty in engaging in discussions during this lab. Many of them stated that working by themselves was more suitable for the type of activity proposed. For example, one student wrote:
"We found it quite difficult to work as a group in the lab today. Everyone was getting different answers on their code and everyone was at different stages of the process at different times. We could have shared a screen and just have tried to fix one person's code but we felt that it was too easy to get distracted in that way or that we wouldn't be as passionate about fixing someone else's code more than our own."

This specific sentence was classified as phase 1, but we decided to quote it, since it perfectly represents what happened during the lab and justifies why phase 0 stood out in this lab rather than in the others. In many groups students worked on their own, proceeding at different speeds and, thus, struggling to help and compare to each other. We are reminded that in 2020/2021, the module was delivered entirely online, and the students "met" on Zoom in breakout rooms, so they had to figure out how to deal with technical practice as a group in an online setting. The groups that used screen sharing and worked on a unique code altogether achieved a higher level of comprehension, namely, higher phases of the knowledge co-construction process. Groups where students worked on their own laptop and just compared their solutions stayed at phases $0 / 1$.

Lab 7 was the one with the higher occurrence of phase 1 with respect to the other labs; in terms of content, this lab focused on the Monte Carlo method for stock price simulation. Students were asked to write from scratch the Python code for Geometric Brownian motion simulation via the Monte Carlo method following a step-by-step code guide. It is worthy to note that students were introduced to the topic only from a theoretical perspective, so this practice constituted the very first step towards Monte Carlo simulation via numerical methods. Despite the aim being to stimulate them to apply their prior theoretical knowledge to a practical coding problem, they perceived the practice of coding from scratch as a "technical" one.

In their responses, a lot of students mentioned the fact that they went through the code line by line, trying to understand together the rationale behind the loops and procedure instead of entering in detailed discussions for modelling. This is probably because they were working on Monte Carlo code for the very first time, so they stopped at phase 1 since they needed to better understand the basics of the topic. For example, one student wrote:
"The questions did not require a lot of discussion, but for a few that did, such as altering the identity function for a put option, it was helpful to hear my lab mates opinions."

Lab 6 was the one in which phase 2 stood out, with respect to the other labs. The worksheet of this lab focused on comparing the Binomial Model and Black Scholes for option pricing, exploring the limitations of the Black Scholes method, and utilizing mathematical tools to improve the accuracy of prices. Therefore, students were stimulated to use their prior knowledge to compare their opinions on the models: this resulted in students discovering dissonance and/or disagreement on the characteristics of the two models and pricing methods. One student wrote
"All discussed not understanding control variate technique or errors for binomial/BS [Black Scholes] methods and we all realised it was unclear for most people so we need to clarify with the Tutor and the Lecturer."

From this sentence, classified as phase 2, it is clear that group members did not understand, disagreed and did not know how to help each other so much that they asked their tutor and lecturer for help to clarify. This answer also shows the role of the lecturer and the tutor during the groups' discussions: they acted as moderators to the discussion and stepped in to clarify concepts just in case a group explicitly asked for help.

Phase 3 stood out in Lab 5, which was about the Binomial Model and the Python code to implement it. The related code was presented during the tutorial and students had been invited to review it before attending the lab. This lab practice fostered the sensemaking process since it guided students to discuss advantages/disadvantages of alternative computational solutions and to optimize the known code. They were also required to test their solution to justify it. It is interesting to observe how the specific design of this practice triggered discussions and the co-construction of knowledge within groups. For example, one student wrote
"When were looking at Q4 with the Python code and interpretating it, it was useful to have different points of view and to be able to disagree on certain bits as at the end we all had a deeper understanding."

This sentence, classified as phase 3, clearly shows the transition through phase 2 ("to be able to disagree on certain bits") and the achievement of phase 3 ("at the end we all had a deeper understanding"). Starting from the provided code and the dissonances, students engaged in constructive discussion. There were no explicit statements of testing the solution or new knowledge co-construction, so it could not be classified as phase 5 .

In Lab 3, both phase 4 and phase 5 stood out, and its design was similar to that of Lab 5. Lab 3 focused on the Python code to implement the Black Scholes model and the role of the implied volatility. As in the case of Lab 5, the code was already known to students. In this lab, students were required to discuss how changes in code syntax and/or inputs affected the results: the testing activity turned out to be a fundamental part of this lab practice. As a consequence, students had to understand the connection between data, computation and mathematical modelling. Thanks to discussion, testing and interactions within the group, students fostered sensemaking in the financial model. For example, one student wrote the following:
"Changing different parts of the formula one by one really allowed us to see what the effect it had on other elements. Also discussing through them individually I learn lots from the other people in my team. Our knowledge came together nicely and I definitely had a better understanding of it all afterwards."

The student mentioned how changing different parts of the Black and Scholes formula and investigating the various components of the formula in the group was significant for them. They stated that they gained knowledge and understanding thanks to testing and discussions within their group. This answer was classified as phase 5. We remark that in the lab's worksheet, some questions were designed to stimulate discussions about the effect of changing some inputs, but they did not ask students to test their conclusions, as conducted in the case of Lab 5. Many students used testing to verify what emerged from the discussions within the group on their own initiative. Therefore, they were able to reach higher phases of knowledge co-construction and deep learning by testing, putting together their knowledge and wrapping up a shared conclusion.

To further investigate the possible dependence between lab characteristics in terms of the type of computational practice and tasks proposed and the achievement of higher phases of knowledge co-construction, we created a contingency table reporting the occurrence of the phases of knowledge construction within each lab. Since approximately $56 \%$ of the cells had counts less than five, we performed the Fisher-Freeman-Halton Exact test based on 10,000 tables sampled according to the Monte Carlo method. We assumed the following as the null hypothesis: "there is no association between the variables Labs and phases". The obtained test value was 74.265 , with a two-sided significance of less than 0.001 , which reveals a significant association between the two variables, namely, labs and phases, leading us to reject the null hypothesis. We also computed that the Cramer's V coefficient showed a significant value of 0.207 ( $p$-value $<0.001$ ), showing that the association between the two variables was moderate. We can, thus, conclude that there was an association between the labs variable and the phases of knowledge construction variable, meaning that the different practices required in the various labs affected the quality of the knowledge co-construction process.

### 4.3. Analyzing the Knowledge Co-Construction Process: Dependence on Group Composition

In this section, we turn our attention to examining the results obtained by investigating the impact of group composition. Seven groups, from A to G, were designed for lab activities. Groups A, B and C were the groups of high-achieving students; Groups D and E were those composed of intermediate students; and Groups F and G were those composed of low-performing students. Table 6 shows the total percentage of phases reached in all labs by each group.

Table 6. Percentage of phase occurrence in each lab. For each phase, the groups registering the highest percentages are highlighted in bold.

|  | Phase 0 | Phase 1 | Phase 2 | Phase 3 | Phase 4 | Phase 5 |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| Group A | $\mathbf{6 . 3 5 \%}$ | $26.98 \%$ | $\mathbf{1 5 . 8 7 \%}$ | $33.33 \%$ | $3.17 \%$ | $14.29 \%$ |
| Group B | $\mathbf{7 . 0 2 \%}$ | $38.60 \%$ | $5.26 \%$ | $35.09 \%$ | $0.00 \%$ | $14.04 \%$ |
| Group C | $3.03 \%$ | $59.09 \%$ | $6.06 \%$ | $19.70 \%$ | $3.03 \%$ | $9.09 \%$ |
| Group D | $0.00 \%$ | $\mathbf{5 0 . 8 5 \%}$ | $10.17 \%$ | $30.51 \%$ | $3.39 \%$ | $5.08 \%$ |
| Group E | $4.55 \%$ | $29.55 \%$ | $9.09 \%$ | $\mathbf{4 0 . 9 1 \%}$ | $\mathbf{6 . 8 2 \%}$ | $9.09 \%$ |
| Group F | $0.00 \%$ | $26.53 \%$ | $12.24 \%$ | $\mathbf{3 8 . 7 8 \%}$ | $0.00 \%$ | $\mathbf{2 2 . 4 5 \%}$ |
| Group G | $1.79 \%$ | $46.43 \%$ | $\mathbf{1 4 . 2 9 \%}$ | $21.43 \%$ | $0.00 \%$ | $\mathbf{1 6 . 0 7 \%}$ |

In each column of Table 6, we highlighted in bold the two highest percentages relative to each phase to examine in which groups the maximum occurrence of the phases of knowledge was registered. We found the following:

- Phase 0 stood out in groups A (6.35\%) and B (7.02\%);
- Phase 1 stood out in groups C (59.09\%) and D (50.85\%);
- Phase 2 stood out in group A (15.87\%) and G (14.29\%);
- Phase 3 stood out in groups E ( $40.91 \%$ ) and F ( $38.78 \%$ );
- Phase 4 stood out in group E (6.82\%);
- Phase 5 stood out in groups F (22.45\%) and G (16.07\%).

These results show that the groups composed of high-achieving students were those that cooperated the least (in particular group B) or tended to clash the most but failed to resolve these dissonances (in particular group A). The other group of high-achieving students, namely, group C, was the one in which phase 1 stood out: group members merely confronted each other, without activating advanced levels of collaboration. The same occurred in group D, which was one of the two groups composed of intermediate students.

It is interesting to observe that the highest phases of the knowledge co-construction process, i.e., 3,4 and 5 , occurred in groups with lower GPAs. This means that groups with low-performing students were more engaged in collaboration and interactions to achieve new knowledge and consolidate deep understanding and learning, whereas high-achieving students often tended to be uncooperative, remaining within their comfort zone and rarely pushing their boundaries or challenging themselves.

It is worth mentioning that there are two concepts that are central to support motivation: the subjective value of a goal and the expectancies, or expectations for the successful attainment of that goal [62]. To positively set students' expectations to contribute to the group's success, group members were made aware of having the same GPAs. This way, they were all expected to be able to contribute in the same way within their group. We believe that this could be one of the reasons why groups with lower GPAs outperformed during the activities proposed.

To statistically confirm this result, we created a contingency table with the occurrence of phases by groups. Since about $35 \%$ of cells had counts lower than five, we performed the Fisher-Freeman-Halton exact test instead of a chi-squared test. We considered as the null hypothesis the following: "there is no association between the variables groups and phases". The obtained test value was 48.292 with a two-sided significance of less than 0.005 . The Fisher-Freeman-Halton exact test revealed a significant association ( $p$-value $=0.012$ ) between the two variables, namely, groups and phases, leading us to reject the null hypothesis. We obtained a significant Cramer's V coefficient of 0.159 ( $p<0.011$ ), showing that the association between the two variables was moderate. We can, thus, conclude that there is a substantial association between the variable groups and phases. Thus, the group composition may have affected the achievement of the phases of the knowledge co-construction process.

These results shed light on the use of collaborative computational practices as an inclusive teaching strategy. Indeed, we have shown that the lowest-achieving students were those that reached the highest phases of knowledge co-construction. In other words, these groups of students were actively involved in sharing ideas and discussion to agree on common solutions, and, by validating the co-created knowledge, they showed evidence of changing their personal understandings because of group interaction. This result was made possible by the homogeneous composition of the group, because all students in a group were approximately of the same achievement level, and there was no "expert" student who could support the group, giving ideas and explanations; instead all the students had to put their different skills into play and give their personal contribution to reach the common goals.

## 5. Conclusions

### 5.1. Summary of Findings

This research study extended the results of the pilot study conducted by Barana et al., in [9], to investigate the collaborative knowledge construction process during lab activities in Financial Mathematics. In our research work, we investigated the following three research questions:
(RQ1) How do the adapted phases of the Interaction Analysis Model occur, and have they been proved to be suitable in detecting the knowledge co-construction process in the context of synchronous lab activities in Financial Mathematics?
(RQ2) How do the characteristics of computational lab-activities affect the interaction and, thus, the achievement of higher-level knowledge co-construction?
(RQ3) How does the composition of the groups, specifically considering the GPA, affect the interaction and, thus, the achievement of higher-level knowledge construction?
Our research focused on lab activities, which are an integral part of a Computational Finance module. During the labs, students worked in groups of homogeneous ability on tailored student-led inclusive computational practices. Every week, after attending the lab, students critically reflected on the computational practices and the specific interactions that took place within their group through an online survey. The answers to these surveys formed the dataset for our analysis. We examined the students' responses by using an adaptation of the Interaction Analysis Model, originally designed by Gunawardena et al. in [6], to investigate knowledge co-construction in a collaborative learning environment. We conducted a review of the literature to explore the applicability and versatility of this model. From this review, it was interesting to observe that the only study conducted in the Financial Mathematics setting was the pilot study of this research [9]. Furthermore, none of the studies that we selected and studied presented an analysis focused on the impact of group composition, by considering the homogeneity or heterogeneity of participants' skills. Our research study can, thus, contribute to addressing this gap in the literature.

We classified the students' responses by using an adapted IAM framework. The obtained results were in line with the ones presented in the pilot study [9]. Although the lower phases were the most prevalent (Ph 0 3.28\%, Ph $140.40 \%$, Ph 2 10.61\%), as happens in similar studies using the IAM framework in different settings, our research showed that significant negotiations of meaning and discussions for the co-construction of knowledge were activated (Ph 3 30.56\%, Ph 4 2.53\%, Ph 5 12.63\%). In particular, compared with the reviewed literature, our results showed an improvement in frequencies of phase 3 and 5 . This means that the activities designed for the ACM30070 module were generally effective to guide students into higher-level collaborative knowledge construction, and the adapted IAM framework detected the co-construction process well within a Financial Mathematics context (RQ1).

While analyzing the occurrence of phases in each lab to answer the second research question (RQ2), we observed that the labs focusing on practices that were perceived as more "technical" from the students' perspectives, such as debugging, writing a code from scratch or guided syntax modifications, were the ones that led to the achievement of lower stages more. In contrast, practices that guided students toward sensemaking, like the ones where students were guided in discussing advantages/disadvantages of computational solutions, or in optimizing an already-known code, triggered more interactions, such as discussions, and the negotiation of meanings and testing. Thanks to these kinds of computational activities, the groups achieved higher levels of knowledge co-construction and a deeper understanding of the proposed topics. Such result supports the results of both the thesis of Donelly et al. [2] and the pilot study [9]: collaboration, coupled with problem solving and tailored computational-thinking activities, creates suitable conditions for co-learning construction in a CSCL environment.

We also investigated the impact of group composition in the knowledge co-construction process. After analyzing the occurrence of phases within groups to answer the third research question (RQ3), it turned out that groups composed of students with lower average GPAs were more involved in negotiating and discussing, resulting in a highly improved understanding and knowledge not only at the group level but also at the individual level. In contrast, groups containing students with higher average GPAs cooperated the least or tended to clash the most but failed to resolve these dissonances. This was reflected by the occurrences of the phases in each group and each lab. Thus, a homogeneous group composition may have affected the achievement of the phases of the knowledge co-construction process. This result also contributes to creating an inclusive learning environment that fosters respect and diversity, enables participation, removes barriers, and considers a variety of learning needs and preferences. The proposed group composition, in fact, avoided leader-follower dynamics: each student considered him/herself able to contribute to the co-construction of learning, and actively participated in the proposed activities. This was
reflected in the occurrence of higher-level discussions and knowledge construction in the low-performing student groups.

### 5.2. Future Directions

Future developments in our research could be to further investigate the impact of group composition in the knowledge co-construction process by comparing homogeneous versus heterogeneous groups, or to investigate how the presence of ACM and FM students in the groups might affect this. We have already collected the same dataset from the ACM30070 2021/2022 class, where the students were grouped in a heterogeneous way; we plan to repeat these analyses and compare the findings. Moreover, using the results of the present study, which have shown that some lab practices foster the achievement of a higher level of knowledge more than others, we are interested in deeply investigating the relationships between computational practices and the level of collaboration and sensemaking activated. We are planning to extend and improve the pilot study [63], in which the authors will perform a thematic analysis to measure the effectiveness of tailored student-led computational lab activities in sensemaking in Financial Mathematics and in developing computing thinking.

Another possible development could be to study the relationship between the phases reached in the groups and the students' final exam grades to further investigate the extent to which group collaboration can affect sensemaking at the individual level. Moreover, we plan to analyze the final surveys that all students filled in at the end of the module after sitting their final exam. In this survey, students critically reflected on their self-perception of how the teaching modalities affected their understanding of the subject in view of the final exam.

### 5.3. Limitations

We remark that this study has a limitation: we analyzed students' answers instead of their recorded conversations, so students may have reached different phases from the one identified but they were not able to express it in words. To improve this aspect, we are planning to collect a new dataset based on video recordings of activities, and to analyze discussion transcripts with the new designed framework.

Another possible limitation could be the size of the dataset. However, we have already collected the final survey and the same dataset in the ACM30070 2021/2022 class, where the students were grouped in a heterogeneous way; we plan to repeat the analyses and compare the findings to the larger dataset.
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