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Abstract

Machine learning models are high-potential tools that enable prediction in problems incorpo-
rating multiple attributes exploiting historical data. Prediction models are applicable in au-
tonomous recommending systems development based on acquired datasets. They enable to
profit from expert knowledge to support decision-makers in various fields. This paper demon-
strates the application of an artificial neural network model named Multi-layer Perceptron (MLP)
regressor for rankings prediction based on expert assessments performed in the past with multi-
criteria decision analysis methods. The prediction given by the trained model shows high con-
vergence with the real ranking. It proves that the MLP regressor has wide possibilities in de-
veloping autonomous recommending systems that do not need the active participation of the
decision-maker. The developed methodology was applied to predict European countries’ rank-
ing regarding clean, affordable, and sustainable energy systems for the public in Sustainable
Development Goal 7 (SDG 7).

Keywords: Multi-Layer Perceptron regressor, Autonomous recommender systems, Ranking
prediction, Sustainable development, MCDA.

1. Introduction
Evaluation of countries based on the Sustainable Development Goal 7 (SDG 7) framework pro-
posed by the United Nations (UN) is significant since it incorporates energy efficiency, growth
of the share of renewable energy sources in industrial branches, and propagation of investment
in clean energy solutions and modern energy infrastructures [9, 17]. In addition to the above
aspects, SDG 7 has important social significance as it contributes to the fight against energy
poverty by promoting enhanced energy access for the public [1]. Criteria preferences deter-
mined using expert knowledge are often unavailable, making it impossible to perform a multi-
criteria evaluation using them [28]. This article presents a methodological framework for an
information system for predicting country rankings concerning indicators within SDG 7. The
proposed approach uses a Multi-Layer Perceptron regressor (MLP regressor) to assess countries
based on performance data and scores without knowledge of criteria significance determined
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by experts. The framework for a country evaluation system for clean and affordable energy
employs the MLP regressor model to predict alternatives’ rankings in multi-criteria evaluation
problems based on datasets evaluated by experts in the past. The basic principles of the pro-
posed framework can be presented as follows. Suppose the goal is to evaluate countries in a
multi-criteria problem focused on sustainability considering affordable and clean energy. The
expert evaluation involves prioritizing the criteria by determining their weights and using the se-
lected Multi-Criteria Decision Analysis (MCDA) method, which provides utility function values
of the alternatives. Then, alternatives are ordered according to obtained utility function values.
The critical point of the presented procedure is the criteria prioritization step, which depends on
expert knowledge [23]. When the experts give criteria weight values, the situation is straightfor-
ward because the evaluation can be performed applying the chosen MCDA method. However,
decision-makers may be confronted with a situation where it is desirable to estimate the ranking
of alternatives for a new data set and experts are not available [16]. Indeed, objective weighting
methods allow determining weights from the data using mathematical formulas [28]. Neverthe-
less, decision-makers may prefer to handle criteria relevance values previously established by
domain experts for analogous problems [22]. The approach proposed in this paper is dedicated
to just such cases. It uses historical datasets from several years assessed by experts using a
given MCDA method. Therefore, based on them, the preference values of the alternatives can
be predicted for the actual dataset using the Multi-Layer Perceptron Regressor machine learning
model.

In methodical terms, the authors’ main contribution is to propose applying the MLP regres-
sor model to predict the utility function values of alternatives based on the historical datasets at
disposal and the utility function values obtained with expert involvement for the same problem.
Criteria performance values (training features) and evaluation scores in the form of utility val-
ues (target variable) are known. Information about the MCDA method used in the assessment
to correctly rank the alternatives according to real and predicted utility values is also available.
Since this attempt is a new approach and the purpose of this research is to check its applicability
to the problem at hand, using experts’ subjective weights was replaced by using an objective
method of determining weights from data called the Gini coefficient-based weighting method.
Then, for the data sets from each year, utility function values for each alternative were deter-
mined using the Technique for Order of Preference by Similarity to Ideal Solution (TOPSIS)
method. TOPSIS was chosen due to its popularity for benchmarking the performance of other
MCDA methods [3].

The rest of the paper is organized as follows. Section 2 provides literature review. Then, in
section 3 methods applied in this research are presented in detail. Obtained results are presented
and discussed in the next section 4. Finally, a summary and conclusions are provided in the last
section 5, which also draws directions for further work.

2. Literature review
Advancements in developing effective systems utilizing renewable energy sources and harm-
less for the environment energy technologies need the information systems required to support
the UN’s energy goals. Special attention should be given to using renewable energy resources
recommended by SDG 7. SDG 7 aims to ensure accessibility of sustainable, modern technolo-
gies producing clean energy [1]. Systems supporting sustainability assessment of clean and
affordable energy development may be supported by scientific technologies such as MCDA [8],
knowledge-based systems [6], data mining [27], and machine learning models [2]. Examples of
integrating machine learning models with other models, such as MCDA models, can be found
in the literature. For example, combining the Multi-Criteria Decision Analysis (MCDA) model
with a machine learning model may contribute to catching the relationship between individual
attributes and prediction, which contributes to improved prediction performance [15]. Another
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study integrated two MCDA methods, including AHP and ANP, with two machine learning
models, namely Random Forest (RF) and Support Vector Machine (SVM), to develop flood
vulnerability maps for the province of Salzburg, Austria [24]. In addition, the Multi-Layer Per-
ceptron regressor is a popular and widely used artificial neural network prediction model that
predicts target values based on collected historical data [13]. A machine-learning framework
based on Multi-Layer Perceptron Regressor is widely used in prediction considering various
fields. For example, this model has been applied for wave prediction [12], modeling the spread
of COVID-19 infection [5] and prediction of the biomass gasification process efficiency [10]. In
addition, MLP technology has proven successful in continuous and discrete variables prediction
performance [13]. Furthermore, the MLP model shows potential for application in sustainable
renewable energy management systems, for example, wave and ocean energy generation sys-
tems [1].

The MCDA methods proved to be a very useful tool in various domains and research disci-
plines. When analyzing the literature, it can be observed that MCDA methods are the foundation
for evaluation problems incorporating sustainable development [18]. Many measures, indica-
tors, and indexes [7] using MCDA methods were developed to reliably assess sustainability in
different fields. The significant potential of MCDA methods in sustainability evaluation is due
to the ability to incorporate multidimensional models and create transparent, structured models
with the inclusion of data [18]. Additionally, MCDA methods allow involving different inter-
est groups, including contradictions often considered in sustainability assessment [7]. MCDA
methods allow solving problems requiring simultaneous consideration of multiple attributes and
often conflicting objectives. The mentioned problems are represented by a decision matrix con-
taining performance values of evaluated options regarding required attributes.

3. Methodology
This paper aims to demonstrate the applicability of the MLP regressor model in predicting rank-
ings of alternatives based on historical performance data and the results of their evaluations ob-
tained with MCDA methods involving decision-makers. Figure 1 shows the framework based on
the MLP regressor model trained on a historical dataset evaluated using expert criteria weights
and the MCDA method.
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Fig. 1. Framework for rankings prediction based on MLP regressor and training dataset.
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Investigation of the usefulness of the proposed method is presented using an illustrative
example of assessing the sustainability of European countries in terms of an efficient, clean,
and affordable energy system. The assessment uses a set of criteria belonging to the Sustainable
Development Indicator (SDG 7) framework proposed by the United Nations in the Agenda 2030
strategy to monitor countries regarding accessibility to modern energy services, improvement of
energy efficiency, and increasing the share of renewable energy.

This paper aims to demonstrate the applicability of the MLP regressor model in predicting
rankings of alternatives based on historical performance data and the results of their evaluations
obtained with MCDA methods involving decision-makers. Investigation of the usefulness of
the proposed method is presented using an illustrative example of assessing the sustainability of
European countries in terms of an efficient, clean, and affordable energy system. The assessment
uses a set of criteria belonging to the Sustainable Development Indicator (SDG 7) framework
proposed by the United Nations in the Agenda 2030 strategy to monitor countries regarding
accessibility to modern energy services, improvement of energy efficiency, and increasing the
share of renewable energy.

3.1. The MLP Regressor

MLP regressor is a machine learning model that applies a supervised learning algorithm relying
on a nonlinear function and maps input data to output data in a training process on a data set [12].
Input data are represented by X = x1, x2, . . . , xR where R means number of inputs. Outputs
are denoted by y = y1, y2, . . . , yS , where S means the number of outputs. The MLP model is
built with three or more layers. Input, output, and one or more hidden layers can be mentioned.
Each node in one layer is connected by weight to each node in the next layer. The input layer
includes neurons playing the role of inputs. The output layer obtains information from the last
hidden layer and transforms it into output values. After that, each neuron in the hidden layer
achieves the values from the previous layer as a weighted linear sum, followed by a nonlinear
activation function f(·) : X → y. As an example, the output of the jth node from the first
hidden layer is represented by Equation (1)

y = f(

R∑
i=1

wjixi + bj) (1)

where f(·) means nonlinear activation function, wji represents the weights and bj denotes the
bias. The scikit-learn library provides several types of nonlinear functions in the MLP regressor
model, such as ’identity’, ’tanh’, ’relu’, ’logistic’, which are selected in the grid search proce-
dure. Training of MLP regressor is performed by adjusting connection weights and biases after
calculating the error in the output based on comparing the output result (predicted value) with
the expected outcome (real value). The TOPSIS method used for the evaluation of historical
datasets by experts is described in [3]. This method evaluates alternatives based on their dis-
tance from reference ideal and anti-ideal solutions. Alternative with the highest TOPSIS utility
function value is best scored. For determining criteria weights, experts used Gini coefficient-
based weighting method detailed in [21].

3.2. The TOPSIS method

The steps of the TOPSIS method are given below, following [3]. In each Equation presented
below (i = 1, 2, . . . ,m, j = 1, 2, . . . , n), m denotes alternatives number and n represents
evaluation criteria number.

Step 1. Normalize the decision matrix. In Minimum-Maximum technique rij normalized
values are calculated by Equation (2) for profit criteria and (3) for cost criteria.



ISD2023 LISBON, PORTUGAL

rij =
xij −minj(xij)

maxj(xij)−minj(xij)
(2)

rij =
maxj(xij)− xij

maxj(xij)−minj(xij)
(3)

Step 2. Calculate the weighted normalized decision matrix as Equation (4) shows.

vij = wjrij (4)

Step 3. Determine the Positive Ideal Solution using Equation (5) and Negative Ideal Solu-
tion using Equation (6). PIS includes the maximum values of the weighted normalized decision
matrix, while NIS includes its minimums.

v+j = {v+1 , v
+
2 , . . . , v

+
n } = {maxj(vij)} (5)

v−j = {v−1 , v
−
2 , . . . , v

−
n } = {minj(vij)} (6)

Step 4. Calculation of distance from PIS (7) and NIS (8) for each alternative.

D+
i =

√√√√ n∑
j=1

(vij − v+j )
2 (7)

D−
i =

√√√√ n∑
j=1

(vij − v−j )
2 (8)

Step 5. Calculate the score for each evaluated alternative by Equation (9). The Ci value
ranges from 0 to 1, and the best is the one with the highest Ci value.

Ci =
D−

i

D−
i +D+

i

(9)

3.3. The Gini coefficient-based weighting method

The Gini Coefficient-based weighting method is described based on [21]. Subsequent stages of
this weighting method are given below.

Step 1. Compute the Gini coefficient value for each j-th criterion applying Equation (10)

Gj =

m∑
i=1

m∑
k=1

|xij − xkj |
2m2Ej

(10)

where x represents performance values in decision matrix X = [xij ]m×n, m denotes number of
alternatives (i = 1, 2, . . . ,m), n is number of criteria (j = 1, 2, . . . , n), and Ej means the aver-
age value for all alternatives considering j-th criterion. If Ej is not equal to zero, Equation (10)
is used. Otherwise, the Gini coefficient is computed as Equation (11) shows.

Gj =

m∑
i=1

m∑
k=1

|xij − xkj |
m2 −m

(11)

Step 2. Calculate weights for each j-th criterion using Equation (12).

wj =
Gj∑n
k=1Gk

(12)
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3.4. The SDG 7 Evaluation Criteria

The SDG 7 indicator covers eleven criteria, where ↑ denotes the goal of maximizing and ↓
represents the goal of minimizing the performance value of considered criteria. Criteria set is
displayed in Table 1. The indicators belonging to the framework defined by SDG 7 are suitable
for assessing countries for affordable and clean energy. The set of assessed alternatives contains
countries provided in Table 6. Performance values of assessed countries in terms of criteria in-
cluded in SDG 7 were acquired from the Eurostat website (accessed on 14 February 2023). Data
sources for each criterion included in SDG 7 are available in the GitHub repository [11]. The
dataset includes performance values for 30 European countries from 2010-2020 (330 samples).
This dataset was split with the intent that the test dataset was approximately 20% of the whole
dataset size, according to fundamentals of machine learning procedures for MLP model [19].

Table 1. Evaluation criteria in the SDG 7 framework.

Criterion Cj Name Unit Goal
C1 Primary energy consumption Tonnes of oil equivalent

[TOE per capita]
↑

C2 Final energy consumption Tonnes of oil equivalent
[TOE per capita]

↑

C3 Final energy consumption in house-
holds per capita

Kilogram of oil equiva-
lent [KGOE per capita]

↑

C4 Energy productivity Euro per kilogram of oil
equivalent [KGOE per
capita]

↑

C5 Share of RES in gross final energy con-
sumption in general

[%] ↑

C6 Share of RES in gross final energy con-
sumption in transport

[%] ↑

C7 Share of RES in gross final energy con-
sumption in electricity

[%] ↑

C8 Share of RES in gross final energy con-
sumption in heating and cooling

[%] ↑

C9 Energy import dependency regarding
all types of energy products (solid fos-
sil fuels, oil and petroleum products ex-
cluding biofuel portion, natural gas)

[%] ↓

C10 Population unable to keep home ade-
quately warm

[%] ↓

C11 Greenhouse gas emissions intensity of
energy consumption

Index, 2000=100 ↓

Performance values for 11 criteria that represent training features were used as input data.
The target variable is represented by score values acquired from the MCDA assessment. Pre-
pared training and test datasets and Python codes are available on GitHub [11]. Because this is
an early attempt involving the MLP regressor model, the target variable values representing the
decision makers’ assessments were obtained during simulation using the TOPSIS multi-criteria
dataset evaluation procedure performed for each year from 2010 to 2020. This research covers a
phase including steps related to MCDA evaluation and a stage related to training and testing the
MLP regressor model. The MLP regressor model implemented in the scikit-learn Python library
was employed for this research. Table 2 contains a fragment of the decision matrix representing
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the training dataset, including the performance values of 30 countries A1–A30 for 11 attributes
C1–C11.

Preparation of the training dataset involves several steps that enable obtaining target values
for each year using the MCDA method.

Step 1. Create decision matrices containing m alternatives and n criteria for each year.
Step 2. Determine the significance of the criteria for each year’s dataset. This step simulates

the prioritization usually performed by decision-makers. For this research, criteria weights were
determined using the Gini coefficient-based weighting technique [21]. However, weights may
be set subjectively by decision-makers.

Step 3. Normalize the decision matrix. Due to some negative criteria values in the datasets,
the Minimum-Maximum normalization technique was applied [4].

Step 4. Evaluate annual datasets using the TOPSIS method detailed in [3] to obtain prefer-
ence values representing target variable values for each year. Performance values in the dataset
were normalized using the Minimum-maximum normalization technique, as shown in Table 3.
Pref. column includes target variable values.

Table 2. Fragment of decision matrix representing training dataset.

Ai Country Year C1 C2 C3 C4 C5 C6 C7 C8 C9 C10 C11

A1 Austria 2010 3.93 3.35 845 8.49 31.205 10.705 66.361 30.959 62.779 3.8 90.2
A2 Belgium 2010 4.89 3.48 883 5.32 6.004 4.8 7.332 6.71 78.553 5.6 91.8
A3 Bulgaria 2010 2.35 1.19 303 2.13 13.928 1.498 12.358 24.334 40.146 66.5 117.4
A4 Croatia 2010 2.06 1.68 645 4.81 25.103 1.123 37.521 32.881 46.693 8.3 96.5
A5 Cyprus 2010 3.22 2.33 406 6.59 6.161 1.994 1.39 18.813 100.636 27.3 103.9
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
A30 United Kingdom 2019 2.61 2.01 571 11.88 12.336 8.856 34.769 7.837 34.829 5.4 81.8

Table 3. Fragment of preprocessed training dataset and target variable.

Ai Year C1 C2 C3 C4 C5 C6 C7 C8 C9 C10 C11 Pref.
A1 2010 0.1459 0.3015 0.6647 0.6845 0.4322 1.0000 0.6753 0.4416 0.0617 0.9500 0.5007 0.4347
A2 2010 0.2069 0.3190 0.7020 0.3577 0.0719 0.4484 0.0743 0.0572 0.0360 0.9227 0.4774 0.3144
A3 2010 0.0457 0.0108 0.1333 0.0289 0.1852 0.1399 0.1255 0.3366 0.0986 0.0000 0.1036 0.1294
A4 2010 0.0273 0.0767 0.4686 0.3052 0.3450 0.1049 0.3817 0.4721 0.0879 0.8818 0.4088 0.3387
A5 2010 0.1009 0.1642 0.2343 0.4887 0.0741 0.1863 0.0138 0.2491 0.0000 0.5939 0.3007 0.2211
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
A30 2019 0.0611 0.1003 0.3472 0.5564 0.0739 0.2052 0.2650 0.0200 0.0940 0.8488 0.3599 0.3066

The specificity and usefulness of all the indicators belonging to the SDG 7 framework in
assessing sustainable energy policy are discussed in detail below. Indicator C1 measures a
country’s total energy needs. Primary energy consumption includes energy consumption by end
users such as industry, transport, households, services, agriculture, and energy consumption by
the energy sector itself for energy production and transformation. Thus, the increase of indica-
tor C1 representing the energy demand in the country is implied by the development of industry
and economy. Therefore, it is qualified as a profit-type criterion. Indicator C2 measures final
energy consumption in a given country. It excludes all non-energy use of energy carriers. Final
energy consumption includes only energy consumed by end-users (industry, transport, house-
holds, services, and agriculture). This indicator excludes energy consumption by the energy
sector itself and losses occurring during energy conversion and distribution. Indicator C2, like
C1, proportionally reflects the economic growth of the country and the associated increase in
energy demand. Therefore it is included in this research as a profit-type criterion. Indicator C3

(energy consumption in households) measures the consumption of electricity and heat by each
citizen in the household without including energy consumed in transport. This indicator reflects
access to electricity in households. Therefore, it is a profit criterion. Energy productivity (C4)
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is a profit measure of the amount of economic production generated per unit of gross available
energy representing the amount of energy products needed to supply entities in a country. Indi-
cators C5-C8 representing renewable energy are significant measures of the share of renewable
energy sources (RES) in end-use energy consumption. Due to the need to increase the share of
RES in the economy, these indicators are among the profit criteria. The C9 indicator represents
energy dependency, namely the share of a country’s total energy needs supplied by imports from
other countries. Since the goal of the energy policy promoted by the UN is for governments to
become less dependent on imports of energy resources, especially non-renewable ones, in favor
of developing an increasing share of RES, the C9 indicator is of the cost type. Indicator C10

(inability to keep home warm) represents the percentage of the population that is not provided
with adequate heat at home. This indicator monitors energy poverty and is a cost criterion in the
SDG 7 framework. The last indicator, C11 (GHG intensity of energy consumption), included in
the framework for assessing sustainable, affordable, and clean energy, represents energy-related
greenhouse gas (GHG) emissions in the economy. Since the concern for climate quality is to
reduce GHG emissions in all sectors of the economy, indicator C11 is a cost criterion.

3.5. The Dataset

The following step of this research incorporates choosing the best hyperparameters for the MLP
regressor model. Hyperparameters were established using the k-fold cross validation grid search
procedure available in the GridSearchCV function from the scikit-learn Python library [26]. In
order to avoid overfitting L2 penalty parameter regularization was set [12]. The final step of
the presented research incorporates training the MLP regressor model on the training dataset
to predict target variable values for the test dataset. Then, predicted utility function values
are ranked in descending order like in the TOPSIS method. Predicted rankings are compared
with real rankings to establish the efficiency of the MLP regressor model. Results obtained
using the MLP regressor model were compared with results provided by benchmarking Linear
regression model [20]. Convergence of rankings is determined using the Weighted Spearman
rank correlation coefficient [25].

4. Results
This section provides and details results received using the MLP regressor model for rank-
ing prediction based on historical data. The results presented include selecting the best hyper-
parameters of the MLP regressor model using k-fold cross-validation and grid search and testing
the model’s prediction performance for the test dataset. Table 4 presents a summary of hyper-
parameters selection performed.

Table 4. MLP regressor model parameters optimized and applied in this research.

Parameters Values tested in GridSearchCV Optimized value
Solver ’lbfgs’, ’sgd’, ’adam’ ’lbfgs’
Hidden layer sizes (100), (200), (500) (500)
Learning rate constant’, ’adaptive’ ’adaptive’
Activation function ’logistic’, ’tanh’, ’relu’ ’relu’
Alpha 0.001, 0.0001, 0.00001 0.0001
Maximum iterations number 200, 500, 1000 1000

After selecting the most suitable parameters for the MLP regressor model, the prediction
with the MLP regressor model was performed for the test dataset, constituting 20% of the whole
dataset. Then a 5-fold cross-validation procedure was applied to evaluate the MLP regressor
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model score using regression score function R2. Results for each fold are high and close to
1: {0.9905, 0.9879, 0.9922, 0.9810, 0.9771}. It confirms the high efficiency of the examined
model. Results of MLP prediction were compared with ranking predicted by benchmarking
model Linear regression (LR) and with real ranking as shown in Figure 2. The results are
similar because MLP and linear regression had comparable performance and robustness [14].
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Fig. 2. Comparison of real and predicted rankings.

The consistency of predicted values for two test datasets, including 60 randomly chosen
samples and 30 samples from 2020, was determined by the Weighted Spearman correlation
coefficient and regression score function R2. The results are presented in Table 5. It can be
noted that the convergence of results provided by compared models with real results is high and
comparable.

Table 5. Scores reached by MLP and LR models for different test datasets.

Test dataset, prediction model Weighted Spearman R2

60 samples, MLP 0.9999995 0.9824702
60 samples, LR 0.9999996 0.9856510
30 samples, MLP 0.9999967 0.9808376
30 samples, LR 0.9999956 0.9741465

Then utility function values predicted by MLP for 2020 were ranked and compared with
real ranking and ranking generated based on values predicted by the LR model. The results are
displayed in Table 6 and Figure 3.

Table 6. Comparison of real and predicted rankings for 2020.

Ai Country Real MLP LR Ai Country Real MLP LR Ai Country Real MLP LR
A1 Austria 6 6 5 A11 Germany 21 21 21 A21 Netherlands 14 13 14
A2 Belgium 17 17 18 A12 Greece 27 27 27 A22 Norway 1 1 1
A3 Bulgaria 30 30 30 A13 Hungary 18 18 19 A23 Poland 15 15 16
A4 Croatia 13 14 12 A14 Iceland 2 2 2 A24 Portugal 26 26 25
A5 Cyprus 29 29 29 A15 Ireland 9 9 13 A25 Romania 22 22 22
A6 Czechia 12 12 11 A16 Italy 24 24 24 A26 Slovakia 20 20 20
A7 Denmark 5 5 6 A17 Latvia 8 8 8 A27 Slovenia 11 10 9
A8 Estonia 7 7 7 A18 Lithuania 28 28 28 A28 Spain 25 25 23
A9 Finland 4 4 4 A19 Luxembourg 10 11 10 A29 Sweden 3 3 3
A10 France 19 19 17 A20 Malta 23 23 26 A30 United Kingdom 16 16 15
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Fig. 3. Comparison of real and predicted rankings for 2020.

It can be observed that convergence between real ranking and rankings predicted by MLP
and LR model is high and comparable. It is demonstrated in a heat map with high correlation
values close to 1 displayed in Figure 4.

Real MLP LR
Rankings

LR
M

LP
R

ea
l

0.9900 0.9896 1.0000

0.9989 1.0000 0.9896

1.0000 0.9989 0.9900

Weighted Spearman correlation

0.9900

0.9925

0.9950

0.9975

1.0000

Fig. 4. Correlation of real and predicted rankings for 2020.

The top nine ranks provided by the MLP model are identical to the real ranking. It is impor-
tant because the top of the ranking is the most interesting for decision-makers and stakeholders.
The leader in rankings is Norway (A22). The second place was taken by Iceland (A14) and third
place by Sweden (A29). Finland (A9) took fourth rank and Denmark (A7) fifth rank. Obtained
results prove that Nordic countries are well scored in terms of clean and affordable energy sys-
tems. It can be noted that there occur only four differences between real ranking and ranking
based on utility function values predicted by MLP. They involve A4 (Croatia), A19 (Luxem-
bourg), A21 (Netherlands), and A27 (Slovenia). Noticed differences do not exceed one rank.
Thus, the MLP regressor model proved to be a suitable and effective tool for ranking prediction.

5. Conclusions
This paper aimed to demonstrate the usefulness of the MLP regressor model in solving multi-
criteria assessment problems. This research showed a successful integration of information
included in data and experts’ knowledge represented by assessments from the past. Performed
research proved that the MLP regressor model has the potential to support autonomous rec-
ommender systems for ranking prediction based on historical datasets evaluated previously by
decision-makers. Future work directions involve extended investigations applying autonomous
systems incorporating machine learning for prediction based on historical data and scores pro-
vided by experts obtained from trusted databases. It is also advisable to build and examine
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neural network models based on more compound architecture involving more hidden layers of
neurons and explore the applicability of other machine learning regression models in multi-
criteria assessment problems. Future work directions also cover research using larger datasets
representing other problems in sustainable development.
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