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Abstract

The current trends in automatic emotion recognition encompass the application of deep learning
techniques, as, if applied to a multimodal approach, give the most promising results. The study
presented in the paper follows this trend - the objective of the research is to propose a deep
learning-based solution allowing to recognize emotions in circumplex model with performance
metrics on a par with the ones achieved by competitive solutions. The observation channels
used are physiological signals i.e. electrocardiography, electroencephalography and electroder-
mal activity, while the applied technique is late fusion with Graph and Convolutional Neural
Networks. The solution is validated for the AMIGOS dataset and the achieved results are com-
parable to the baseline methods. While already satisfactory, the results still leave a place for
further investigations.
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1. Introduction
Affective computing is an area of study encompassing the recognition, processing, and interpre-
tation of human emotions [21, 20]. The subject of this research is the detection and recognition
of emotion. It is this area that concerns the creation of Automatic Emotion Recognition (AER)
models capable of processing data gathered from a particular person or group of people and
predicting the affective state of the individual person, or the group as a whole (in terms of the
tone of a conversation between multiple people, for instance) [31]. The process of building such
a model is part of a different but overlapping field called Machine Learning (ML). The AER
models presented in this paper are artificial neural networks (ANNs) - a set of computational
models consisting of interconnected artificial neurons. In particular, the Convolutional Neural
Networks (CNN) and Graph Neural Networks (GNN) networks [1] are applied in the presented
research.

The creation of an emotion recognition model requires an operationalization of human emo-
tions. Operationalization can be understood as a process of defining measurement phenomena
that often are not directly measurable and are often understood as "fuzzy concepts". In the case
of emotions, it can be the definition of a set of classes that a given emotion can fall into or a
set of continuous dimensions that an emotion can exist within. A handful of major approaches
to emotion description can be distinguished based on different theories of emotion expression:
the categorical approach, the dimensional approach, and the appraisal-based one [33]. In this
research, the dimension approach is applied. It operates under the Dimensional Theory. The
three most fundamental dimensions found to best encompass expressed emotions are valence,
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arousal, and dominance, oftentimes simplified to just valence and arousal. This notation is often
referred to as the circumplex model. The appraisal-based approach assumes that emotions result
from a complex process of continuous change in various subsystems understood as components
forming emotion.

Given an emotion notation model, another issues concerns symptoms, which are used to
recognize emotions. The symptoms encompass among others facial expressions, gestures, vo-
calization and bioelectrical signals. Bioelectrical signals refer to electric signals that can be
measured from living tissue. They are a result of internal processes and can be measured via
changes of electrical potential [29]. There’s a wide range of signals that can be differentiated,
including the electroencephalogram (EEG), the electricardiogram (ECG) and the electrodermal
activity (EDA) also known as the galvanic skin response (GSR). Changes in these signals rep-
resent specific changes in the body and correlates with emotion.

The research goal of this study is to check the accuracy of the multimodal solution,
which: (1) recognizes emotions in the two-dimensional model, (2) bases on bioelectrical
signals, (3) implements Convolutional and Graph Neural Networks, and (4) incorporates
late fusion approach.

The biological signals used in this study, are the ones mostly used in emotion recognition
solutions i.e. EDA, ECG, and EEG. In the presented solution for EDA and ECG biosignals the
Convolutional Neural Network was used and for EEG the Graph Neural network. The applied
late fusion approach [11] assumes that the emotions recognized from each modality (here each
separate biosignal) are further combined to achieve the final recognized emotion. This approach
is contrary to the early fusion approach, which is a process of combining features from diverse
types of modalities for further analysis.

The paper is organized as follows. Section 2 describes the incorporated methodology. Sec-
tion 3 describes recent trends in automatic emotion recognition. In Section 4, the architectures
of networks are presented. The consequent section - Section 5 is devoted to the chosen dataset
used in the experiments as well as classification and model settings. The comparison of accura-
cies for each presented model and comparison of obtained results with baseline methods is done
in Section 6. Finally, future works are discussed in Section 7.

2. Methodology
The methodology applied for the research is experiment-based, which means that a set of exper-
iments were designed to find the answer to the research question. The experiments were planned
following an approach based on the agile methodologies for Data Science projects [25]. As a
consequence the experiments were designed iteratively based on results from previous tasks.
Said experiments were therefore not known a’priori, but planned flexibly throughout the entire
project. For example in EEG prepossessing the two approaches were examined: the extraction
of the list of features and using almost raw signal - the latter was chosen. For the sake of clarity,
the paper presents only the experiments that resulted in the architecture, prepossessing or model
settings applied in the final model.

The first two experiments (CNN for EDA and CNN for ECG) concern the design of the sin-
gle channel models for the EDA and ECG bioelectrical signals. Both of the experiments are
an attempt at designing an optimal AER model based on one signal with performance scores
comparable to those found in literature that inspired their designs. CNN for EDA involved fea-
ture extraction using domain specific methods for the two signals - extraction of features unique
to the signals such as the QRS complex and the SCR peaks (a model to represent waveforms
observed in ECG and Skin Conductance Response peaks). CNN for ECG involved minimal pre-
processing of the data, with feature extraction primarily taking place through the convolutional
layers of the neural network. Both experiments used Convolutional Neural Networks with the
second experiment expanding on the convolutional layers in terms of kernel size and the amount
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of said layers. The third experiment (GNN for EEG) pertains to the EEG model trained using the
Graph Learning method. The adjacency matrix is learned from training data and its features are
extracted through spatial convolution. The neural network architecture is based on the work of
Jia et al. [10]. The model has been rewritten to work with the chosen technologies and adjusted
for use in emotion recognition - the original work regarded the use of EEG signals for sleep
stage classification. The aim of this experiment is the refitting of the original architecture for
emotion recognition in order to achieve similar or higher performance scores than other recent
models using EEG signals for emotion classification. The fourth experiment (late fusion model)
is the final primary experiment concerning the full model. The model joins all three previously
trained modalities - EDA, ECG, and EEG - using the late fusion approach.

The presented models of emotion recognition were appraised based on resulting classifica-
tion metrics. Accuracy and F1 scores were calculated. The model validation was performed
using a k-fold method with 10 folds with metrics calculated from left out folds from all iter-
ations. For the late fusion model, additionally, the validation metrics were compered with the
first three models i.e. the unimodal approaches. Also, the late fusion model was compared with
baseline research, which was chosen as the ones which present multimodal approach and are
validated for AMIGOS dataset [18].

3. Related Work
The research in the field of automatic emotion recognition varies with respect to numerous
aspects. To the most important ones belong the incorporated emotion model, used symptoms,
applied techniques, number of modalities used, and the characteristics o people for which the
solution is developed. The number of research in the field is so huge, that the section is organized
focusing on the most important differences between research and does not indicate the particular
research but the surveys analyzing solutions regarding specific aspects of the research.

Automatic emotion recognition solutions are based on one or more modalities. When only
one modality is processed to recognize emotion it is said that the approach is unimodal [30].
Unimodal approaches concern different symptoms. As it was previously mentioned, apart from
facial expressions [19] physiological signals are one of the most often used. Among them
researchers are very interested in EEG, which reveals in numerous works in the last years
[16, 3, 9]. The other two physiological signals commonly used in automatic emotion recog-
nition are ECG [7] and EDA [34]. When more than one modality is used to recognize emotion
the approach is called multimodal [6]. In this approach often face expression symptoms are
combined with other ones [15].

The other aspect of the emotion recognition methods is the applied technique to recognize
emotions. Current research concentrates mainly on deep-learning solutions, as the achieved
results are the best for these techniques [12, 5].

The last aspect discussed here is connected with the characteristics of the people, for whom
the solution is developed. The research can be divided into two groups. The first group is related
to typically developed people and the second one is to people suffering from specific diseases.
In the second group the most often diseases which are analysed are autism [14], epilepsy [23],
or Huntington’s Disease [13].

4. Models’ Architectures
This section presents the architectures applied in all four experiments. The CNN for EDA and
ECGconsists of a sequence of one-dimensional convolution layers and pooling layers followed
by fully connected dense layers for emotion classification. The convolutional layers act as fea-
ture extractors and the following dense layers decide the assigned emotion class. The alternating
max-pooling layers are present to reduce the overfitting of the model. The use of a CNN enables
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the use of bioelectrical signals as with minimal preprocessing, allowing for emotion detection
without the need for prior feature extraction or expert knowledge. Similar models have been
used in previous works for ECG and EDA signals [26, 22], where the CNN detects the patterns
of SCR peaks within the EDA signal and R-peaks within the ECG signal.

The Graph Neural Network structure for EEG is based on an existing architecture used
for classification of EEG signal into sleep phases. GraphSleepNet [10] makes use of Graph
Learning to build pairwise relationships between nodes by optimizing for a given loss function
and consequently create an adjacency matrix meant to minimize the value of a given criterion.
Furthermore, the provided data was segmented into equal length windows across time, resulting
in a series of constructed graphs representing consecutive segments of time. This allowed to
use not only spatial or graph convolution based on constructed graph edges but also temporal
convolution using corresponding nodes across consecutive graphs. Previous research has been
done regarding the networks fitness for emotion recognition. For the purposes of this work the
network was rewritten for use with the TensorFlow package in version 2.6.0 and used as a part of
a larger network architecture to allow for late fusion of multiple bioelectrical signals (as opposed
to the earlier approach using early fusion).

The late fusion model is a combination of the three previously described models (i.e. CNNs
for EDA and EEG, GNN for EEG) for individual bioelectrical signals. It combines the three
modalities - EEG, EDA and ECG - using late fusion. With all of the previous "partial" models
already trained to maximize performance metrics, transfer learning was applied when building
the late fusion model.

5. Experimental Settings
In this section, the dataset, classification settings and model settings in our experiments are
presented. The dataset selected for use with the model is AMIGOS [26]. The dataset is publi-
cally available for research purposes and gatheres bioeletrical data of participants. The dataset
also operationalizes emotion using the dimensional approach, making use of the valence and
arousal dimensions for annotation of emotion. The annotations were performed externally by
multiple annotators. Additionally, the dataset offers personality information. Originally, the
processing of the data involved feature extraction for the EDA and ECG data. The data was
divided into overlapping segments of constant length using a sliding window technique before
having domain-specific features extracted. For EDA these were the rise and decay time, latency,
amplitude, half amplitude, and width of detected SCR peaks. The detection of SCR peaks and
subsequent feature extraction was done using the pysiology Python package [4].

In the presented research the classification problem is defined as a classification of one of the
four quadrants in the dimensional model. In this model, personality-based clustering has been
applied. For AMIGOS dataset the limitations for the values of valence and arousal enforced
through the used annotation software can be expressed as [1, 9] for both valence and arousal.
Therefore, zmin = {1, 1} and zmax = {9, 9} resulting in τ = {5, 5}. In AMIGOS dataset
personality is denoted using the OCEAN notation (Openness to Experience, Conscientiousness,
Extraversion, Agreeableness, Neuroticism) [27]. The valence and arousal values refer to the dif-
ference between the threshold found the personality-based clustering and the midpoint equal to
5. Of note is the fact that much criticism has been attributed to the trait concept, particularly re-
garding the ability to extrapolate a person’s behavior across various environments, as more steps
are being taken to create more testable hypothesis regarding the person-situation interaction [8].

Analysis of correlation reveals the highest correlations existing between pairs of personality
traits, such as the correlation of 0.54 between agreeableness and extroversion. From correla-
tion values between emotion annotations and aspects of personality, the highest values are the
positive correlation of 0.28 between arousal and conscientiousness and the negative correlation
of −0.31 between valence and conscientiousness. All of the other correlation values from this
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group specifically do not exceed an absolute value of 0.25. In regards to the p-values between
emotion annotations and aspects of personality, none have reached the often assumed threshold
of significance of p < 0.05. The lowest among them is the value of 0.062 between valence and
conscientiousness.

5.1. Model settings

The full multimodal neural network could be understood as a joining of three submodels, as
described in previous subsections. These submodels - the two CNNs for ECG and EDA signals
and the GNN for EEG data - were initially trained separately. For every training session a k-
fold split was applied to divide the data into a training and validation set. Stratification was
performed during the split to ensure each subset of the data contained an identical proportion
of emotion classes. Five equal folds were created and the training process was repeated five
times, each time with a different validation set. The accuracy of the model was assessed using
all samples in the dataset following this process.

CNNs for EDA and ECG were trained on a single channel, understood as a single time
series of values detected by a bioelectrical signal sensor. The ECG signal in the AMIGOS
dataset was recorded as two channels - the left and the right ECG channel. For the purposes
of the experiment, the left channel was selected (ECGL). Integration of the two channels was
considered, however since comparative results shown in the literature have given no significant
improvement over the ECGL channel by itself [26], the integration was not applied during the
experiment. The kernel sizes of the convolutional layers were different for the ECG and EDA
models. The ECG model had kernels of sizes 15, 10, 5, and 1 in the given order. The EDA
model had kernels of sizes 10, 3, 1, and 1. The model used for training on the data with previ-
ously extract domain-specific features consisted of two instead of three convolution blocks with
kernels of sizes 5 and 3 used for temporal convolutions on the series of features extracted from
consecutive segments of the signal.

The RMSprop [24] algorithm was used for training GNN for EEG with a learning rate of
0.001 and categorical cross-entropy was used as the loss function. The GNN model used a single
Graph module followed by two dense layers of 128 units and an output layer. A 0.5 dropout
rate was used. The model was trained for upwards of 200 epochs - an early stopping mechanism
was applied based on loss values of the validation set with a generous 20 epochs of patience.
The model with the best validation loss was picked as basis for the later full multimodal neural
network.

The final - late fusion model was trained in three different configurations. In all configura-
tions a k-fold stratified split was applied, just as it was performed on the individual submodels.
The different configurations were assessed based on the volatility of loss on the validation set
during training, accuracy of predictions on the all validation sets - calculated on all samples by
exploiting the k-fold split - and assessment of the confusion matrix.

The first training configuration to be tested was the training of the complete model from
randomized initial weights. The other two configurations are variations on a transfer learning
approach - with weights transferred from the partial submodels. The transfer learning approach
was tested both with training fully enabled and disabled on the transferred weights - the training
occurred only on the last connecting dense layers. The training approach making use of transfer
learning with all layers being trained yielded the most promising results out of the three variants.
The results of this training are reported in the following sections.

6. Performance Evaluations and Discussion
This section summarizes the research presenting the comparison of the performance of the final
- late fusion model with respect to unimodal solutions and baseline methods. The architecture
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of each of the unimodal models was tuned for maximization of performance metrics, such as F1
score and accuracy scored on a validation set, they were combined into the late fusion model.
The graph convolution and temporal convolution layers are operating in parallel on separate
bioelectrical signals and their output is concatenated and processed into class probabilities using
fully connected layers. In each case the late fusion model has better performance metrics than
the unimodal models. The comparison is presented in Table 1.

Table 1. Training results for each of the sub-models and the full emotion classification model

Modality Valence Arousal All
Accuracy F1-score Accuracy F1-score Accuracy F1-score

EDA 0.6797 0.6654 0.6103 0.6096 0.4537 0.6383
ECG 0.6993 0.651 0.6199 0.6411 0.4764 0.6474
EEG 0.7128 0.6627 0.6655 0.6972 0.5101 0.6836
Multimodal 0.8221 0.8008 0.7616 0.7774 0.6406 0.7902

The list of performance metrics in order of valence classification accuracy can be seen in
Table 2. All of the collated works made use of at least one bioelectrical signal and classified
valence and arousal into "high" and "low" classes, resulting in four emotion classes in total - the
same as the presented approach. The model achieves comparative results to other multimodal
solutions making use of the same bioelectrical signals.

Table 2. Classification accuracy for AMIGOS dataset in literature. Highest accuracy marked in
bold.

Reference Modality Valence acc. Arousal acc.
Santamaria-Granados et al. 2019 [26] ECG, EDA 0.75 0.76
Wang et al. 2018 [32] EEG, ECG, EDA 0.801 0.684
Chang et al. 2019 [2] EEG, ECG, EDA 0.832 0.701
Siddharth et al. 2022 [28] EEG, ECG, EDA 0.8394 0.8276
Menon et al. 2022 [17] EEG, ECG, EDA 0.871 0.805
Presented approach EEG, ECG, EDA 0.8221 0.7616

7. Conclusion
While the performance metrics of the final emotion classification model of this thesis placed it
within the range of leading multimodal models from recent years (making use of the same emo-
tion labeling and bioelectrical signals), it is believed that these results could be improved given
enough refinement. Other approaches to the fusion of the three signals could be investigated.
Currently, the resulting features from each modality are merely concatenated for further process-
ing, however more advanced methods could be investigated, even such experimental methods
as the application of another graph learning layer with the assumption of each of the modalities
as a node within the graph. Additionally, more attention could be placed on the single-channel
models - the ECG and EDA ones. While the results for the individual models were satisfactory,
the model architectures could be improved upon based on the more cutting edge approaches
to emotion recognition from those signals developed in recent years. Any improvement done
in terms of performance to any of the sub-models is believed to yield better results for the full
model.
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