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Social aspects in organisational cyber-security
effectiveness -
Of British coal mines, resilience and emergence

Research Paper

Tom Hofmann'*, Danielly de Paula!, Falk Uebernickel®

"Hasso Plattner Institute, Chair for Design Thinking and Innovation Research, University of
Potsdam, Potsdam, Germany
tom@wicked.design, {danielly.depaula, falk.uebernickel } @hpi.de

Abstract. Cyber-security, which plays a key role in all areas of the digital world,
from the power grid to healthcare, is mainly addressed from an analytical, en-
gineering perspective. This research looks at social factors impacting real-life
cyber-security, and their possible effects, such as resilience and emergence. Semi-
structured interviews were conducted with 20 participants from a broad range of
international organisations. Their analysis shows that social factors are indeed
relevant to cyber-security. Tension within social structures in organisations (e.g.,
employee-supervisor relationship, and peer pressure within teams) can signifi-
cantly impact cyber-security effectiveness. The study concludes that cyber-security
should be addressed through social-technical system design, in recognition of
the fundamental interdependence of social and technical aspects. As a corollary,
organisational cyber-security needs to be treated as a so-called wicked problem, for
which a reductionist engineering approach is futile. The complexity and ambiguity
of cyber-security’s socio-technical challenges calls for adequate principles, ways
of thinking and methods.

Keywords: Socio-Technical Systems, Complex Adaptive Systems, Cyber-Security,
Human-Centred Design, Wicked Problems

1 Introduction

Digital technology provides a trove of new opportunities and advantages. Digitisation,
and also cyber-security — the discipline of making the deployment of digital technology
secure - are here to stay. Cyber-security has become an essential requirement, affecting
business operations, research activities, and critical national infrastructures such as
hospitals, power and utilities companies and the military. Cyber-security is commonly
seen to be driven by technology and processes, to which people are expected to adapt
through initiatives that promote training and awareness [1]. There is a general belief that
cyber-security incidents are caused by deficiencies in people interacting with technol-
ogy [2] and that improved technical understanding derived from training and improved
awareness is the key to employee compliance [3].
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Yet, despite all efforts at training employees, cyber-attacks based on social factors
have remained very successful. The success of human-targeted tactics can be traced
back more than 10 years, see for example reports from the FBI [4, 5], Verizon [6, 7] and
Europol [8, 9]. Recently, the challenge of ensuring employees’ compliance with cyber-
security policies has been investigated by IS scholars [10, 11]. Research on social factors
in cyber-security has increased in the past decade, mostly focusing on the individual,
who is considered a risk factor [12] or weakest link [13]. A clear risk that stems from
social aspects is the increasing usage of shadow-IT [14]. The availability of easy-to-
use technology, such as cloud services and smartphones, enables people to operate
their own digital infrastructure, outside of organisational boundaries and without the
knowledge and approval of IT-departments. This results in a broadened threat landscape
and increased risks [15]. While people seem to be aware of risks, they decide to ignore
them in favour of achieving their goals [16]. Recently, the importance of investigating the
phenomenon through the lens of Socio-Technical Systems (STS) theory has gained some
initial recognition. STS theory [17] traces its origins back to 1949, where it described the
role and interaction of technology and social aspects in British coal mines. As such, it has
been linked to cyber-security mostly as a tool of analysis and as a framework to develop
"better" controls. While STS theory helps assess the influence of such socio-technical
factors, it does not provide insights into mechanisms and phenomena such as emergence.
As a result, previous research has not given consideration to a number of other social
factors, such as social relationships [12, 13]. In recognition of this shortfall, the present
study argues that a combination of STS and Complex Adaptive Systems (CAS) theory
makes us better equipped to understand both social-technical interactions and underlying
social mechanisms affecting employee compliance with cyber-security policies.

The aim of this study is to propose a conceptual model illustrating factors relevant
to the design of cyber-security measures and susceptible to affect it. Accordingly, the
research questions that guided this study are: What social factors are relevant to cyber-
security, and how do they affect it (RQ1)? and What is the impact of knowledge and
awareness training on employee compliance with cyber-security measures (RQ2)? In
view of the complexity of the research questions, we adopted two different perspectives.
First, we interviewed senior managers to obtain insights from operational knowledge.
We then obtained insights from the organisational regulatory body. Considering that
STS theory is not enough to understand how social factors affect cyber-security, we
borrowed concepts from CAS theory. This paper contributes to theory by expanding
the knowledge of socio-technical theory through the development of a hybrid model
that combines elements from STS and CAS to explain socio-technical interactions and
the underlying social mechanisms that affect employee compliance with cyber-security
policies. From a managerial perspective, our study is a call for organisations to shift
the view from a compliance paradigm to a more human-centric view when creating
cyber-security policies.

2 Theoretical Background

We gathered relevant concepts, principles and theories from three main topics: cyber-
security, STS and CAS.



2.1 Cyber-security

The term cyber-security is somewhat ambiguous [18], and we therefore address the
differences between ICT-, information- and cyber-security. Information and Communica-
tion Technology (ICT) security is concerned with the protection of technological assets,
which store, process and transmit digital data. Accordingly, ICT-security is considered a
subset of information-security since the security of all resources and processes dealing
with information is an essential requirement. If this condition is not given, the informa-
tion itself cannot be deemed secure. Information-security addresses the confidentiality,
availability and integrity of information. Therein, the term information includes digital
and analogue forms, whether it be for storage, processing or transport. Cyber-security
addresses the safety of people, and even societies and nations from risks emerging
through the usage of the cyber-space. Their interests - including assets that are not
information-based - are to be protected. Examples are the usage of the cyber-space to
commit crime, like fraud and extortion, or to threaten people’s safety, as in stalking or
harassment. In this study, we group ICT-, information- and cyber-security under the
umbrella term cyber-security.

A major challenge faced by scholars and practitioners in the field of cyber-security
is the growing number of cyber-attacks and data breaches in organisations. According
to Dtex Systems, 50% of data breaches are a result from non-compliance with cyber-
security policy, with an average cost of some $4 million per event [19]. Unsurprisingly,
40% of businesses reported not trusting their employees to appropriately use IT [10].
Indeed, the top three concerns of organisations related to employee non-compliance are:
1) inappropriate sharing of data via mobile devices; 2) physical loss of mobile devices,
exposing organisations to risk; and 3) inappropriate IT resource use by employees [10].
People are seen as the weakest link in cyber-security, and IT executives implement
compliance-inducing measures such as education campaigns to persuade employees
and users to adopt safer behaviour [10, 20]. However, organisations do not have the
resources to ensure that employees comply with cyber-security guidelines or to identify
which measures are effective. There is even strong evidence that such compliance-
inducing measures are ineffective and harmful [11]. Overall, the studies mentioned
above highlight the need to move away from straightforward compliance-inducing
measures and to understand how to design more effective strategies. Here, we borrowed
concepts from STS and CAS theory to propose how cyber-security should be structured
as a challenge in organisational (system) design, with a more human-centric view.

2.2 Socio-technical theory — The promises of technology and British coal mines

Digital technology promises a vast increase in productivity and efficiency, similar to
anticipations in post-WWII Great Britain. As new technology changed the way people
worked [17], the promise of increased productivity failed [21, 22]. Managers and en-
gineers enforcing the adoption of new technology by workers were not familiar with
the working environment. Management saw the source of their problems in the workers’
unwillingness to comply with directives about how to exploit the new technology. The
local workforce insisted that the new technology could not be operated as directed by
the engineers, because of extremely unpredictable underground conditions and resulting



safety issues [23]. Yet, results in one mine, in which management chose the approach of
closely collaborating with the workers, were extremely good [22]. They were enabled
to adapt new technology to fit their needs, through emergence [17]. The discovery of
the positive effect of self-organising teams was considered to "contain dynamite" [24]
as it questioned hierarchical management, and the researchers were denied publication
of their findings [21]. In cyber-security, we observe a similarly strong focus on hierar-
chical structures, on top-down commands, on the assumption that technology will fix
everything, and on the perception that problems result from people’s unwillingness to
adapt to technology and follow policies. STS theory was explicitly developed around the
notion of systems [21]. A system can be defined as "sets of elements standing in interac-
tion" [25], such as teams, organisations or societies. In STS theory, organisations consist
of a multitude of elements in constant mutual interaction. Trist and Bamforth divided
every organisational system into a social (sub-)system and a technical (sub-)system [23].
The social system includes people, but also their relationships, their professional and
personal culture, the management methods in place, and any given experiences of work-
ing in the organisation. The technical system as such includes technology, but also the
policies regulating actual work. This insight is relevant because the current framework
applied in cyber-security only considers (individual) people, processes and technology
(PPT) [1], ignoring the social context and its influence on people. Successful or unsuc-
cessful system performance depends on the interactions of social and technical factors.
Some of them are intentionally designed, relying on straightforward cause-and-effect
relationships. Other interactions are of complex, unpredictable, often unintentional, or
even undesirable, and non-linear in nature [26]. People are not machines and cannot be
programmed to behave like technical components - a fact few cyber-security researchers
and practitioners appear to be aware of. While much work in cyber-security aims at
achieving behavioural change, it appears to be remarkably ineffective [27]. Furthermore,
optimising just one system — be it only the social system, or only the technical one - will
result in a sub-optimal performance of the overall system, i.e., of the organisation as a
whole [21, 26, 28]. This holds also for modifications to social and technical systems,
which increase the possibility and emergence of unforeseen, undesired and undesigned
non-linear relationships [26]. A corollary of this, and the most important objective in
the design of STS [26], is the necessity of a joint optimisation of social and technical
systems [21, 28]. Research on STS should be conducted at three broad levels: the micro
(primary work team), meso (organisation) and macro levels (societies) [21]. This is
especially important because most studies on humans and cyber-security focus on the
individual, rather than including social structures. Cyber-security is very much focused
on technological advancements, while STS provides a holistic approach, considering
social and technical factors and their interrelationships. This approach has been used to
promote systems thinking in cyber-security, designing and supporting education [29, 30],
addressing human and cultural factors [31]. STS theory has also been used to develop
conceptual models to analyse organisations in the context of cyber-security [32] and
corresponding risks [33]. Research showed the importance of STS design towards ef-
fective cyber-security [34], yet it lacked information on what social factors are involved
and need to be considered. Considering the social factors research narrowed the view
and focused on the individual [35]. This led to the belief that knowledge and training



are necessary to adapt people to technology. The research analysed mostly focuses on
the individual, neglecting other social factors inside and outside the organisation. An
important aspect of STS is the characteristic of complexity [36], which is also true for
cyber-security [37]. System phenomena - such as self-organisation, non-linear behaviour,
resilience and emergence [36] - lead to tangible effects, like shadow-IT [38], serving
thousands of users [15]. Those features are inherent to CAS [39]. We therefore propose
to consider STS as a type of CAS, applying a system of systems approach in analysing
STS [36].

2.3 Complex adaptive systems

Complex adaptive systems are defined as "systems composed of interacting agents
described in terms of rules. The agents adapt by changing their rules as experience accu-
mulates" [40]. Scholars have formulated the theory of CAS in various ways, however,
three components are consistently mentioned: agents, interactions, and an environ-
ment [41]. Agents are individuals actors within a CAS and represent a wide variety
of entities such as humans, organisations, objects or concepts. They have the ability
to perceive their environment, interact with other agents and the environment in many
ways, which can result in complex and unpredictable emergent behaviour (i.e., emer-
gence). Emergence is a bottom-up process that refers to “collective phenomena that are
collaboratively created by individuals, yet are not reducible to individual action” [42].
It is an inherent property of CAS, and enables complex systems to adapt, learn and
change according to influences of their internal and/or external environment. As an
irreducible property of an organisation, it can neither be fully understood nor predicted
by examining the parts, such as people or technology, alone. Shadow-IT is irreducible,
insofar as it had not existed as a recognised component of the organisation beforehand.
Emergent properties often contribute to the resilience of a system. Resilience is the
ability of a system [36] or an individual [43] to survive, adapt and learn when facing
difficulties or changes in its environment. It is often related to specific risks, hazards,
or periods of crisis [44], but also represents the capability to respond to a range of
different, less severe, novel disturbances [45]. Overall, CAS has been the subject of a
number of studies that address how human actors self-organise in organisational contexts
and what behaviours emerge [46, 47]. These studies are part of the “third wave” of
systems theory, which primarily seeks to characterise the properties and mechanisms of
bottom-up processes [48]. However, as a relatively new stream of thought, CAS theory
is still evolving on the topic of emergence in specific. This study extends the third-wave
of systems theory through the development of a hybrid model that combines elements
from CAS with STS to explain what social factors affect employee compliance with
cyber-security measures. It extends current research on the concept of complexity and
its impact on cyber security [49-51] .

3 Methodology

We present a qualitative social science study, based on two theories of organisational
design, i.e., STS and CAS theories. This study aims to create a conceptual model



that illustrates factors that are relevant to the design of cyber-security measures and
susceptible to affect it. To achieve our research goal, we gathered data about operational
knowledge from selected organisations and their cyber-security activities. Operational
knowledge encompasses insights into the inner workings of an organisation, e.g., how
decisions were made, what challenges appeared, what the response was and why [52].
The research of operational knowledge is based on concepts derived from the underlying
frameworks of STS and CAS theory. The smallest unit of analysis, at the micro level,
are the actual work groups - or teams - in the organisation. This is where conflicts or
challenges between cyber-security and daily business possibly arise. As such, our study
follows the original research design approach of Trist and Bamforth [21, 26]. We selected
two groups of participants, representing distinct levels within the organisation: senior
managers and cyber-security experts.

3.1 Sampling strategy and research setting

We used snowball sampling [53] to purposefully select our participants on the basis of
the following criteria. First, we targeted a wide range of key organisations from different
types of industry sector, size and geographical location. For instance, we included
multi-billion US$ financial companies, an international law firm, hospitals, a research
institute and a country’s military department. The geographical diversity ranges from
local businesses in the SME category to international enterprises. It contains 3 SMEs,
1 intermediate enterprise and 10 large enterprises. Second, to gain insights from the
perspective of a regulatory body, we targeted organisational-internal senior cyber-security
experts (meso level), and to obtain operational knowledge (micro level), we targeted
senior managers. The two perspectives allowed us to contrast views and experiences of
those who plan and implement cyber-security measures with those who are affected by
them as employees. Third, we systematically collected and analysed our empirical data
until ‘no new data appear[ed]’ [54] in line with our research approach [55]. Theoretical
saturation was reached with a set of 20 senior experts from 14 leading organisations.
An overview of our interviewee’s background and their codes can be found in Tab. 1.
The organisations were chosen to ensure a diverse cross-sector dataset, encompassing a
variety of hierarchical and operational organisation models.

3.2 Data collection

We followed well-established guidelines for qualitative research for data collection
and analysis [56], i.e., constant comparison, iterative conceptualisation, scaling up,
and theoretical integration. We conducted a thorough literature review in 10 different
databases: ACM Digital Library, Google Scholar, IEEE Xplore, JSTOR, SAGE Journal,
SAGE Knowledge Science, Direct Scopus, Springer and Wiley Online Library. For each
database, we designed a search query to combine cyber-security, socio-technical system
theory and complex adaptive system theory terms. We reviewed and verified the results
to a) address social factors, beyond the individual, in the research and b) mention a com-
bination of STS and CAS in regards to explicitly explaining the internal mechanics and
phenomena in an organisation (such as resilience and emergence). Our set of data sources



Table 1. Organisation and interviewee overview.

Organisation Interviewees/ID Employees  Revenue/ Area of
Budget (USD) operations
Armed forces Dept. Head/B0OO1 9-12k 70-100B Europe
Research & Researcher/B002 - - Europe
education
Chemicals & Vice Pres. IT/B003 15-18k 10-13B Globally
process industry CISO/S001
Finance Prog. Manager/B004 72-75k 18-21B Globally
Chief DLP Officer/S007
Finance Software Eng./B007 48-51k 21-24B Globally
Power & utilities Head Consulting & Ser-- - Switzerland
vices/S010
Head of Comms./B010
Consulting Cyber-Sec Advisor/BO08  135-140k 21-24B Globally
Logistics & transport Deputy Editor in 96-100k 10-13B Globally
Chief/B009
Sr. InfoSec Awareness/S002
Luxury goods CIO/CISO/S003 6-9k 15-18B Globally
Healthcare CISO/S004 2-3k 210-240M Europe
Municipality Key Acc. Mgr./B005 18-21k 9-12B Switzerland
CISO/S005
Law firm & CIO/S006 0.1-0.3k 30-33M Europe
legal counselling
NGO CISO/S008 6-9k 7-10B Globally
Foundation Head of Sec./S009 0.1-0.3k 30-33M Switzerland

Prod. Marketing Mgr./B006

build on semi-structured interviews that took place in 2021. To achieve two perspectives
on the same phenomenon, we created two sets of questions as part of the construction of
the interview guideline. The interview guideline was developed according to the under-
lying theoretical-analytical categories of the two system theories [57], STS and CAS.
The questions for the senior managers aimed to understand the needs, challenges, and
responses of their particular team concerning cyber-security measures, whereas the ques-
tions for the cyber-security experts focused on how and why organisations established
those measures. All interviews lasted around 60-90 minutes and were conducted online
in either German, Swiss German or English, depending on the interviewee’s preference.
We developed the interview guide according to the underlying theoretical-analytical
categories of the two system theories, STS and CAS. This theory-led approach allows a
reciprocal examination of textual interpretation and theoretical knowledge in the phase
of analysis [57]. From the 20 interviews, 17 were allowed to be recorded. The answers
and comments from the three non-recorded interviews were directly paraphrased after
the interview for later analysis. Considering that many participants were aware that their
behaviour was non-compliant with the organisation’s policies and the cyber-security
experts were concerned about disclosing potential cyber risks to an outsider, a challenge
during recruitment and when conducting the interviews was earning the participants’



trust. The initial reluctance was mitigated after the interviewing author demonstrated
professional business expertise in the field.

3.3 Data analysis and model development

Our research analysis consisted of the three main phases of transcription, coding and
network analysis of categories and themes [58]. In the first phase, 17 recorded interviews
were fully transcribed, and prosodic and paraverbal utterance features were omitted.
3 interviews without recording were paraphrased during the interview and reviewed
afterwards. In the second phase, the transcripts were coded to identify relevant material
in the text. Coding was conducted in two main parts: 1) Deductive codes are derived
from the pre-formulated, STS and CAS theory-based aspects of analysis. 2) An inductive
coding cycle was used for a more detailed analysis of the text concerning the operational
knowledge of the interviewee and its relationship to the study. It was also used to
identify new and emerging patterns within the statements. The first author developed
two corresponding codebooks. The codebooks and results were reviewed by the other
authors. In the third phase, categories and themes were developed, based on a codes-
to-theory model for qualitative inquiry [58]. A CAQDAS software was used to enable
tool-based analysis and networking. Non-English interviews were carefully translated
into English by the authors who have advanced English skills. We analysed the data
through multiple rounds, balancing the discovery of new insights from the data with
structures and principles derived from theoretical models and concepts from STS and
CAS. The process led to the development of a hybrid model that extends studies on
STS and cyber-security to include theoretical concepts from CAS. We incorporated
social and technical subsystems of STS (including social factors and how they extend
beyond organisational boundaries) and the CAS aspects of emergence and resilience,
as identified in this study. The model was developed iteratively by the first author and
reviewed by the other authors. It allows to analyse phenomena such as shadow-IT in a
unique way, by enabling to identify internal and external social factors and the potential
self-amplification of emergent behaviour.

4 Results

In this study, we identified various social factors capable of influencing and impacting
organisational cyber-security, as predicted by STS theory. Furthermore, mechanisms has
been observed leading to non-compliant behaviour, which are related to CAS theory.
We developed a conceptual model to represent the results and the relationships between
various elements and phenomena, shown in Fig. 1. The lower part is borrowed from
STS theory [59], representing the organisation and their social and technical subsystems.
Inside the organisation, the social subsystem consists of the individual people but also of
their relationships, hierarchies and social structures. We extended this subsystem beyond
organisational boundaries to represent external social factors between and transcending
organisations. The lower right part represents the work and technical elements. The latter
have been also extended beyond the organisation to represent and show how publicly
available technology is integrated in emergent behaviour. The middle part depicts CAS



phenomena - resilience and emergence - and their interaction with organisations. Solu-
tions such as shadow-IT emerge from people’s resilience in combination with available
technologies. They can lead to positive feedback, as the workaround helps to get a job
done, but also to negative one, e.g. when it violates compliance. Therefore, the model
allows for a better understanding of the different social factors, e.g. peer pressure, their
effects, e.g. fear and insecurity, and the impact through resilience and emergence in
terms of information security policy design [60]. The upper part represents the risks
stemming from the emergent, non-compliant, behaviour.
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Figure 1. Cyber-security in the context of STS and CAS.

4.1 Social factors that affect cyber-security

This research identified two groups of social factors, one related to the individual, and
the other to relationships between people (RQ1). Motivation - both intrinsic and extrinsic
- is a significant factor at the individual level, mentioned by 100% of interviewees. On an
individual level, intrinsic and extrinsic motivation has shown to be a significant factor
being mentioned by all interviewees. Intrinsically-motivated behaviours are generated
by the sense of personal satisfaction that they bring. We identified three sub-factors:
autonomy, mastery and purpose. Interviewees reported they want the freedom to design
their workplace in order to achieve their goals, do good quality work and get the job
done (S002). 16 out of 20 interviewees stated this is an important factor in regard to
cyber-security compliance. This was particularly voiced in the healthcare domain, where
employees seem to use shadow-IT frequently with justifications relating to mastery,



such as "We save lives, we work with patients. [...] formalism and such comes second"
(S005). We found that intrinsic factors are interrelated rather than separated, and can
be influenced by extrinsic factors. Extrinsically-motivated behaviours are performed to
receive (or avoid receiving) something from others based on three factors: compensation,
punishment and reward. Financial incentives as part of a bonus plan (S006) or the fear
of being punished for failed goals (B009) are examples of this.

Another strong social factor are relationships. They occur within organisations, but
also extend beyond their boundaries. Inside organisations, influential relationships ap-
pear horizontally in teams and peer groups, and vertically top-down between superiors
and employees. External relationships occur between organisations, through customer
pressure and peer dynamics, and transcending organisation, through the personal envi-
ronment and cultural idiosyncrasies. 19 interviewees across 13 organisations reported
that relationships contribute to non-compliant behaviour, while 12 interviewees in 10
organisations mentioned group dynamics, e.g., WhatsApp. Despite being non-compliant,
it gets used because people need to circumvent technical and organisational restrictions;
for example, using WhatsApp for communication (B007). 10 interviewees from 9 or-
ganisations reported peer pressure as influencing their cyber-security behaviour. A team
under stress will develop locally emergent workarounds to cope with the stress, like
WhatsApp for work coordination (S002). Interviewees reported that significant stress is
exerted top-down, for example, to achieve financial goals and to avoid punishment. The
fear of punishment for failing to achieve business goals is greater than the fear of using
non-compliant technology. As one interviewee stated: "you will not go to your manager
and say: "Sorry, I won’t deliver results even though I could, because we don’t have an
approved communication tool like WhatsApp, and WhatsApp is forbidden.” Good luck
with finding a manager who tells you that you did a good job for waving the flag for
cyber-security." (BO0S). Another one said: "I’m not being paid to use a tool, but for the
output generated" (S003). 16 interviewees from 11 organisation described that they are
influenced by external parties, explicitly mentioning customer pressure (5 interviewees in
4 organisations) and external peer pressure (14 interviewees in 10 organisations) towards,
e.g., establishing and using shadow-IT. What people use with family and friends is likely
to emerge in a business environment. 3 interviewees in 3 organisations described cultural
idiosyncrasies, like the usage of WeChat in China (S001).

4.2 Resilience, emergence, and risks

The effects of social factors lead to two CAS phenomena: resilience and emergence, see
2.3. People react to stress and disturbances through resilience, in the form of adaption
and recovery, as was observed in 100% of the organisations. This led to emerging non-
compliant behaviour, such as shadow-IT, which was observed in every organisation.
Emergence is not a local, isolated phenomenon; it appears and manifests itself within
and among teams, across all hierarchical levels of an organisation, from team leaders
to middle and C-level management. Furthermore, it can extend beyond organisational
boundaries, e.g., when working with clients and partners.

13 of the interviewed organisations have cyber-security policies and guidelines in
place. Yet, 17 interviewees from 12 organisations confirmed that their organisation



was aware of shadow-IT or other workarounds. Interestingly, management did not
enforce compliance with organisational guidelines, but rather - implicitly and willingly —
condoned shadow-IT as an emergent solution for the sake of business. In one organisation,
board members simply overruled policies in order to use actually prohibited tools like
Zoom (S001). Others said they had to attend external events hosted on Zoom. As it
was forbidden they switched to private devices (B003). The business interviewees and
their colleagues were well aware of their risky behaviour, but consciously decided to
ignore them, in favour of their business, team or personal goals. All 10 interviewed
cyber-security experts were aware of the existence and usage of unofficial tools and
services in their organisation. While they are without a doubt knowledgeable and capable
of solving complicated - technical - problems, they struggle to address complex ones, like
emergence. The interviews showed that the different factors are interrelated, to different
degrees. Extrinsic motivation turned out to be the most influential factor, encouraged by
organisational design, e.g., through bonus structures. Superiors are widely motivated to
achieve monetary gains - an extrinsic motivation - and oftentimes exert pressure onto on
their teams to prioritise financial goals over compliance. If in addition a client demands
the usage of non-compliant tools, such as Google Drive, employees will give in in order
to not to endanger the project, and to satisfy their supervisor’s demands.

This behaviour caused substantial risks. The three main contributions towards in-
creasing organisational risks are: usage of unofficial devices; usage of unofficial ser-
vices/applications; and uncontrollable use and handling of data. This results in three
main risk categories: direct risks towards cyber-security controls; data privacy risks;
and contractual (legal) risks. The most apparent risks are the ones related to cyber-
security objects. The usage of non-compliant, unauthorised and unaudited solutions can
compromise the confidentiality, availability and integrity of organisational information.
Additional risks are partly a byproduct of emergent behaviour, such as violations of data
privacy regulations, e.g., GDPR, or official secrets acts, which can lead to reputational
and financial damage. Another risk is the potential violation of contractual agreements.
Both can impact organisations, as well as the individual, resulting in legal sanctions
for both parties, i.e., liability claims. Many interviewees confirmed that they and their
colleagues are generally aware of possible risks.

4.3 Knowledge and awareness in fostering compliance

Our study also explored the role and effect of knowledge and awareness, as they are
popular controls in organisations and science. 12 out of 14 organisations conduct cyber-
security training, including passive elements - such as blog posts and videos - and
active elements - like e-learning and questionnaires. Generally, the assumption is that
the problem is due to a lack of knowledge, and that people will adapt if they know
more about cyber-security. The aim is to alter employee behaviour to match technical
requirements. We found that this assumption is flawed, (RQ2). 15 out of 20 interviewees
stated that employees in their organisations are (well) aware of potential cyber-security
risks; however, in all 14 organisations unofficial or unauthorised tools and services
(shadow-IT) were used. Here, we showed that non-compliant behaviour originates from
conscious decisions due to conflicting goals and interests - based on intrinsic and extrinsic



motivation - rather than from a lack of knowledge or awareness, and that organisational
and socio-structural influences are neglected in organisations’ measures addressing
cyber-security.

5 Conclusion

This research confirms the value of systems thinking in cyber-security. It extends existing
work in the area of STS and cyber-security [2] by identifying various social factors and
their influence, from the individual to supervisor relationships and peer pressure. Those
factors are significantly influenced by the organisation design - such as bonus systems
or work culture. They even extend beyond organisational boundaries, including clients,
partners, families and friends. As such, this study also confirms the approach to conduct
STS research at the work group level, rather than the individual [21].

It confirms the two main principles in STS design [26]. Focusing on technical
optimisations of cyber-security, while neglecting social factors, leads to unhealthy ef-
fects [17, 22]. By applying CAS theory, we provide an explanation for "non-linear" and
complex phenomena [26] resulting in effects such as shadow-IT. The notion of "humans
as the weakest link" [13] contradicts the findings of this study. The same is true for
the assumption that awareness is key [3]. Instead, it is a range of social factors [23]
that contribute to safe behaviour. As technology advanced from coal mines to cloud
computing, the underlying principles of STS still apply.

The study included multi-national organisations, yet it might be beneficial to extend
future research to interviews outside the EU region. Furthermore, a longitudinal study
can provide further insights and confirm the findings through a quantitative approach.
Future research could usefully explore the relevance of systems thinking in the field
of cyber-security. A combined approach of STS and CAS theories also seems to be
beneficial for understanding and designing better-performance cyber-security.

From a theoretical perspective, our study makes a timely and necessary contribution
to the current debate about employees compliance with cyber-security policies. First,
we expand the knowledge of STS theory to combine elements from CAS to explain
the underlying social mechanisms affecting cyber-security. Then, we identified relevant
factors from industry practices and integrated into the conceptual framework. Further-
more, this paper contributes to practice by recommending policymakers to consider
social aspects when designing cyber-security controls. Comprehending cyber-security as
a problem which can be addressed by technology alone appears to be the real elephant in
the room. Today’s focus of cyber-security on technology and processes is necessary, but
by no means sufficient. Given the complexity of STS and the effects of CAS, the authors
suggest that organisational cyber-security is rather a wicked problem [61, 62] than a
complicated one. Furthermore, solutions need to address human desirability, business
viability, and technical feasibility [63]. In this context, we recommend researchers and
practitioners to look at the current body of knowledge on human-centred design [64, 65]
and its potential in designing effective systems [66, 67].
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