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Abstract. This study examines the impact of different avatar pictures (gender & 
disability representation) and gendering on students' perceptions of chatbots in 
an interaction on learning strategies with 180 students from a German university. 
In the first experiment, we manipulated the chatbot’s humanoid profile picture 
based on gender and the representation of a visible handicap (wheelchair). In the 
second experiment, we varied its language style. Statistical analysis revealed that 
displaying a physical disability significantly enhanced trust, credibility, and em-
pathy but reduced perceived competence and dominance. Gender-sensitive lan-
guage improved perceptions of competence, trust, credibility, and empathy, 
whereas we did not find significant interaction effects between both factors. Our 
results imply the necessity of a more inclusive design of information systems and 
highlight designers' responsibility in raising awareness and mitigating uncon-
scious bias, as digital learning (technologies) continue to advance.  

Keywords: Inclusiveness, PCA, bias, chatbot, diversity, social cues. 

1 Introduction 

The inclusion of individuals with physical or mental disabilities in learning environ-
ments at schools and universities should be viewed as a given, not a privilege 
(Miyauchi, 2020). Inclusion in the context of learning means that all learners, including 
those with physical or mental disabilities, have the same opportunities to participate in 
the learning experience (Francisco et al., 2020). However, individuals with physical or 
mental disabilities are often attributed with less competence; for instance in job appli-
cation processes, resulting in being less frequently considered for job postings 
(Bonaccio et al., 2020). Similarly, even young students tend to believe the statements 
of physically healthy, non-disabled individuals were more credible than those of some-
one with a physical disability, although they cannot always explain this biased percep-
tion that reflects the deeply ingrained prejudices against minorities (Jaffer & Ma, 2015; 
Manzanero et al., 2015). In addition to the inclusion of people with physical or mental 
disabilities, mitigating gender bias is also an important issue (Bernagozzi et al., 2021; 



Fossa & Sucameli, 2022). Moreover, gender-sensitive language might reduce prejudice 
and discrimination by integrating everyone equally into language use, especially in 
learning environments (Formanowicz et al., 2015; Sczesny et al., 2016).  
    As teaching and learning are increasingly shifting into the digital space and being 
technologically supported, socially inclusive design of information systems for educa-
tional purposes must be taken into greater consideration (Schlimbach & Robra-
Bissantz, 2022), especially because humans tend to apply social rules, norms, expecta-
tions, and attitudes from reality to situations in which they communicate with machines 
(Lee & Nass, 2010). In this context, the inclusive design of Pedagogical Conversational 
Agents (PCAs) appears to be particularly relevant, as they embody social cues such as 
a human identity (e.g., avatar, gender) and verbal cues (Feine et al., 2019; Seeger et al., 
2018) like natural and potentially gender-sensitive language, while also gaining atten-
tion in research and practice (Khosrawi-Rad et al., 2022). Despite several studies that 
target minorities as the key user group for interacting with PCAs such as disadvantaged 
learners (Gupta & Chen, 2022) or internationals with language barriers (Schlimbach, 
Khosrawi-Rad, et al., 2022), research that explores the impact of their inclusive design 
is scarce to find. PCAs neither represent visually disabled people nor do they use gen-
der-sensitive language to foster diversity in education (Schlimbach & Robra-Bissantz, 
2022). This seems surprising, in that diversity representation has been found to posi-
tively influence students’ respect towards minorities and results essential for inclusive-
ness in education (Al-Obaydi, 2019; Holoien, 2013; Lie et al., 2021). Understanding 
inclusive PCA design and how it leads to (potentially biased) responses of the PCA’s 
characteristics is thus of high practical relevance. We, therefore, intend to contribute to 
the following research questions (RQ): 
To what extent does the visual portrayal of a physical disability of a PCA (avatar por-
trayed with a visible physical disability) influence students' perception of (a) its com-
petence, (b) trust, (c) credibility, (d) dominance, and (e) empathy (RQ1)? To what ex-
tent do the results found in (a) to (e) differ between a female and a male PCA’s repre-
sentation (RQ2)? How does the use of gender-sensitive language by a PCA influence 
users' perception of the variables (a) to (e) mentioned before (RQ3)? 
Findings on how the portrayal of physical disability and the use of gender-sensitive 
language in PCAs affect students' perception might build upon recent findings (Fossa 
& Sucameli, 2022; Schlimbach & Robra-Bissantz, 2022) and create further awareness 
for the mindful and socially inclusive design of supportive tools (in education). 

2 Research Background 

2.1 Designing Inclusive PCAs 

PCAs facilitate learning by offering interactive support to students in their role of a 
tutor, peer student, or coach (Hobert & Meyer von Wolff, 2019) and mitigate learning 
content (Weber et al., 2021). In interacting, human users attribute social qualities to 
their artificial conversation partners according to the computers-are-social-actors the-
ory (CASA), even when they know that they are interacting with a computer (Lee & 
Nass, 2010). Adapted social cues (Seeger et al., 2018) can intentionally design PCAs 



to promote inclusiveness in educational technology (Lembcke et al., 2020), and thus, 
influence human perception in real life (Feine et al., 2020). For instance, a PCA's hu-
man identity can be embodied by its name (Cowell & Stanney, 2005), gender 
(Schuetzler et al., 2018), and avatar representation (Gong, 2008), while emojis transmit 
nonverbal cues (Hu et al., 2018) and visual design (Gupta & Chen, 2022). Verbal cues, 
such as language style (Gnewuch et al., 2018), self-references (Schuetzler et al., 2018), 
and personal introduction (Cafaro et al., 2016), help circumscribe the category of cues. 
Each of these elements may potentially promote inclusiveness by capturing underrepre-
sented characteristics (Holoien, 2013; Ydo, 2020). Inclusion begins with the individual 
perception of differences between people (Boban & Hinz, 2009). Therefore, it is of 
enormous importance to sensitize understanding and to establish inclusive structures 
both in social life and information systems. 

2.2 Gender-neutral Language 

The discussion about the introduction of gender-neutral language has been ongoing in 
Germany since the 1970s. It deals with the fact that in German grammar, the generic 
masculine is used when describing a group of both female and male individuals. This 
means that a group of female and male students is referred to as "Studenten," which 
implies that both female and male individuals are meant equally. However, this be-
comes problematic when using the generic masculine causes cognitive exclusion of 
female individuals (“Studentinnen”) and results in their being given less attention in 
various contexts (Braun et al., 2007). This phenomenon has been confirmed in prior 
studies (e.g., Heise, 2000) and resulted in alternatives to have all genders represented 
in language use, including neutralization, using both gender forms, or adding symbols 
like an asterix (*) to represent inclusiveness (Braun et al., 2007).  
With the introduction of § 1 Abs. 2 of the Federal Equality Act, which obliges the use 
of gender-equitable language, the discussion about the necessity of moving away from 
the generic masculine has shifted to how and in what form the implementation should 
take place. However, there is also a controversial debate on the use of gender-sensitive 
language, as it decreases comprehensibility, harms grammatical correctness and thus 
might set further language barriers (Braun et al., 2007; Chubb & Derrick, 2020). 

2.3 Theoretical Foundations that Lead to Bias 

Social identity theory (Tajfel & Turner, 1979), focuses on how individuals derive their 
sense of self and social identity from group membership. It suggests that people tend to 
categorize themselves and others into social groups and develop a sense of belonging 
and self-esteem based on their group membership. The theory also addresses the con-
cepts of in-group favoritism, where individuals show a preference for their own group, 
and out-group aversion, where individuals may exhibit negative attitudes or behaviors 
towards members of other groups. In addition, the Stigma theory, developed by Erving 
Goffman in 1963, examines the social process of labeling and devaluing individuals or 
groups based on perceived differences or deviations from societal norms. It explores 
how stigmatized individuals may experience social exclusion, discrimination, and the 



negative effects of stereotypes. A stigma is a usually visible attribute that sets individ-
uals apart from others. For example, this could be skin color or a physical disability. 
The result of a stigma could be that the affected individual is not being fully accepted 
within social situations (Goffman, 1986). 
When people first meet, they tend to perceive each other based on their most prominent 
characteristics. This phenomenon is known as the Halo Effect, when positive charac-
teristics or features lead to a positive assessment of attributes (Landy & Sigall, 1974), 
or as the Horn Effect, when negative characteristics or features lead to a negative as-
sessment of attributes (Pohl, 2016; Shifrer, 2013). Often, other attributes are being over-
looked (Domsch et al., 2019). For instance, in the context of this research project, peo-
ple with physical or mental disabilities are often judged primarily based on this charac-
teristic and are then perceived as less competent in general, even in situations where 
the handicap is irrelevant (Fiske et al., 2007; Rohmer & Louvet, 2018). People have 
preconceived notions of social groups and their behaviors and abilities, which are un-
reflectively applied to every member of that group. Stereotypes, unlike prejudices, are 
not emotional but rather neutral. Prejudices are internalized and individually confirmed 
stereotypes that people believe to be true. Bias like gender bias (Oh et al., 2019) or 
affinity bias (Trainer et al., 2020) in this context refers to perception distortions that 
arise, among others, from prejudices, sometimes even arising unconsciously. These bi-
ases are evolutionarily determined to quickly process information to survive. For in-
stance, affinity bias makes people prefer others who are similar to themselves or to 
close associates, while beauty bias associates a person's appearance with certain quali-
ties (Domsch et al., 2019). Gender bias provokes distortions due to the perceived gender 
of a person (Striebing, 2021), whereas confirmation bias describes people searching for 
confirming information that supports their thought patterns (Domsch et al., 2019). Due 
to the CASA theory (Nass & Moon, 2000), these biases might translate to the perception 
of PCAs and initial findings prove that gender bias, affinity bias, and unconscious bias 
towards disabilities are shown towards chatbots as well (Feine et al., 2020; Schlimbach 
& Robra-Bissantz, 2022; Zabel & Otto, 2021). 

3 Research Design 

To understand the relationship between the representation of physical disability and the 
use of gender-neutral language and the target variables of competence, trust, credibility, 
dominance, and empathy as variables relevant to learning success (cf. following sec-
tions), we designed six PCAs and derived 15 hypotheses to be tested in experiments. 

3.1 Deriving Hypotheses 

    Perceived Competence. The perception of a person's competence in a given activity 
is determined by the successful integration of their accumulated knowledge, skills, and 
experience relevant to the situation (Fiske et al., 2007; Schmid et al., 2022). In our 
experiment, we evaluate the perceived domain expertise of the PCAs in teaching learn-
ing strategies. As all PCAs possess the same subject matter knowledge and response 



repertoire, their expertise is identical. According to studies, 77 percent of chatbot users 
expect the technical competence to be at least equivalent to, or even more advanced 
than that of a human (Furchheim et al., 2021). Individuals with physical or mental dis-
abilities are perceived as less competent in real life (Fiske et al., 2007). Women also 
appear less competent than men (Oh et al., 2019), whereas users of gender-sensitive 
language appear more competent in a study than those who do not use it (Hannover & 
Wolter, 2019; Vervecken & Hannover, 2012). We anticipate that these findings transfer 
to PCAs. H1: The portrayal of a physical handicap has a negative impact on perceived 
competence. H2: Using a female profile picture has a negative impact on the PCA’s 
perceived competence. H3: The use of gender-sensitive language has a positive impact 
on perceived competence.     
    Trust. Schweer (1996) and Luhmann (1989) describe trust as a fundamental attitude 
that a person holds towards others. The success of an educational intervention (Schulte-
Pelkum et al., 2014) is positively correlated with the level of trust established between 
the tutor and student, and consequently between the PCA and its user (Schweer, 2000). 
Women are perceived as more trustworthy than men in general (Buchan et al., 2008). 
Regarding trust in people with physical or mental disabilities, no evidence was found 
in the literature so we assume this trait has no impact on trust. People also tend to trust 
initiatives that use gender-sensitive language more, while those that do not are viewed 
as less competent and less credible (Formanowicz et al., 2015). The same applies to the 
use of gender-sensitive language. We thus hypothesize H4: Depicting physical disabil-
ity has a positive impact on perceived trust. H5: Using a female profile picture has a 
positive impact on perceived trust. H6: Using gender-sensitive language has neither a 
positive nor negative impact on perceived trust. 
    Credibility. The variable credibility can be related both to the persons themselves 
and to the statements made by a person. A person is considered credible when they 
convey information to another person and believe it to be true, with no intention to 
deceive the other person. The actual truthfulness of a statement is not a necessary con-
dition for its credibility (Köhnken, 1999). There were no indications found that gender 
or a physical limitation have an impact on perceived credibility, but Formanowicz et al. 
(2015) found people not using gender-sensitive language are seen as less credible, 
which is why we assume the following hypotheses: H7: Depicting a physical limitation 
has no positive or negative influence on perceived credibility. H8: The gender dis-
played in the PCA's profile picture has no positive or negative influence on its perceived 
credibility. H9: The use of gender-sensitive language has a positive influence on per-
ceived credibility. 
    Dominance. Dominant individuals are described as those who take responsibility, 
influence and control others, enjoy being in the spotlight, and are willing to assert their 
goals with aggression if necessary (Cheng et al., 2013). A teacher's dominant behavior 
has a negative impact on learners' motivation to learn (Jiang & Zhang, 2021). Typically, 
the trait of dominance is associated more with male individuals (Wirtz, 2021), which is 
why they are more likely to be perceived as dominant. As described above, inclusion 
means that society and structures must adapt so that people with and without physical 
or mental disabilities can operate equally. However, since inclusion has not yet pene-
trated all areas, people with disabilities still have to adapt to their environment and show 



consideration (Felder, 2017). Concerning the perceived dominance in the use of gender-
sensitive language, we hypothesize that the gendering chatbot will be perceived as less 
dominant because it integrates and includes all users and appears more at eye level. We 
thus hypothesize H10: The representation of a physical limitation has a negative impact 
on perceived dominance. H11: The use of a female profile picture for the PCA has a 
negative impact on perceived dominance. H12: The use of gender-sensitive language 
in a PCA has a negative impact on perceived dominance. 
    Empathy. Empathy is ascribed to individuals who can empathize with the feelings 
of others (Light, 2019). In the learning environment, empathy has a positive impact on 
the learning success of the students as an empathetic teacher motivates them stronger 
(Tausch, 2008). Women are attributed with a more pronounced ability to empathize 
than men (Greenberg et al., 2018). As described above, people with physical or mental 
limitations often have to adapt more frequently in their everyday lives, so it is assumed 
that they deal with their fellow human beings more empathetically due to their own 
experiences. The argumentation with regard to gender-inclusive language and its influ-
ence on the perception of empathy follows that of the dominance variable. The resulting 
hypotheses are H13: The portrayal of a physical limitation has a positive influence on 
perceived empathy. H14: The use of a female profile picture for the PCA has a positive 
influence on perceived empathy. H15: The use of gender-inclusive language in a PCA 
has a positive influence on empathy ascribed to the PCA. 

3.2 Conducting the Experiment 

Within the framework of this research project, the RQs were investigated in two exper-
iments designed between subjects with a total of 180 participating students. We antici-
pated a medium effect size (Cohen’s d = 0.6), a desired statistical power level of 0.8 
and a probability level of p < 0.05. The a priori power analysis (Soper, 2023) thus re-
sulted in a minimum total sample size (two-tailed hypothesis) of 90 per experiment.  
This approach is complemented by a quantitative survey with qualitative open ques-
tions to leverage the strengths of each method and achieve informative results 
(Halcomb & Hickman, 2015).  
    First, we created the PCAs  1-4 with Google Dialogflow with a consistent communi-
cation style but manipulated their profile pictures as shown in Figure 1. PCA 1 is rep-
resented by Ben, a male person without an apparent disability. PCA2 embodies again 
Ben but displays his physical limitation (a wheelchair). PCA3 shows Lena, a female 
without apparent disability, while PCA4 represents her with physical limitations (visi-
ble wheelchair). Second, we manipulated the gender-sensitive language style. Max uses 
gender-sensitive language embedded into PCA5, while PCA6 interacts using the ge-
neric masculine. The conversation content is identical for all six PCAs, as we provided 
pre-defined response buttons for users to select from, making them less error-prone and 
ensuring comparability of all conversations. The topic taught by all chatbots is learning 
strategies, as it is relevant in the learning context cross-disciplinary. Following a be-
tween-subject design, we instructed participants to test only one of the six PCAs by 
randomly assigning them to one PCA depending on their birth month. 



 
Figure 1. Visualized PCA Manipulations 

Thirty participants were recruited per PCA, resulting in a total of 180 participants for 
the study. The probands were students, as the overall goal was to use a PCA as a learn-
ing tutor at university. We initially instructed students on how to interact with the PCA. 
We monitored that they tested the PCA sufficiently before having them answer a fol-
low-up survey. It mainly queries items on a Likert scale from 1 to 7 ("strongly agree" 
to "strongly disagree") to assess their perceptions towards the five target constructs to 
be then statistically analyzed in Jamovi 2.3.21. More precisely, we measured compe-
tence (Toader et al., 2020), trust (Simmel et al., 1992; Toader et al., 2020), credibility 
(Wirth, 1999), empathy (Bodrunova et al., 2019; Früh & Wünsch, 2009), and domi-
nance (Gay, 2000) with scientifically validated items adapted to the use cases of a PCA 
that teaches learning strategies. Additionally, the survey queried students about atti-
tudes toward gender-sensitive language in chatbots. Finally, we collected sociodemo-
graphic data (age, gender, study level).  
 



4 Results 

Among the 180 students, 31% are female and 69% male. 47.8% of all participants had 
already tried a chatbot in a learning context, while 52.2% of the participants did not. 
The majority of the participants was pursuing a bachelor’s degree, 35% were studying 
towards a master’s degree, and 22 had completed their master’s degree, among these 
1,1% completed a PhD, or graduated from vocational training (1,1%) before. There was 
a great diversity of majors covered in this study such as Information Systems, Technol-
ogy Management, Psychology or Engineering. 
   Demographic data per PCA group (e.g., group 1 tested PCA1) concerning gender, 
age and study level (Bachelor’s (BSc); Master’s (MSc) or PhD Students (PhD)) are 
summarized in Table 1. 

Table 1. Demographic Data 

 Gender Age Group Study Level 

  male female < 20 20-24 25-29 > 29 BSc MSc PhD 

Group 1 17 13 5 12 8 5 11 13 6 

Group 2 21 9 9 11 8 2 12 12 6 

Group 3 18 12 5 17 5 3 15 12 3 

Group 4 17 13 6 12 9 3 18 8 4 

Group 5 25 5 10 14 3 3 23 6 1 

Group 6 26 4 10 13 6 1 16 12 2 

  124 56 45 79 39 17 95 63 22 

4.1 Quantitative Results 

First, we performed a reliability analysis in Jamovi to check for internal construct va-
lidity. Then, we conducted an exploratory factor analysis to verify that the items corre-
spond to their respective constructs. For each of the five constructs (competence, trust, 
credibility, empathy, and dominance), a Cronbach's alpha was calculated to assess its 
reliability. These alpha values were found to be good or even excellent ranging from 
0.842 (credibility) to 0.955 (competence). The exploratory factor analysis confirmed 
that the items were correctly assigned to their respective constructs. Since the Shapiro-
Wilk normality test (p (competence, trust, empathy, dominance) < .001; p (credibil-
ity) = 0.009) and Levene's test of homogeneity (p = 0.157)) were violated, the use of 
Student's t-test rendered inappropriate. Therefore, we picked the Welch's t-test for in-
dependent samples fur further analysis. 
 
    Impact on visible physical disability and gender. The comparison between the 
portrayal of physical disability (PCA 2&4) and no visible disability (PCA 1&3) is sum-
marized in Table 2 and depicts the results of the Welch's t-test (non-disabled vs. disa-
bled) with 120 participants that judged on the chatbots (between subject design). 



Table 2. Welch's t-Test Comparing Disabled vs. non-Disabled Avatar Pictures 

Non-disabled vs. disabled  t df  p  Effect size 

Competence  Welch's t   2.13  103  0.036  Cohens d  0.388  

Trust  Welch's t  -1.78  114  0.078  Cohens d  -0.325  

Credibility  Welch's t  - 3.34  110  0.001  Cohens d  -0.609  

Empathy  Welch's t  -15.72  118  < .001  Cohens d  -2.870  

Dominance  Welch's t     5.13  112  < .001  Cohens d  0.937  

In summary, the results show that not1 depicting Ben’s and Lena’s physical disability 
had a small positive effect on the competence variable (Cohen’s D (CD) = 0.388), a 
small negative effect on trust (CD = - 0.325), a medium negative effect (CD = - 0.609) 
on credibility, and a large negative effect on empathy (CD = - 2.87). On the other hand, 
the perception of dominance was affected largely positively (CD = 0.937). Table 3 ad-
ditionally presents the descriptive statistics of the variables under investigation.  

Table 3. Descriptive Statistics on Disabled vs. Non-Disabled PCAs in Comparison 

  PCA Comp Trust Cred Empa Domi 

Mean  1&3  5.91  5.43  5.27  3.47  4.36  

   2&4  5.50  5.66  5.68  5.91  3.49  

Standard Deviation  1&3  1.22  0.65  0.58  0.85  0.81  

   2&4  0.82  0.78  0.77  0.85  1.03  

For the analysis and answering of research questions, it is also of interest whether the 
gender of the avatar has an influence on the dependent variables. We thus conducted 
another Welch’s t-Test comparing both PCAs’ representing Ben with the other two 
showing Lena. The comparison shows again significant differences: 

Table 4. Welch’s t-Test Comparing Avatar Pictures of Ben vs. Lena 

Ben 1+2 vs. Lena 3+4  t df  p  Effect size 

Competence  Welch's t  -2.200   117  0.030  Cohens d  -0.402  

Trust   Welch's t  -6.019  117  < .001  Cohens d  -1.099  

Credibility  Welch's t  -3.048   115  0.003  Cohens d  -0.556  

Empathy  Welch's t  -0.600   116  0.550  Cohens d  -0.110  

Dominance  Welch's t  -2.384   118  0.019  Cohens d  -0.435  

As depicted, the female representation has a small negative effect (CD = - 0.402) on 
perceived competence. So, Lena is perceived significantly less competent than Ben, 
although both PCAs mediate the same factual knowledge and differ exclusively regard-
ing their profile picture. Besides, the female representation has a large negative effect 
on trust (CD = - 1.099), a medium negative effect on credibility (CD = - 0.556), and a 

 
1 The initial publication of this paper in the AIS eLibrary failed to include the negation in this 

sentence and thus inverted the statement. 



small negative effect on empathy (CD = - 0.11). Moreover, the female representation 
reveals a medium negative effect on the dominance variable (CD = - 0.435).  
   By conducting a factorial ANOVA analysis, we found no significant interaction ef-
fects for either of the five measured constructs between the two factors of gender and 
(dis)ability.  
 
Impact on gendering. Next, we compare the results between PCA5 and PCA6, which 
represent the use of gender-inclusive language and the usage of the generic masculinum 
for PCA Max, respectively. As Table 5 shows, using gender-inclusive language has a 
moderate positive effect (CD = 0.601) on the variable of competence. Similarly, the 
effect is also moderate (CD = 0.673) on the variable of credibility. The use of gender-
inclusive language has a large positive effect on the variable of empathy (CD = 1.024). 
Also, the use of gender-inclusive language indicates a large negative effect 
(CD = - 1.166) on perceived dominance in our experiment. 

Table 5. Welch’s t-Test Comparing Gender-sensitive with Generic Language 

PCA 5 vs. PCA 6  t df  p  Effect size 

Competence  Welch's t  1.34  47  0.019  Cohens d  0.346  

Trust  Welch's t  2.33  50  0.024  Cohens d  0.601  

Credibility  Welch's t  2.61  49  0.012  Cohens d  0.673  

Empathy  Welch's t  3.97  39  < .001  Cohens d  1.024  

Dominance  Welch's t  -4.52  58  < .001  Cohens d  -1.166  

We could not control for gender, as PCA 5 and PCA6 showed both the same male 
person (Max) in the portrayal of the chat interface. 

4.2  Qualitative Results 

Both PCAs with and without displaying physical limitations appear competent to users 
because they provide supportive information on learning methods and offer video ma-
terial beyond the textual conversation, guide the conversation, give detailed answers, 
and speak error-free. Regarding the comparison of Ben with/without the use of gender-
inclusive language, fewer responses were given, but it can be seen that the PCA using 
gender-inclusive language appears competent because it “visually exudes confidence” 
and provides correct and detailed information. All chatbots were noted as not credible 
as human tutors, but the credibility of the information provided was confirmed. Stu-
dents claim that PCAs displaying physical limitations appear empathetic since they em-
body inclusiveness and “want others not to feel sorry about their disability”. In con-
trast, the PCAs without physical limitations and those without using gender-inclusive 
language do appear less empathetic as they are perceived more egocentric and the con-
versation feels “more mechanic”. PCAs without displaying physical limitations appear 
dominant since they control the tone and “do not allow users to steer the conversation”.  



5 Discussion 

In this study, we investigated the effect of different avatar characteristics (gender, phys-
ical disability) and the usage of a gender-inclusive language style on six DVs.  

Below, in Table 6, we summarize the confirmation (green) or rejection (red) of our 
hypotheses and document the eventually measured relations in our experiment. 

Table 6. Table on Experimental Results 
H1 The presentation of a physical limitation has a small effect size (Cohen's d = 0.388) and a signif-

icant negative impact (p = 0.036) on perceived competence. 
H2 The use of a female gender avatar also has a small effect size (Cohen's d = 0.402) and a significant 

negative impact (p = 0.03) on perceived competence. 
H3 The use of gender-inclusive language has a small effect size (Cohen's d = 0.346) and a positive 

but non-significant (p = 0.186) impact on perceived competence. 
H4 The embodiment of a physical limitation has a small effect size (Cohen's d = 0.325) and a signif-

icant positive impact (p = 0.078) on perceived trust. 
H5 The use of a female avatar image has a large effect size (Cohen's d = 1.099) and a highly significant 

(p < 0.001) negative impact on perceived trust. 
H6 The use of gender-inclusive language has a medium effect size (Cohen's d = 0.601) and a signif-

icant (p = 0.024) positive impact on perceived trust. 
H7 The embodiment of a physical limitation has a medium effect size (Cohen's d = 0.609) and a 

highly significant (p = 0.001) positive impact on perceived credibility. 
H8 The use of a female avatar also has a medium effect size (Cohen's d = 0.556) and a highly signif-

icant (p = 0.003) negative impact on perceived credibility. 
H9 The use of gender-inclusive language has a medium effect size (Cohen's d = 0.673) and a signif-

icant (p = 0.012) positive impact on perceived credibility. 
H10 The presentation of a physical limitation has a large effect size (Cohen's d = 0.939) and a highly 

significant (p < 0.001) negative impact on perceived dominance. 
H11 The use of a female avatar image has a small effect size (Cohen's d = 0.435) and a significant 

(p = 0.019) negative impact on perceived dominance. 
H12 Gender-inclusive language has a large effect size (Cohen's d = 1.166) and a highly significant 

(p < 0.001) negative impact on perceived dominance. 
H13 The portrayal of a physical limitation has a very large effect size (Cohen's d = 2.870) and a highly 

significant (p < 0.001) positive impact on perceived empathy. 
H14 The influence of a female avatar image has no statistically significant effect on perceived empa-

thy (p = 0.550). 
H15 The use of gender-inclusive language has a large effect size (Cohen's d = 1.024) and a highly 

significant (p < 0.001) positive impact on perceived empathy. 

The physical world abounds with biases towards people with disabilities, gender, and 
affinity (Fiske et al., 2007; Oh et al., 2019; Rohmer & Louvet, 2018; Trainer et al., 
2020). Our study builds on initial evidence from Schlimbach & Robra-Bissantz (2022) 
that these biases also apply to virtual information systems like PCAs, consistent with 
CASA and social response theory (Nass & Moon, 2000). The implications of these 
findings are relevant for the design of PCAs, chatbots, and other information systems, 
as inclusive design and its implications need to be considered from the outset. 
    Although positive discrimination in the virtual world offers the potential to represent 
diversity characteristics in avatar design, practical implementation is still limited 
(Schlimbach, Rinn, et al., 2022). However, PCAs can facilitate dialogic encounters be-
tween minorities, address discrimination, and contribute to the reflection on diversity 
(Gupta & Chen, 2022; Lie et al., 2021). Our findings suggest that avatars should be 
designed carefully to enhance the perceived effectiveness of the PCA. For example, 



empathy has a positive effect on learners' success, but dominant behavior by a teacher 
has a negative impact on learners' motivation (Jiang & Zhang, 2021; Tausch, 2008). 
However, designing only toward desirable learning outcomes risks excluding diversity 
and perpetuating unconscious bias. We suggest increasing the visibility of different 
genders and avatars with physical disabilities in the PCA landscape to enhance diversity 
awareness and mitigate bias. 
    Our research implications are significant for designing and developing PCAs and 
other virtual information systems. By highlighting the impact of avatar design on users' 
perceptions, our findings underscore the importance of inclusive design practices from 
the outset. Designers and developers should consider the representation of diverse gen-
ders and visible physical disabilities in the PCA landscape to foster diversity awareness 
and mitigate bias. Furthermore, our study highlights the potential of PCAs to facilitate 
dialogic encounters, address discrimination, and promote reflection on diversity. Edu-
cators and policymakers can leverage this potential to create inclusive learning envi-
ronments that promote empathy, trust, and credibility. By integrating inclusive design 
principles and fostering diversity awareness, PCAs and other information systems can 
play a crucial role in promoting equity and inclusivity in various contexts. 

     It is important to acknowledge some limitations of our study. First, our research 
focused on the visual portrayal of a physical disability and gender-sensitive language 
in PCAs within an educational context. However, avatars can possess various other 
characteristics, such as age, race, or clothing, which could also influence users' percep-
tions. Future research should explore the effects of these additional factors and their 
interactions to provide a more comprehensive understanding of avatar design and its 
impact on user perception. Second, our study was conducted with German university 
students, and the results may not generalize to other populations or cultural contexts. 
Replicating the experiments with diverse participant groups and in different cultural 
settings would enhance the external validity of the findings. Moreover, while our re-
search focused on PCAs in educational settings, the implications of avatar design and 
inclusive language extend beyond education. Further investigations in different do-
mains and target groups will contribute to a more comprehensive understanding of the 
potential limitations and benefits of diverse avatar representation. In addition, gender-
inclusive language showed positive effects on the perceived trust and credibility of our 
PCAs, but the sample size for that specific t-test was below the calculated 90 probands 
in the a priori power analysis and should thus be repeated with a larger sample.  
    In summary, future studies could investigate how different avatar characteristics 
(e.g., age, race, clothing) impact the perceived effectiveness of a PCA and whether 
certain groups respond differently to manipulated factors. Mitigating social and algo-
rithmic bias is particularly challenging since underrepresented characteristics and per-
ceptions of diversity are context-specific and diverge widely between cultures, appli-
cation fields, and target groups (Koopmans & Schaeffer, 2017). Further studies are 
needed to address this challenge and promote inclusion and diversity in PCAs and other 
information systems. Designers and developers should mindfully consider social cues 
(Feine et al., 2019), i.e. gendering and inclusiveness to mitigate bias without harming 
variables relevant to learning with PCAs. 
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