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Towards Hybrid Architectures: Integrating Large
Language Models in Informative Chatbots

Research in Progress

Arnold F. Arz von Straussenburg1 and Anna Wolters1

University of Koblenz, Koblenz, Germany
{arz, awolters}@uni-koblenz.de

Abstract. Informative chatbots embedded in an organization-specific context
can provide a reliable, interactive, and engaging source of information for users.
However, traditional chatbot techniques have limitations in processing and un-
derstanding user input and generating human-like responses. On the other hand,
the latest implementations of large language models show promising results in
these domains but have limitations in providing accurate and up-to-date facts from
domain-specific knowledge bases. With the advent of popular chatbots like Chat-
GPT, they are increasingly becoming part of organizations’ digital infrastructure.
In this research-in-progress paper, we argue that the strengths and weaknesses of
traditional techniques and large language models are complementary. Therefore,
we propose a hybrid chatbot architecture that utilizes inter-agent communication to
compensate for disadvantages while enhancing the chatbot’s abilities, as perceived
by the user. This approach will form the basis for development and evaluation
using Design Science Research (DSR) as part of our research.
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1 Introduction & Motivation

Chatbots provide an interactive way to access information, perform tasks, and act as
friendly interlocutors (Adamopoulou & Moussiades 2020a). They can be used in various
sectors for different purposes to help organizations by providing a source of information
with control over accuracy and topicality. However, challenges include understanding
user intent, generating human-like responses, and maintaining data sources.

More powerful Large Language Models (LLMs) offer advanced chatbot capabili-
ties beyond existing Natural Language Processing (NLP) and Machine Learning (ML)
techniques, excelling in generating human-like text and understanding unstructured data
sources (Brown et al. 2020). ChatGPT, an LLM-based chatbot trained with reinforce-
ment learning from human feedback, has had a significant impact on the public since
its release (OpenAI 2022). Despite their advantages, these new technologies still have
drawbacks, including the potential to provide responses that are not supported by the
underlying knowledge base. This may become a significant issue as chatbots become
more integrated into organizations’ digital infrastructure and operations. Furthermore,
while commercial chatbots already use LLMs (Shuster et al. 2022), there is limited
research on using LLMs for informative chatbots.
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This paper not only contrasts established chatbot methods with LLM-based chatbots
to understand their respective strengths and weaknesses but also pioneers the integration
of LLMs and traditional chatbot technologies, proposing a novel hybrid approach aimed
at improving efficacy and user experience in information retrieval tasks. Furthermore,
we argue that a combination of both techniques can enable the creation of powerful
chatbot architectures that mitigate weaknesses and emphasize strengths. To achieve this,
the research paper addresses the following research questions: What are the advantages
and shortcomings of both traditional and LLM chatbots? (RQ1) and How can these
approaches be integrated/ combined to enable accurate informative chatbots that provide
natural-sounding answers? (RQ2).

2 Background

2.1 Classification of Chatbots

Chatbots, also referred to as conversational agents, digital assistants, interactive agents,
or natural dialogue systems (Adamopoulou & Moussiades 2020a,b, Diederich et al.
2019) are computer systems that enable humans to interact with computers using natural
language (Lokman & Ameedeen 2019). While not all chatbots can be fit neatly into
categories, several dimensions can classify the types of chatbots considered in scientific
discourse, each with different characteristics that form the basis for our research. The
combined chatbot classifications or taxonomies presented by Adamopoulou & Moussi-
ades (2020b), Diederich et al. (2019), Lokman & Ameedeen (2019), and Hussain et al.
(2019) are depicted in Table 1.

Chatbots can have different objectives, namely providing information, supporting
users in fulfilling tasks, or focusing on conversing with their users (Adamopoulou &
Moussiades 2020b, Diederich et al. 2019). There are also different approaches for
processing input texts and generating responses. Rule-based techniques apply pattern-
matching to understand the context and the user’s intent (Adamopoulou & Moussiades
2020b), while the most human-like response can be achieved by generating the answer
using ML techniques, depending on the quality of the training data, the complexity of
the users’ input and other factors. Additionally, text processing might be performed
using word embeddings or based on the text itself as represented by the Latin alphabet
(Lokman & Ameedeen 2019).

Chatbots can be implemented by programming, modeling, supervised learning,
or applying a hybrid approach, combining the previous implementation techniques
(Diederich et al. 2019). Moreover, users might interact with the chatbot via text, voice,
or both, while the chatbot could support a single or multiple languages (Hussain et al.
2019, Diederich et al. 2019).

2.2 Large Language Models

An Large Language Model (LLM) is an advanced AI-based text model that sets itself
apart from other text models by utilizing massive amounts of data, surpassing what is
commonly referred to as big data (O’Leary 2022). The resulting pre-trained, often autore-



Table 1. Chatbot Classification

Dimension Characteristics
Knowledge Domain Open-domain/ General-purpose Closed-domain/ Domain-specific
Service Provided Interpersonal Intra-personal Inter-agent

Goal Informative Task-based
Conversational/
Non-task based

Input Processing/
Response Generation

Rule-based Retrieval-based Generative

Human-aid Human mediation Autonomous
Permission Open-source Commercial
Text Processing Word Embeddings Text-level (Latin Alphabet)
Interaction/
Communication Mode

Text-based Voice-based Both

Implementation Programming Modeling
Supervised
Learning

Hybrid

Language Single Language Multi Language

gressive deep learning models, aim at producing natural language text (Floridi & Chiriatti
2020) and often feature a massive number of parameters, far exceeding those of previous
models. As a result, these models offer a versatile and task-agnostic foundation for a wide
range of text-based tasks, such as text summarization or generation (Brown et al. 2020).

Large organizations such as Google, OpenAI and Meta offer multiple commercial
LLMs like Google’s LaMDA (Thoppilan et al. 2022), T5 (Raffel et al. 2020), and BERT
(Devlin et al. 2019) models, as well as OpenAI’s GPT-4 and GPT-3.5, and Meta’s
BlenderBot 3 (Shuster et al. 2022) and LLaMA (Touvron et al. 2023). Out of these
models, GPT-4 is currently the largest, consisting of 175 billion parameters, while
the first and second generations used 110M (GPT-1) and 1.5B (GPT-2) parameters,
respectively (Floridi & Chiriatti 2020, Thoppilan et al. 2022). Besides commercial
LLMs, there are also freely and publicly available models that are larger than GPT-2.
Examples of these GPT-Neo (2.7B parameters) (Black et al. 2021), GPT-J-6B (Wang &
Komatsuzaki 2021), and GPT-NeoX-20B (Black et al. 2022), which were developed by
EleutherAI based on the GPT-NeoX platform (Andonian et al. 2023). Other examples are
PanGu-α (13B) (Zeng et al. 2021) and FairSeq (2.7B, 6.7B, 13B) (Artetxe et al. 2022).

To apply pre-trained models to context-specific tasks, fine-tuning is typically required.
This involves a supervised learning process that updates the weights of the training
parameters and generally requires large datasets with thousands of labeled data instances
(Brown et al. 2020). An example of a context-specific model is ChatGPT (OpenAI 2022).
However, to avoid extensive fine-tuning, pre-trained LLMs can be used with one-shot or
few-shot learning. These techniques involve in-context learning using 10-100 examples
as prompts. Unlike fine-tuning, one-shot or few-shot learning doesn’t update model
parameters, but few-shot learning has shown promising results. Another variant is zero-
shot learning, which does not use any demonstrations but relies on a natural language
description of the task (Brown et al. 2020).



3 Research Method

Our research-in-progress aims to build a hybrid chatbot that integrates LLMs with
informative approaches, for which we present the conceptualization in the given paper.
Therefore, we are working in the field of design-oriented information systems research
(Hevner et al. 2004, Österle et al. 2011), with the goal of designing an artifact, which is
the hybrid chatbot. To achieve this, our research follows the Design Science Research
(DSR) methodology proposed by Peffers et al. (2007). In this paper, Section 1 and
Section 2 contribute to problem identification and motivation. Section 4 compares LLMs
with informative chatbots, which helps define the objectives for hybrid chatbots. Then,
we develop a concept and present a prototypical implementation in Section 5, which
contributes to the design and development phase, as well as the demonstration. Since this
manuscript is still in progress, we have yet to conduct a comprehensive demonstration
and evaluation. In the future, the resulting artifact will be validated on the basis of a set
of experts. However, by communicating our intermediate results, we contribute to the
sixth phase of Peffers et al. (2007). This allows us to integrate feedback from our peers
with upcoming process iterations.

4 Comparison of Different Chatbot Approaches

Existing research in chatbot development has established a general architecture that
can be used to design chatbots for different categories, as shown in Figure 1. This
architecture, adapted from Adamopoulou & Moussiades (2020b), comprises three main
components: NLP; dialogue management; and information retrieval, which involves
gathering data from sources such as databases or the web (Adamopoulou & Moussiades
2020b). Different types of chatbots focus on different parts of the general architecture.
Informative chatbots rely on comprehensive information retrieval to answer user queries,
while conversational chatbots focus on dialogue management and user message analysis
to sustain a conversation. The approach used for language understanding is also affected
by the choice of input processing and response generation method.

User 
request

Chatbot 
response

User
interface

Dialogue Management

Response generation

Language understanding -
user messager analysis

User intent

Context information

Part 1 Part 2

Information Processing
Action Execution

Information Retrieval

Data Sources
Knowledge base

Web (URI Request)

Part 3

Figure 1. General chatbot architecture.

As mentioned in Section 2, there are two approaches for developing chatbots: rule-
based and ML-based. Rule-based chatbots are specific to a task and follow a decision
tree-like path with hand-coded or structured knowledge (Adamopoulou & Moussiades
2020b, Ramesh et al. 2017). ML-based chatbots consider the dialogue context and do
not require predefined responses but need (at least incremental) training on labeled
datasets for new tasks, making them less applicable when a chatbot gains new knowledge



(Adamopoulou & Moussiades 2020a). These chatbots are typically more focused on
producing human-like responses.

Task-agnostic LLMs, like Generative Pre-trained Transformer 4 (GPT-4), have cre-
ated new possibilities for building chatbots. They differ from traditional ML approaches
in implementation and capabilities, with LLMs being able to generalize and adapt to spe-
cific tasks using a relatively small amount of task-specific data and transfer downstream
tasks easily (Brown et al. 2020). Given suitable training data and computational resources,
they can cover an extensive range of topics, generate more organic responses, and update
more efficiently than their traditional counterparts. However, there are also drawbacks
to using LLMs. They can generate inappropriate text when inappropriate language is fed
into them, and their generative nature may result in plausible but unsupported answers
(O’Leary 2022). Moreover, LLMs require more computational resources and can be
more expensive to operate than traditional chatbots. Thus, both chatbot approaches have
their own advantages and drawbacks, which answers the first research question.

5 Towards Hybrid Chatbots

5.1 Design of a Hybrid Architecture

The difference between rule-based and ML-based traditional chatbots results in divergent
integration with LLM approaches. Rule-based chatbots offer developers tight control over
included information and answers, making them well-suited for informative chatbots.
Thus we focus on the integration with generative LLMs to enhance their ability to
generate natural text in the following.

To balance the opposing strengths and weaknesses of both rule-based and LLM
approaches, we propose a generic concept of a hybrid chatbot. Specifically, we plan to
integrate LLMs into traditional informative chatbots, building on the notion of hybrid
chatbot implementations presented by Diederich et al. (2019). The proposed hybrid
chatbot will leverage a combination of chatbots with different approaches to provide
the best possible architecture with their specific advantages. This can be achieved by
chaining two interdependent chatbot components that are not functional on their own
and combining them through inter-agent communication, as shown in Figure 2.

User 
request

User
interface

Part 1

LLM Chatbot 

Part 2

Combined 
prompt

Formatted 
user request

Part 1

Traditional chatbot 

Part 2 Part 3

Traditional
response

Inter-agent 
communication

Chatbot 
response

Figure 2. LLM chatbot that enhances the answering capabilities of a traditional chatbot.

The figure illustrates a traditional, rule-based chatbot on the right-hand side, which
consists of all three parts of the architecture shown in Figure 1: user message analysis and
response generation (Part 1), dialogue management (Part 2), and information retrieval
(Part 3) and a LLM-based chatbot, without Part 3 of the architecture, on the left-hand
side. To overcome the limitations of Part 1 in the traditional chatbot, an LLM is utilized
to analyze the incoming user request and transforms it via inter-agent communication,



resulting in a formatted user request. This formatted user request provides the user intent
and necessary context, like intents derived from previous questions, to the traditional chat-
bot. Subsequently, the traditional chatbot can accurately provide relevant information in
a condensed manner (traditional response) by accessing the knowledge base. Finally, the
chatbot response includes the output of the combined prompt, which includes the original
user request, the traditional chatbot’s response, and instructions on the answer format.

5.2 Implications

The proposed architecture combines the accuracy guarantees of rule-based chatbots with
the conversational capabilities of LLMs, which are often superior to those of rule-based
chatbots. This hybrid architecture can be used to enhance existing traditional chatbots,
allowing adoption in many application cases. These enhancements have the potential to
significantly improve a variety of use cases in many organizations, like B2B customer
service by providing prompt and precise responses to FAQs, reducing representatives’
workload, and personalizing interactions to improve customer satisfaction and retention.
Simultaneously, they enable a more personalized customer experience which can improve
customer satisfaction and loyalty, acting as a key driver for retention.

6 Conclusion & Outlook

In this research-in-progress paper, we aim to enhance our understanding of how the
combination of LLMs with established chatbot technologies can improve the reliability
of informative chatbots. Drawing on existing chatbot classifications and architectures,
we have concluded that addressing the possibility of including LLMs, such as GPT-4,
in chatbot research is essential. By analyzing the strengths and weaknesses of different
chatbot approaches, we propose a conceptualization of a hybrid chatbot implementa-
tion. We use inter-agent communication to combine a LLM and a traditional chatbot,
creating an architecture that leverages the advantages of both. We argue that LLMs
outperform traditional NLP methods in generating human-like responses while relying
on the benefits of accessing structured information through the information retrieval
part of a traditional chatbot. In this way, we ensure that the generated response is based
on valid information. With this concept, we make a contribution to the research on
developing hybrid chatbot architectures without restricting it to specific technologies.
In the next step of our research, we will prototype the conceptualization and evaluate
its ability to generate human-like responses and answer questions based on valid and
reliable information. Future research needs to follow an iterative design process by taking
multiple technologies into consideration, and by continuously adjusting the concept
based on the latest evaluation results.
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