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Abstract. Recent advances in Artificial Intelligence have brought novel oppor-
tunities for businesses, societies, and individuals alike, yet they also raise com-
plex questions on inequitable power distribution. We see contemporary AI sys-
tems, that reinforce power imbalances and disadvantage marginalized, un-
derrepresented, and underprivileged people. Current approaches to advancing AI, 
such as Ethical, Fair, or Trustworthy AI, have not included the effects of power 
in their considerations. As feminism has a long history of doing so, we introduce 
an intersectional and inclusive feminist approach to shape AI in a more equitable 
way. We approach this by building on recent Information Systems and interdis-
ciplinary research as well as on evidence from expert interviews in focus groups, 
which we conducted in 2022 and 2023. Our study reveals that utilizing the femi-
nist approach could be effective firstly, to shape AI systems and secondly, to 
change prevailing power structures in societal systems to become more equitable. 

Keywords: artificial intelligence, power imbalances, feminist philosophy of 
technology, socio-technical-systems, beyond AI Ethics 

1 Introduction 

In our societies we have a long history of an inequitable distribution of power. Recently, 
Artificial Intelligence (AI) has become power, too, which reinforces traditional power 
structures (Kim, 2021; Zajko, 2022). Therefore, marginalized, underrepresented, and 
underprivileged people (MUUP) frequently do not benefit from AI, but are disadvan-
taged even further. This needs to be recognized, challenged, and changed. Conse-
quently, complex questions around accountability, discrimination, and bias have been 
raised (Berente et al., 2021) and it becomes necessary to reflect upon the interdepend-
encies between societal and AI systems. 



   

 

   
 

Our research is motivated by numerous cases of biased and discriminatory AI 
(Feuerriegel et al., 2020). This includes applications in hiring (Jago & Laurin, 2022), 
lending (Bertrand & Weill, 2021), and recidivism prediction (Angwin et al., 2016; 
Chouldechova, 2017; Malek, 2022). Certain groups of people have been structurally 
disadvantaged including women, people of color, and gender queer people 
(Buolamwini & Gebru, 2018; Chouldechova, 2017; Jethwani et al., 2022). These and 
other groups face numerous disadvantages in our societies, and recently these have been 
mirrored by AI systems. 

Structural power imbalances influence the outcomes of AI, further perpetuating the 
inequities of the analog world. Shifting existing power relations in favor of creating an 
inclusive society, which is increasingly influenced by AI, becomes a twofold challenge: 
One must continuously improve societal systems of the analog world, while simultane-
ously shaping a nexus of AI systems that does not recreate the deeply rooted structural 
deficiencies of the modern era of 20th century societies or counteract the positive 
achievements reached to this day.  

One approach to improve societal systems, by identifying i.e., the patriarchy as a 
focal point of intervention to overcome power imbalances, oppression, and exploitation 
in modern societies, is feminism (Allen, 1998; Oksala, 2017). For this paper we define 
patriarchy as a system of social structures, and practices which oppresses, dominates, 
and exploits MUUP (Walby, 1989). A society is patriarchal if it promotes male privi-
lege “by being male-dominated, male-identified, male-centered, and control-obsessed” 
(Johnson, 2007, p. 5). Power (to control others) is at its core. In that, the (mis)use of 
power, the patriarchy is harmful to women and men alike (Johnson, 2007). It is these 
structures that are reproduced in today's AI systems (Siapka, 2022; Weinberg, 2020). 

Feminism seeks to challenge and change societal systems towards equality, freedom, 
and justice for all e.g., through intersectionality, interdisciplinarity, and evidence-based 
activism (Ferguson, 2017). It includes aspects of diversity such as gender, age, religion 
and belief, disability, sexual identity, ethnicity, and appearance (Ferguson, 2017). 
While it is beyond the scope of this paper to describe the many faces and various facets 
of feminism, its overall impact can be regarded as one of the most influential contribu-
tions to the creation of more inclusive and equitable societal systems in the post-modern 
era (Carbado et al., 2013; Crenshaw, 1989, 1991). In this study, we decisively incorpo-
rate the intersectional and inclusive feminist approach. Based on that deduction and 
considering the twofold challenge described above, a question arises: Can the success 
of the intersectional feminist approach in shaping societal systems be translated into 
the world of AI to model a nexus of AI systems that does not recreate the structural 
deficiencies and power imbalances of the patriarchy still and predominantly enshrined 
in the analog world? Following this idea, the overall assumption of our research is that 
by building an effective feminist approach for AI, it can a) diminish the recreation of 
patriarchal power distribution in AI systems and b) reduce the negative influence of 
such systems on the analogue world and its societal systems. 

This research in progress constitutes first theoretical principles and results, by ask-
ing: 

RQ: Can the feminist approach shaping societal systems in the analog world be 
utilized to shape AI systems? 



   

 

   
 

Berente et al. (2021) call for less siloed research on AI and to realize this through 
the boundary-spanning and interdisciplinary nature of Information Systems (IS). Con-
sequently, this research in progress builds on existing IS research (Berente et al., 2021; 
Chouldechova, 2017; Feuerriegel et al., 2020; Mikalef et al., 2022; Mikalef & Gupta, 
2021), and on research concerning societal approaches to governing and designing AI 
in a social way (Riedl, 2019; Shneiderman, 2020), computer science (Floridi, 2019; 
Hagendorff, 2020; Mittelstadt, 2019) as well as social science research (Arrieta et al., 
2020; Carbado et al., 2013; Johnson, 2007; Wellner & Rothman, 2020). It extends the 
discussion through an empirical study (expert interviews in focus groups) on the bene-
fits of a feminist approach to shaping AI. We will illustrate our preliminary findings of 
how this can challenge and change prevailing power structures (PPS) and thus, enable 
true participation of and equity for MUUP. 

The paper is structured as follows: We motivate our research question in section 2 
by providing an overview of current societal approaches to AI and the intersectional 
feminist approach. We then illustrate our research method in section 3 and present our 
preliminary results in section 4. Our paper concludes with the outlook in Section 5. 

2 Theoretical Background 

2.1 Societal Approaches to Shape AI 

Due to the numerous fields in which AI is utilized, the importance of an impact assess-
ment of AI systems in research, politics, and business is imperative. When analyzing 
the current discussions on AI’s impact on societies and humanity, a variety of different 
debates emerge: e.g., Ethical AI (Hagendorff, 2020; Mittelstadt, 2019), Fair AI (Binns, 
2017; Feuerriegel et al., 2020), Trustworthy AI (European Commission, 2019; Floridi, 
2019), Responsible AI (Arrieta et al., 2020; Mikalef et al., 2022; Peters et al., 2020), or 
Human-Centered AI (Riedl, 2019; Shneiderman, 2020). 

These concepts generally reference a value-based approach, which in itself is subject 
to controversial debates on how to create universal ethical norms, principles and frame-
works alongside local, culturally variable identities and traditions (Ess, 2020). How-
ever, they do not take into account the socio-structural practices and social relations of 
the underlying societies, groups, and individuals that shape, interact or are confronted 
by AI (Weinberg, 2020). Socio-technical, human-centered AI debates, such as Ethical 
AI, do in their normative nature neither question nor take into account the status quo of 
underlying societal systems and therefore risk translating undesired aspects of their so-
cial constitutionality and habitude into the digital world (Hagendorff, 2020; Mittelstadt, 
2019; Siapka, 2022). Catherine D’Ignazio and Lauren F. Kein (2020) elaborate: They 
present the widely used concepts ethics, bias, fairness, accountability, transparency, 
and the understanding of algorithms as concepts that secure power, “[b]ecause they 
locate the source of the problem in individual or technical systems” (D’Ignazio & Klein, 
2020, p. 60). 



   

 

   
 

2.2 The Intersectional and Inclusive Feminist Approach 

Existing societal approaches to AI currently do not address the phenomenon of mirrored 
patriarchal structures and practices in AI models and systems (Michelfelder et al., 2017; 
Wellner & Rothman, 2020). Feminism contextualizes prevailing power imbalances that 
currently tend to foster discrimination from the non-digital into the digital world 
(Weinberg, 2020). Thus, we introduce a feminist approach.  

Feminism has a long history of challenging and changing our societies towards more 
equity and justice. Over the centuries, feminism has evolved. Today there is not one 
understanding of feminism, but a plurality of feminisms. Feminism has its origin in 
fighting for equal rights of women and men, however, one of the dominant contempo-
rary directions of feminism is inclusive and intersectional (Ferguson, 2017). This fem-
inism envisions equity for all people, while focusing on power imbalances and MUUP 
(Ferguson, 2017). This is the concept we use as feminism in this paper. 

Intersectionality, as one of feminism’s greatest achievements, is an open and relent-
lessly critical approach to power (Ferguson, 2017). It grasps the complex nature of the 
patriarchal functioning in our societies that impacts people in diverse ways. Intersec-
tionality incorporates the variety of MUUP: e.g., gender, age, religion and belief, disa-
bility, sexual identity, ethnicity, and appearance (Ferguson, 2017). Thus, it demon-
strates how individuals and groups can face discrimination through more than one at-
tribute. This overlap of more than one disadvantaged feature, potentially results in ex-
tensive discrimination (Crenshaw, 1989). E.g., Black women are misclassified by face 
recognition systems to a high extent, because they are women and at the same time 
Black (Buolamwini & Gebru, 2018; Perkowitz, 2021). Thus, they face far stronger dis-
advantages than both Black men and White women (Buolamwini & Gebru, 2018). As 
AI reflects traits that are devalued in the patriarchal system, e.g., female people of color 
particularly suffer from discrimination of AI systems (Buolamwini & Gebru, 2018; 
Crenshaw, 1989). Therefore, MUUP must be at the core, when deciding upon and 
building AI. Intersectional and inclusive feminism can be used to analyze and change 
AI’s functioning on the AI system level, as well as on the societal system level.  

3 Research Method 

The sketched discourses and considerations mentioned above are the guiding deduc-
tions for a working hypothesis that has been the starting point for this research in pro-
gress. The initial reflections upon the theme have been derived by way of qualitative 
deliberations informed by past research projects, literature review (Webster & Watson, 
2002), and horizon scanning (Cuhls, 2019). The resulting working hypothesis and the 
research questions have recently been – throughout 2022 and 2023 – being tested em-
pirically by way of monthly online roundtables serving as expert focus groups. This 
participatory form of data collection, based on semi-structured interviews, stimulates 
discussions between different groups of people and diverse opinions. It is a moderated 
discourse procedure in which a small group of individuals is inspired to discuss a spe-
cific topic based on an input (Kamberelis & Dimitriadis, 2013; Morgan, 1996; Schulz 
et al., 2012). 



   

 

   
 

We have deliberately emphasized diversity in the composition of participants in 
terms of MUUP, multi-dimensionality, trans-disciplinarity, and intersectionality, to 
bring in and discuss different perspectives (Sundermeier et al., 2020). The experts' 
lenses have been shaped through professional occupations in numerous domains, e.g.: 
Human Rights, IS, Political Science, and Policy. The pool of experts has been estab-
lished as a research effort over the last three years through professional networks and 
by way of individual recruitment (e.g., conferences, publications, social media, re-
search projects). It currently consists of about one hundred individuals (and counting).  

Eight English speaking focus groups sessions were conducted between July 2022 
and March 2023. The group size averaged ten people. The sessions were scheduled for 
1h 15min and conducted in an online video call format. Participants joined the sessions 
from around the globe. 

We used an iterative method, creating a working hypothesis or a sketched model 
based on literature, past research, and existing gaps, challenging it within the focus 
group, consolidating the outcomes afterwards, and integrating the intermediate results 
into the next meeting. In practical terms, this means, that e.g., a definition of feminism 
has been proposed to the group in order to start a discussion on the existence, benefits, 
and limits of varying feminist approaches. The process of each session was facilitated 
by one of the authors of this paper who initiated and moderated each discussion. In line 
with the focus group method, the moderator did not engage actively in the discussion 
but merely ensured an inclusive, respectful, and on-topic debate. The sessions were 
either recorded by video (if all participants agreed) or by minutes. The recordings were 
transcribed and coded in an iterative and explorative way until concepts emerged 
(Corbin & Strauss, 2014).  

4 Preliminary Results 

Based on the research process so far, the answer to RQ is: Yes, it is likely that the 
feminist approach can be utilized to shape AI systems, e.g.: “Feminism […] can help 
to be a foundation with which to analyze and address the threat and potential of AI.” 
We identified power as an important concept in shaping AI systems, as participants 
repeatedly mentioned the perpetuation of current patriarchal power structures, e.g.: 
“Again the people on top continue to get power, because they already have the power.” 
Moreover, rather than focusing only on technical and individual influences on AI as 
emphasized by e.g., the concept of Fair AI (Feuerriegel et al., 2020), participants argued 
for a broader context with regard to the people behind its data, design, and context, e.g.: 
“We need to encourage more marginalized people and minorities to access this field.” 
Thus, the three concepts, data & design, people, and context evolved.  

Consequently, we introduce our framework depicted in Figure 1. It illustrates the 
interdependence of the societal (S1) and AI system (S2): The PPS of S1 influence S2. 
The intersection of S1 and S2 is shaped by three conceptual areas where the social and 
analogue is translated into the artificial and digital. As mentioned above these are cur-
rently subsumed under the following designators 1) data and design of AI, e.g., the 
input data, 2) people, e.g., the diversity of people designing AI, and 3) context, e.g., the 



   

 

   
 

environment in which AI is built. These proposed main influences of AI systems rein-
force and perpetuate the prevailing distribution of power (currently almost exclusively 
shaped through the patriarchy) within S2, linking back to S1. Therefore, we hypothesize 
that a feminist approach could break that circle and lead to a more inclusive distribution 
of power. Thus, AI could become a driver for equity and justice gradually changing S1 
including its PPSs. 

 
Figure 1. The interdependence of the societal and AI system 

5 Discussion, Limitations, and Outlook 

Research displays the exacerbation of existing inequalities by AI (Kim, 2021; Zajko, 
2022), however, it remains scarce on how to address this societal challenge. Much re-
search focuses on its normative aspects (e.g., Ethical AI). Consequently, the importance 
of the social practice – being embossed by the patriarchy – is systematically being omit-
ted. Without taking it into account, these efforts will remain normative ideals. To ad-
dress this gap, we conducted expert focus groups and present intersectional feminism 
as a means to disrupt this circle. Our framework extends current research through its 
boundary-spanning and interdisciplinary nature and as such connects previously siloed 
achievements (Berente et al., 2021). To our knowledge it is the first to integrate and 
address the root cause of discriminatory AI: the patriarchal society and its PPSs. How-
ever, there are limitations to consider: We are limited due to a self-selection bias of 
focus group participants, with a high percentage of people interested in the topic. Thus, 
the diversity of answers might have been affected. We aim to create a better balance 
for future research. Moreover, the methodological approach should be further consoli-
dated. To do so, we envision another seven focus group sessions in 2023. In addition, 
we will integrate elements of the Delphi method (Niederberger & Renn, 2019) and draw 
on the existing body of knowledge more comprehensively. The goal is to derive a tested 
hypothesis leading the way to substantiated theoretical paradigms on how the feminist 
AI approach can shape both the societal and AI systems as well as their interdependence 
as a basis for developing applicable practices. Results from the focus groups underline 
this, e.g.: “How can we practically address this?” and “How can we turn this around 
so that AI benefits those who are not privileged?”. Thus, to further expand this body of 
knowledge, we propose two research questions for this project and future iterations: 

RQ 1: How can the feminist approach to shaping AI systems be conceptualized? 
RQ 2: How can the feminist approach to shaping AI systems work in practice?  
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