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Abstract. Algorithmic decision-making (ADM) through automation has benefits 

but must be implemented responsibly. Several mathematical definitions of fair 

outcomes exist, but it remains unclear how these align with human perceptions 

of fairness. We conducted a survey experiment (N=258) examining common ma-

chine-learning definitions of fairness (demographic parity, equal opportunity, 

and equalized odds) in the context of algorithmic job interview invitations. We 

find that humans perceive the simple fairness definition of demographic parity as 

less fair than a more complex one that considers whether the invitees were eligi-

ble. 

Keywords: perceived fairness, survey experiment, algorithmic decision-making. 

1 Introduction 

Nowadays, algorithmic decision-making (ADM) is being used prominently in business 

operations with high visibility and high liability. A prime example is recruitment, where 

ADM is used for candidate selection and resume screening (Linkedin Talent Solutions 

2018, 40–50) – where nondiscriminatory behavior is a concern.  

Organizations prefer ADM because they deem it a more objective hiring process 

(Linkedin Talent Solutions 2018, 40; van den Broek et al. 2019, 3–4). However, ADM 

can perpetuate bias and discrimination in recruitment because it relies on historical data 

that may not represent a diverse workforce (Dastin 2018; Köchling et al. 2021; Köch-

ling and Wehner 2020; Mehrabi et al. 2021). As a result, ADM performance can be 

impaired and unfair for different demographic groups. Despite the existence of various 

computational approaches to address this problem (Friedler et al. 2019), these ap-

proaches currently lack a behavioral empirical foundation. 

While humans have an innate sense of what constitutes fair treatment from an early 

age (Sloane et al. 2012), incorporating this sense into an algorithm is challenging. Pre-

vious studies (Cheng et al. 2021; Harrison et al. 2020; Srivastava et al. 2019; Wang et 



 

al. 2020) have used an empirical approach to identify mathematical definitions of fair-

ness that correlate with perceived fairness. By identifying the moral standard that peo-

ple use to evaluate the distributive outcome of ADM, a machine learning (ML) model 

can then be "tuned" accordingly, e.g., to choose more equitably to improve its perceived 

fairness. However, perceptions of fairness are highly context-dependent and subject to 

varying moral standards. But the existing literature has primarily examined the per-

ceived fairness of ADM in criminal justice and health care while recruitment is a dis-

tinct domain. First, a large applicant pool may make it necessary to reject even qualified 

candidates, a trade-off that organizations must balance. Furthermore, ADM errors in 

high-stakes domains such as bail, pretrial release, or cancer detection can have irrevo-

cable and serious consequences. In recruitment, errors have less of an impact because 

candidates who are rejected can re-apply to other companies. Consequently, findings 

from the areas examined in the prior literature, where decision-making is typically one-

off, may not be directly applicable to ADM recruitment. Therefore, we pose the fol-

lowing research question: 

RQ: Which mathematical definition of fairness in ML most closely correlates to peo-

ple's empirical perception of fairness in ADM-based recruitment? 

By answering this research question, we contribute to the research on how to lever-

age the potential of ADM in recruitment (Langer et al. 2019; Lee 2018; Suen et al. 

2019; van Esch et al. 2019). For this , we explore how  mathematical fairness definitions 

for ML (Harrison et al. 2020; Srivastava et al. 2019; Wang et al. 2020) are perceived in 

a novel application domain and address to the recent demand for more responsible and 

ethical ADM (van der Aalst 2017). This paper is organized as follows: In Section 2, we 

describe how ADM can be used in recruitment and provide the technical background 

for the mathematical definition of fairness. The experimental setup and design are out-

lined in Section 3.1. Section 3.2 describes how perceived fairness was measured, and 

Section 3.3 describes the empirical strategy. The results are presented in Section 4 and 

discussed in Section 5.  

2 Background 

2.1 Fairness in ADM and ML 

Advances in ML have enabled widespread ADM adoption. Yet, ML models use prob-

abilistic rules, which can lead to biased-erroneous decisions that treat individuals un-

fairly (Feuerriegel et al. 2020). Ethical issues arise when these errors disparately affect 

certain demographic groups. ADM's connection to fairness lies in the benefit allocated 

by its decision-making, e.g., when making hiring decisions (benefit = job) or deciding 

about university admissions (benefit = study place); all areas where unfair treatment 

would be problematic. If an ML classifier assigns a benefit (e.g., a hiring decision), we 

denote this as �̂� = 1 and otherwise as �̂� = 0, if no benefit is assigned. The classifier is 

learned from historical data, where 𝑌 = 1 indicates that an individual with characteris-

tics 𝑋 was eligible for the benefit and 𝑌 = 0 if the individual was ineligible. The 



 

decision-making of the ML classifier and eligibility is naturally linked to a confusion 

matrix; therefore, some authors also use the expression predictive fairness when dis-

cussing the matter, e.g., (Haas 2019) 

There are three ways to ensure that the output of an ML classifier is fair: 

• Pre-processing: alters data before training, e.g., by reweighting (Kamiran and 

Calders 2012). This works with any ML classifier. 

• At training time/in-processing: a method that achieves high utility by sim-

ultaneously optimizing the classifier and fairness, e.g., using regularization 

(Kamishima et al. 2011). The downside is the need for specialized software. 

• Post-processing: adjusting the predicted label of a classifier after prediction, 

e.g. using a linear program (Hardt et al. 2016). 

For each method, the user must specify a mathematical fairness definition, a fairness 

metric, which can be classified in group- and individual-based metrics (Hutchinson and 

Mitchell 2019, 52). Group-based metrics are prevalent in software tools (e.g., IBM's AI 

Fairness 360, Bellamy et al. 2019, Microsoft's Fairlearn, Bird et al. 2020, and Google's 

What-If tool, Wexler et al. 2020). These metrics calculate the distribution of benefits 

between groups 𝑔1, … , 𝑔𝑖 , … , 𝑔𝐺 . Gender, age, or ethnicity are examples of attributes 

used to form groups. If the benefit is allocated equally across the groups, according to 

a fairness metric, we say that parity is achieved for this metric. 

Demographic Parity (DP) asserts that an ML classifier is fair if it gives the benefit 

to all demographic groups at the same rate 𝜏𝐷𝑃: 

𝑃(�̂� = 1|𝐺𝑟𝑜𝑢𝑝 = 𝑔𝑖) = 𝜏𝐷𝑃 ∀ 𝑔𝑖 , 𝑖 ∈ 1, … , 𝐺 

A DP classifier does not systematically disadvantage, or advantage individuals based 

on what group they are in. Unlike a quota system, which is common in the workplace 

(for example, requiring at least 20% of an executive board to be women), DP requires 

equal allocation rates for all groups. Although DP ensures the independence of the 

group and benefit allocation, it does not consider eligibility. The allocation rate among 

eligible individuals is measured by true-positive-rate (𝑇𝑃𝑅 ≔ 𝑃(�̂� = 1|, 𝑌 = 1)), 

among non-eligible by false-positive-rate, (𝐹𝑃𝑅 ≔ 𝑃(�̂� = 1|, 𝑌 = 0)). Allocation 

rates can be conditioned on eligibility and group to define yet another notion of fairness. 

Equal Opportunity/True-Positive Parity (TPP) requires an equal benefit distribution 

over demographic groups conditioned on eligibility (Hardt et al. 2016). That means that 

equal opportunity holds if the group-specific TPR has the same value τ𝑂𝑃 across 

groups. True positive parity (TPP) holds when TPR is the same for all groups:  

𝑃(�̂� = 1|𝑌 = 1,  𝑔𝑖) = τ𝑂𝑃 , ∀ 𝑔𝑖  𝑤𝑖𝑡ℎ 𝑖 ∈ {1, … , 𝐺} 

Equalized Odds (TPP + FPP) entails, in addition to TPP, also equalized False-Pos-

itive Rate (FPR), i.e. False Positive Parity (FPP) holds (Hardt et al. 2016):  

𝑃(�̂� = 1|𝑌 = 1, 𝑔𝑖) = τ1
𝑂𝐷  and 𝑃(�̂� = 1|𝑌 = 0, 𝑔𝑖) = τ2

𝑂𝐷 , ∀ 𝑔𝑖  𝑖 ∈ {1, … , 𝐺} 

Other parity metrics are Accuracy Parity (ACCP), 𝑃(�̂� = Y|𝐺𝑟𝑜𝑢𝑝 = 𝑔𝑖) = 𝜏𝑎𝑐𝑐 , and 

False Negative Parity (FNP), 𝑃(�̂� = 0|𝑌 = 1, 𝐺𝑟𝑜𝑢𝑝 = 𝑔𝑖) = τFNP, ∀ 𝑔𝑖  𝑖 ∈

{1, … , 𝐺}. 



 

2.2  Review of the literature 

The literature has increasingly focused on the issue of the perceived fairness of ADM. 

While perceived fairness is a broad concept (Dolata et al. 2022), the fourfold model 

(procedural, interpersonal, informational and distributive) is an empirically supported 

conceptualization of it (Colquitt and Shaw 2005). Studies have examined procedural 

features of ADM in terms of perceived fairness, such as how it compares to human 

decision-making depending on the task being automated (Lee 2018) and the role of data 

sources (Albach and Wright, James, R. 2021; Grgic-Hlaca et al. 2018). Also, informa-

tional aspects such as providing explanations and transparency contribute to perceived 

fairness (Binns et al. 2018; Dodge et al. 2019; Wang et al. 2020). Providing explana-

tions to improve perceived fairness, while not significant in the case of being self-af-

fected (Wang et al. 2020), can increase the perceived fairness of the overall ADM if 

designed as global explanations, whereas local explanations tailored to a specific out-

come are more appropriate to justify a particular decision (Dodge et al. 2019). Another 

line of research focuses on distributive fairness, concerning how well ADM is per-

ceived to treat those affected by its decision (Hannan et al. 2021; Harrison et al. 2020; 

Saxena et al. 2020; Srivastava et al. 2019; Wang et al. 2020). This study contributes to 

the distributive fairness and group-based metrics literature. Distributive fairness is 

measured by fairness metrics, which can be categorized into individual-based fairness 

metrics (Hannan et al. 2021; Saxena et al. 2020), and group-based metrics (Harrison et 

al. 2020; Srivastava et al. 2019; Wang et al. 2020). 

A summary of the research on group-based metrics is shown in Table 1. The first 

study used two settings and an adaptive design (see Table 1), where the fairness metrics 

were generated to match the participant's preferred fairness metric. Participants pre-

ferred DP in both scenarios (Srivastava et al. 2019). Harrison et al. (2020) investigated 

how people perceive the fairness of different ways to make an ML model fair, by group 

metrics (ACCP and FNP1) or by the raw model score (i.e., no fairness definition). The 

study was conducted in the context of deciding whether to grant bail. The experiment 

was designed as a binary comparison between two models that had one or both proper-

ties equalized. Their data indicate a small, but statistically significant, preference for 

FNP rates between demographic groups (Harrison et al. 2020). Wang et. al. (2020) 

considered how (un-) equal error rates affect the fairness perception of ML algorithms. 

As equal error rates imply equal accuracy across groups, we remapped the results of 

Wang et. al. to ACCP in Table 1. Furthermore, the results showed that the perception 

of being self-disadvantaged by a biased algorithm was independent of the participant 

demographics. Also, participants perceived the algorithm as unfair if they received an 

unfavorable outcome, even though the algorithm was unbiased. Lastly, recent research 

 
1  In general, in binary ML classification the positive class can be arbitrary assigned to one of 

the classes. In the study of Harrison et al. (2020) a FP was labelled as “A defendant that is 

mistakenly denied bail […]” (p. 4).  In this case the decision linked to the positive class is 

“deny bail” and the beneficial outcome for the defendant would be “grant bail” is the negative 

class here. Most other studies labelled the beneficial outcome as the positive class (Srivastava 

et al. 2019). To be consistent across the literature we define in the positive class as the bene-

ficial outcome and decided to remap FP to FN accordingly when necessary. 



 

has chosen a purely qualitative approach (Cheng et al. 2021). When comparing DP and 

EOP, their finding suggests a preference for EOP (Cheng et al. 2021). Most studies 

involving perceived fairness of group-based metrics deal with relatively high stake set-

tings (e.g., crime and health) (Cheng et al. 2021; Harrison et al. 2020; Srivastava et al. 

2019), and just a few studies deal with low-stakes settings (Wang et al. 2020). Partici-

pants are mostly required to select among two ML models satisfying either one/some 

(conflicting) fairness definitions. Their role was mainly a passive rater not self-affected 

by the ADM (Harrison et al. 2020; Srivastava et al. 2019). Typically, the fairness defi-

nitions were preset (Harrison et al. 2020, 396; Wang et al. 2020, 5), but an adaptive 

design has also been chosen (Srivastava et al. 2019).  

In contrast, we use a new domain in a low stake setting, in which using ADM is well 

accepted (Langer et al. 2019). Unlike prior studies, we also utilize anonymous group-

ings to promote neutral responses. In addition, the set of metrics has not be shown to 

participants in this combination. 

Table 1. Literature Review 

Literature Setting Approach 

Predictive fairness  
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F
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N
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P
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 &

  

T
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Sample 

(Srivastava 

et al. 2019) 

Crime, 

Health 

• Options: Model trade-offs 

• Measurement: Binary choice 

• Perspective: Passive rater 

• Groups: Gender, race 

• Visualization: Confusion Matrix 

○ ○ ○ ●  

Online 

AMT1 

N=200 

(Harrison et 

al. 2020) 
Bail 

• Options: Model trade-offs 

• Measurement: 5-point Likert scale 

• Perspective: Passive rater 

• Groups: Race 

• Visualization: Diagram/Percentage 

○  ●   

Online 

AMT 

N=502 

(Wang et al. 

2020) 
Training 

• Options: Overall rating 

• Measurement: 7-point Likert scale 

• Perspective: Personal affected 

• Groups: Gender, age, race 

• Visualization: Diagram/Percentage 

●     

Online 

AMT 

N=590 

(Cheng et al. 

2021) 

Social 

care 

• Qualitative Study 

• Perspective: Active 

• Groups: Gender, age, race 

• Visualization: Multidimensional 

   ○ ● 
Experts 

N=12 

This study 
Recruit-

ment 

• Options: Overall rating 

• Measurement: 5-point Likert scale 

• Perspective: Passive rater 

• Groups: anonymous 

• Visualization: Confusion matrix 

 x  x x 
Online 

volun-

teers 

N=258 

○ not-most-preferred, ● most preferred. Abbreviations:  

ACCP Accuracy Parity.  

FPP False Positive Parity.  

FNP False Negative Parity.  

DP Demographic Parity.  



 

3 Methods 

3.1 Experiment 

Experimental Approach. We use an online survey experiment as our study method 

which is – according to the literature – the established method (see Figure 1). We con-

ducted a factorial survey, also known as “vignette experiments” (Atzmüller and Steiner 

2010), to determine what the most preferred fairness definition is. In a factorial survey, 

participants are shown a full description of the scenario and are therefore well suited 

for studying social norms (Alves and Rossi 1978).  

  

(a) Experimental layout (b) Exemplary vignette maximized for DP 

Figure 1.  Experimental structure and vignette design. 

Four vignettes were presented to each participant in a within-subject design (see Figure 

1 panel (a)). Each vignette showed the outcome of an ADM using a confusion matrix. 

We generated each confusion matrix by a constraint optimization problem, maximizing 

either the equalized false positive rate, equalized chances, or demographic parity while 

holding overall accuracy and the number of invitations constant. By fixing accuracy, 

we ensure that participants only evaluate distributive changes not the overall algorithm 

performance (Srivastava et al. 2019). We also supplied a fairness-unoptimized baseline 

case. Participants scored three fairness criteria and the baseline scenario. The vignettes 

were built on each other, so their sequencing was not randomized. FPP was displayed 

first because it is nested within FPP + TPP. The case DP, unrelated to the nested sce-

narios, was added between them to hide the nesting. This allowed participants to easily 

transition between vignettes. 

Setting. As the usage domain of ADM, we used candidate prescreening for an adver-

tised job offer. To make the setting realistic, the number of job candidates invited to a 

personal interview is limited, and therefore only the most qualified candidates should 

be invited. This use of ADM is one where decision-making is fully automated (Langer 

et al. 2019). The scenario was chosen for two reasons: first, the experiment's partici-

pants would presumably be familiar with the setting of a job interview. This increases 

I. II. 



 

the internal validity of the given answers. Furthermore, candidate prescreening for in-

terview invites provides study participants with a realistic and compelling scenario.  

Vignette Design. Figure 1 panel (b) shows an exemplary vignette. The vignette begins 

with a general description: Using ADM for candidate prescreening along with an im-

aginary job profile. Whether a job candidate is invited to an interview depends on 

whether the ADM system deems them qualified. The vignette also shows two groups 

and their corresponding ADM outcomes. Selected job candidates are highlighted in 

green, while their qualification level is depicted by intense or non-intense shading. Ad-

ditionally, the algorithmic outcome is also depicted using two group-specific confusion 

matrices. The confusion matrix was varied as follows (Figure 1, panel (b), I.): 

Table 2. Variation of Invitation (Rows: vignettes. Columns: Confusion matrices) 

 TP TN FP FN 

orange violet orange violet orange violet orange violet 

Basis 9 3 4 13 3 0 10 8 

FPP 4 8 6 11 1 2 15 3 

DP 5 7 4 13 3 0 14 4 

 FPP+TPP 8 4 6 11 1 2 11 7 

We also give a short explanation of the related fairness definition (Figure 1, panel (b), 

II.), to rule out that some definitions are harder for participants to understand (Saha et 

al. 2020). These descriptions are (translated from German): 

• Basis. “The ratio of invited qualified applicants to the not-invited qualified appli-

cants should be significantly greater than the ratio of unqualified applicants who re-

ceive an invitation to unqualified applicants who are not invited to interview”.  

• FFP. “The proportion of unqualified orange applicants who are invited to interview 

should be equal to the proportion of invited unqualified purple applicants”.  

• FPP+TPP. FPP and “The proportion of not-invited qualified orange applicants 

should equal the proportion of not-invited qualified purple applicants”. 

• DP. “The proportion of orange applicants who receive an invitation to interview 

should be equal to the proportion of purple applicants who receive an invitation”. 

We depicted both groups solely by color (orange/purple) to maintain anonymity and 

prevent response biases. In-group favoritism (e.g., male participants give a higher rating 

to outcomes favoring male depicted candidates) (Harrison et al. 2020, 401) or support 

for affirmative action (Harrison et al. 2020, 398; Saxena et al. 2020, 5–6), are known 

predictors of response bias. Blinding the group mitigates the response bias.  

3.2 Measurement 

We use “overall fairness” to measure the perceived fairness among study participants. 

Perceived overall fairness can be measured by the individual's experience of fairness 

and the overall entity perception (Colquitt and Shaw 2005). We use a reduced version 

of an existing scale that combines both types of fairness ratings (Colquitt and Shaw 

2005), with a total of three measurement items. For each item, participants reported on 



 

a six-point Likert scale ranging from 1 (‘Completely disagree’) to 6 (‘Completely 

agree’). Table 3 shows the items and participants' average ratings for each item. 

The overall fairness perception scale is reflective and gives the measurement model: 

𝑦𝑗 = 𝜆𝑗𝜂 + 𝜀𝑗. Each reflective measurement 𝑦𝑗 obtained by item 𝑗 measures with a cor-

relation 𝜆𝑗 the underlying construct 𝜂 plus an item-specific error term 𝜀𝑗. To evaluate 

the reflective model, two factors were examined: 1) the internal consistency reliability, 

and 2) convergent validity (Hair et al. 2021). First, using the criteria of composite reli-

ability 𝜌𝑐 and Cronbach’s 𝛼, we assess the internal consistency. The composite relia-

bility 𝜌𝑐 is reported to be 0.89, indicating that there is a high level of internal con-

sistency (Hair et al. 2021). We also calculated Cronbach’s 𝛼, the average inter-item 

correlation, which has a value of 0.81, indicating that there is a high level of consistency 

between the items (Robinson 2018). Next, we assess the convergent validity. For this 

validation, we use the average variance extracted (AVE). The AVE is 0.72, which is 

higher than the required minimum of 0.5 (Hair et al. 2016) 

Table 3. Overall fairness, (Colquitt and Shaw 2005), 𝛼 =0.81, 𝜌𝑐 =0.89, AVE=0.72 

Item Text Mean Std. dev. 

1 I feel that the way the decision was made was 

fair. 

3.48 1.07 

2 Overall, the decision-making process treats every 

candidate fair. 

3.46 1.01 

3 Most candidates would say that they were treated 

fair in the decision-making process.  

3.34 1.06 

3.3 Empirical strategy 

For our analysis, we used an ordinal mixed-effects regression model. An ordinal model 

is a reliable method for estimating the effect of categorical, ordinal, and metric variables 

on an ordinal outcome (McCullagh 1980). In contrast to a linear model, the ordinal 

model is more robust against false alarms and false omissions when applied to ordinal 

data (Liddell and Kruschke 2018). We use a multinomial logistic model using a logistic 

link function, e.g., (Christensen 2018). In our context, the multinomial logistic model 

assumes a latent fairness perception score 𝑦∗ for which only categorical realization on 

the Likert scale is observable. This means participants choose a particular value 𝑐 on 

the Likert scale if their latent fairness perception resides in the interval (𝜃𝑐−1, 𝜃𝑐). The 

observed distribution of the fairness ratings, conditioned on the vector of observable 

characteristics, can therefore be expressed as 𝑃(𝑦𝑖𝑗,𝑘 = 𝑐|𝑥) =

𝑃(𝜃𝑐−1 < 𝑦𝑖𝑗,𝑘
∗ ≤ 𝜃𝑐|𝑥). For answering our research question, we explore how the dif-

ferent trade-offs of optimizing the fairness definitions are perceived.  

Owing to the peculiar experimental structure, repeated measurements, we construct 

an appropriate empirical model. There are repeated measurements for the items and 

participants. Participants rated a total of four different vignettes. The response pattern 

of the participant may depend not only on the vignette and observable demographics 



 

but also on many unobserved participant characteristics. These unobserved character-

istics are modeled by a participant-specific error term �̇�𝑖. We also included a random 

effect for each of the four repeated measures for the item 𝑗 and those repeated measures 

share an error term from the reflective measurement model 𝑦𝑗 = 𝜆𝑗𝜂 + 𝜀𝑗. For repeated 

measurements, a mixed-effects model is better suited, ensuring more efficient estimates 

and sound statistical inference (Atzmüller and Steiner 2010). We denote individuals by 

𝑖, with 𝑖 ∈ 1, … , 𝑁, the item 𝑗, with 𝑗 ∈ 1,2,3, and trial 𝑘, with 𝑘 ∈ 1,2,3,4. The full 

mixed-effects model is given as follows: 

𝑦𝑖𝑗,𝑘=𝛽𝑜 + 𝛽1 𝑐𝑎𝑠𝑒 + 𝛽2 𝑎𝑔𝑒 + 𝛽3 𝑠𝑒𝑥 + 𝛽4 𝑒𝑑𝑢𝑐𝑎𝑡𝑖𝑜𝑛 + �̇�𝑖 + 𝜀𝑗 + 𝑢𝑖𝑗,𝑘 

Besides the mixed effects model, we include a linear model in the results, because it is 

widely used, and to illustrate the robustness of our findings. The linear model is esti-

mated by OLS. Because of repeated measurements, we report clustered standard errors 

using the sandwich package in R (Zeileis et al. 2020). Standard errors are clustered by 

the participant, and we use a degree-of-freedom correction of 𝑛/(𝑛 − 𝑘) for the covar-

iance matrix (MacKinnon and White 1985; Zeileis et al. 2020, 7–9). The dependent 

variable is based on averaging the reflective items 𝑦𝑖,𝑘
𝑂𝐿𝑆 =

1

3
∑ 𝑦𝑖𝑗,𝑘

3
𝑗=1 . 

4 Results 

4.1 Sample 

Study participants were voluntarily recruited on social media (Facebook, and 

WhatsApp) and via e-mail lists. To encourage participation, each participant was of-

fered an incentive in the form of a charitable donation. In total, 523 answered the online 

questionnaire. 258 participants completed the fairness ratings. The analysis sample was 

these 258 participants. The sample consists of 58% female, 36% male, and 6% of an 

undisclosed gender. The age distribution is young, with 64% of the participants being 

23-30 years old and 16% being 22 years of age or younger. About 6% did not disclose 

their gender. The sample is highly educated, with 78% having finished or currently 

pursuing a university education, which is a higher level of education than the German 

average (DeStatis 2020). We also asked how frequently study participants had experi-

enced discrimination in work-related decisions such as hiring or job promotion. Female 

study participants reported being discriminated against in 46% whereas male ones re-

ported 42%. For the entire sample, 42% of the participants had experienced discrimi-

nation, and 11% had experienced ‘often’ discrimination ‘often’ in the workplace. 

Therefore, the sample shows awareness of the study topic. 

4.2 Fairness preferences 

We now turn to the empirical results. Table 4 reports the results of four regression 

models. In the first model, we include the main explanatory variable, “optimizing for a 

mathematical fairness definition”, and no further controls. According to the computed 



 

coefficients, the TPP fairness criterion stands out as the most well-received option, as 

it is widely seen as the only agreement that meets the criteria of high perceived fairness. 

In contrast, other options were found to fall short of these requirements.  

Next, we included control variables for demographic characteristics. Overall, the es-

timated coefficients remain robust in terms of their relative ranking and numerically. 

The combined effect of the definition of fairness of equalized odds (FPP and TPP) is 

positive (beta = 0.9, se = 0.133, p < 0.05), which we obtained from conducting an ordinal 

regression containing an appropriately specified dummy coefficient. 

Table 4. Regression results 

 Ordinal 

(Coefficients are log odds) 

OLS 

Variables\Model (1) (2) (3) (4) 

Fairness definitions (dummy coded)      

True positive parity (TPP)  1.218 ***  1.218 ***  1.219 ***  0.660 *** 

 ( 0.097 ) ( 0.097 ) ( 0.097 ) ( 0.094 ) 

Demographic parity (DP) - 0.162 * - 0.161 * - 0.161 * - 0.067  

 ( 0.093 ) ( 0.093 ) ( 0.093 ) ( 0.079 ) 

False positive parity (FPP) - 0.301 *** - 0.301 *** - 0.302 *** - 0.140 ** 

 ( 0.093 ) ( 0.093 ) ( 0.093 ) ( 0.067 ) 

Controls            

Age            

 <=30   - 0.343  - 0.343  - 0.119  

   ( 0.329 ) ( 0.329 ) ( 0.185 ) 

 > 30   - 0.221  - 0.222  - 0.119  

   ( 0.386 ) ( 0.386 ) ( 0.185 ) 

 Missing   - 0.195  - 0.195  - 0.130  

   ( 0.601 ) ( 0.601 ) ( 0.315 ) 

Gender            

 Female    0.390 *  0.390 *  0.184 * 

   ( 0.207 ) ( 0.207 ) ( 0.104 ) 

 Missing    1.515 **  1.516 ***  0.747 ** 

   ( 0.649 ) ( 0.648 ) ( 0.297 ) 

Education          

 Bachelor or in-education    0.037   0.037   0.045  

   ( 0.268 ) ( 0.268 ) ( 0.125 ) 

 Master and above    0.012   0.012   0.011  

   ( 0.324 ) ( 0.324 ) ( 0.160 ) 

 Missing   - 1.125  - 1.125  - 0.557 * 

   ( 0.811 ) ( 0.811 ) ( 0.304 ) 

Items  RE RE FE Averaged 

Participants RE RE RE RE 

N 3096 3096 3096 1032 

Nakagawa's conditional R2 

R2 

0.465 

- 

0. 463 

- 

0.463 

- 

- 

0.06 

Significance levels: *** p≤0.01, **p≤0.05, *p≤0.1 

 



 

In general, all demographic control variables (age, gender, and education) are not 

statistically significant. Unlike the other models, Model 3 controls for participants' per-

ceived fairness with fixed effects. We found that the previous results hold regardless of 

whether the reflective measure is included as a fixed or random effect term. The fixed 

effects for the measurement items are not significantly different from those for the in-

tercept, which includes one of the measurement items. The non-significant result can 

be interpreted as indicating that the items behave similarly, demonstrating the good 

properties of our reflective scale for measuring perceived fairness. Finally, we also in-

clude a linear model that specifies the Likert scale as the metric variable. The estimated 

coefficients can now be interpreted directly on a scale from 1 to 7. We again find that 

the TPP is perceived as more fair than the baseline case. The signs of demographic 

parity and FPP are negative, indicating that they are perceived as less fair. The effect 

size is small, and the coefficient is not statistically significant. We also examined pos-

sible heterogeneity and tested for interaction effects between demographics and fairness 

definitions but found no significant effect. In sum, to ensure fairness in simple deci-

sions, TPP criterion is preferable over others. 

5 Discussion 

The analysis suggests that participants perceive the definitions of equalized odds (FPP 

and TPP) to be fairer than the remaining definitions. Similar results to ours were ob-

tained in the experiment by Cheng et al. (2021) with qualitative methods. Our approach 

supports this finding using a quantitative approach and in a recruitment context. Fur-

thermore, we find that DP is the second most preferred fairness metric. These results 

are not in line with those of Srivastava et al. (2019), who found that DP was considered 

the fairest. We also find that FPP is the least preferred fairness definition. This finding 

can be interpreted as follows: participants understood the experiment well because the 

unqualified would have been invited at the expense of the qualified. It also means that 

participants considered the business utility of the selection procedure, although we hold 

accuracy constant. We include FPP in the researched set of fairness metrics because 

FPP can reduce workplace discrimination by detecting phenomena such as in-group 

favoritism and nepotism (offering resources preferably to family and friends). We find 

mixed significance in the results for demographics; similar to previous work (Wang et 

al. 2020). In summary, the results show that perceived fairness can be increased by 

choosing an appropriate fairness definition to make ML fair; enterprises can increase 

the perceived fairness of their ADM-based recruitment processes to meet organizational 

objectives like organizational attractiveness, job satisfaction, commitment, and turno-

ver intentions (Ambrose and Schminke 2009; McCarthy et al. 2017). The fairness def-

inition DP is the second fairest, and therefore may be regarded as a good and easy-to-

realize proxy for fairness in the recruitment process. However, the introduction of a 

quota system into recruitment processes based solely on this definition appears not rec-

ommendable. In addition, the DP fairness definition may not accurately capture the 

fairness perception of participants. It is also possible that participants were predisposed 

to engage in the DP fairness definition because of their familiarity with government 



 

employment advertisements, where the promotion of equality (e.g., between genders) 

is commonplace. Altogether, what is noticeable is that even for the most regarded fair-

ness definition, equalized odds, the overall fairness perception of the ADM outcome is 

low. This finding somewhat implies that the set of fairness metrics is not exhaustive 

and future research is needed. Lastly, we did not find significant age which is line 

(Wang et al. 2020). The same holds for education which stands in contrast to previous 

studies (Wang et al. 2020). This could be due to the sample composition. 

As with any study, there are limitations. First, the study participants did not rate the 

actual use of ADM in recruitment. However, due to the realistic scenario, the overall 

setting is very believable to participants. Furthermore, we used an online volunteer 

sample, and a different population may provide different ratings. However, students 

have a higher thematic involvement in the scenario because they will likely encounter 

ADM-based recruitment. We studied a small set of fairness definitions, and the inclu-

sion of a new fairness metric in the experiment may give another ranking. Overall, the 

sample is characterized by people of young age and higher education and a large pro-

portion of women. Therefore, the findings would need to be validated with a broader 

sample. To increase the generalizability of our findings, we propose that future research 

tests our findings in a different cultural setting because social norms could influence 

what is perceived as fair (Awad et al. 2018). Also, the organization should consider that 

solely optimizing for a fairness definition is not enough, because the impacted parties 

should also be informed about how fairness was ensured, as in our experiment. It would 

be interesting to study how the design of the information impacts the perception of 

fairness. Organizations should also consider procedural factors when designing their 

ADM-based recruitment (Langer et al. 2019; Lee 2018; Ochmann et al. 2020). 

6 Conclusion 

In particular, ADM has been accepted in less complex decision-making scenarios, such 

as the prescreening of candidates (Langer et al. 2019). However, while ADM raises 

ethical concerns, it also allows us to think more deeply about previously implicit pro-

cesses. Human decisions have more variability and subjectivity than ADM. Algorith-

mic processes, on the other hand, can be used to make algorithms behave according to 

societal norms when combined with crowdsourced perceptions of fairness. Therefore, 

this research can help companies make ADM-based hiring perceived as fair. In line 

with regulations such as the European Union's proposed AI Act, companies can miti-

gate the societal impact of AI while increasing efficiency through the use of automation. 

However, we also believe that excessive crowdsourcing should be scrutinized. 

Crowdsourcing fairness perceptions are consistent with characterizing existing societal 

norms (descriptive ethics), but embedding crowdsourced norms into algorithms also 

has normative implications that require caution. 
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