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Abstract. Disinformation campaigns spread rapidly through social media and 
can cause serious harm, especially in crises, ranging from confusion about how 
to act to a loss of trust in government agencies. Therefore, the prevention of dig-
ital disinformation campaigns represents an important research topic and concern 
that needs to be considered by government agencies to protect public security. 
However, previous research in the field of information systems focused on the 
technical possibilities to detect and combat disinformation (e.g., by social bots). 
In this article, we synthesize information systems literature on disinformation 
prevention measures by government agencies and discuss these measures from 
an ethical and legal perspective. We conclude by proposing questions for future 
research on the prevention of disinformation campaigns by government agencies 
from an IS, ethical, and legal perspective. Thereby, we contribute to a balanced 
discussion on the prevention of digital disinformation campaigns and encourage 
interdisciplinary collaboration in future research.  

Keywords: Disinformation Campaigns, Social Media, Ethical Implications, Le-
gal Implications, Government Agencies. 



1 Introduction 

Early in the COVID-19 pandemic, the documentary Plandemic (Plandemic, 2022) 
falsely claimed that the global elite had planned the coronavirus to control the popula-
tion. The creators encouraged viewers to share the video on social media and thus acted 
strategically to spread misleading information (Nazar & Pieters, 2021). This strategic 
or coordinated action to mislead an audience with false information in a digital envi-
ronment is commonly referred to as a digital disinformation campaign. It can take place 
on any digital medium that allows for the exchange of information. Some users delib-
erately pollute the information climate, e.g., to worsen an opponent’s political image or 
to spread ideologies and manipulate public opinion (Meel & Vishwakarma, 2020). The 
Plandemic disinformation campaign increased engagement with anti-vaccination con-
tent and reduced the willingness to comply with containment measures (Nazar & Pie-
ters, 2021). This illustrates how disinformation can have severe consequences in hu-
manitarian crises, such as confusion, loss of trust, emotional suffering, economic costs 
and mortal danger (Tran et al., 2019). Furthermore, disinformation campaigns can chal-
lenge societal cohesion, democratic processes and the rule of law (Arayankalam, 2020). 

During the 2018 general elections in Brazil, coordinated efforts of a few top users 
to spread misinformation in multiple groups (Nobre et al., 2021) showing that influen-
tial spreaders often act strategically to get disinformation to the widest possible audi-
ence. In addition, a study on Twitter communication during the COVID-19 pandemic 
found that 20.5% of highly active users could be classified as bot accounts; however, 
these retweeted both information and misinformation (Marx et al., 2020). Bots are com-
puter algorithms that automatically create content and interact with social media users, 
attempting to mimic and influence human behavior (Ferrara et al., 2016). Measures to 
prevent digital disinformation aim to counteract the belief and spread of false infor-
mation. Balakrishnan et al. (2021) identified altruism and ignorance as the strongest 
motivators for spreading fake news suggesting that many spreaders are unaware of the 
falsity of the information. Accordingly, literature on disinformation prevention high-
lights media literacy as a preventive measure (Apuke & Omar, 2021). Regarding users’ 
belief of misinformation, researchers found that fake news flags increase cognitive ac-
tivity, but are unable to influence the subjects' beliefs (Moravec et al., 2019). Thus, 
social media users are more likely to believe information that supports their own polit-
ical views, a phenomenon also known as “confirmation bias” (Nickerson, 1998).  

Previous research also emphasizes the central role of official actors such as govern-
ment agencies, e.g., showing that a single tweet from official sources can be sufficient 
to counter misinformation (Vraga & Bode, 2017). Therefore, our contribution focuses 
on those agencies, specifically on authorities tasked with protecting public security such 
as disaster control authorities and police departments. In this vein, the Munich police 
department received high praise for their social media activities during the 2016 shoot-
ing in Munich (Germany) because it actively countered rumors (Akkaya et al., 2019). 
However, the effectiveness thereof depends heavily on the politicization of the issue. 
During the COVID-19 pandemic, many did not listen to official sources such as the 
police (Jarolimek & Melzer, 2022). Besides corrective statements, research recom-
mends collaboration between trusted actors on social media as a prevention measure 



(Crook et al., 2016). In addition, government agencies could use social bots to automat-
ically disseminate verified information or answer questions from the public (Brachten 
et al., 2018; Hofeditz et al., 2019). However, governmental agencies in liberal democ-
racies face conflicting demands concerning their engagement with disinformation: 
While they must ensure security, they must also protect fundamental rights such as the 
freedom of expression. This ethical and legal dilemma needs to be considered with re-
gard to measures against disinformation.  

Most related articles in information systems (IS) research focus on technical issues 
such as detection algorithms (e.g., Al-Asadi & Tasdemir, 2022; da Cardoso Durier Silva 
et al., 2019; Lahby et al., 2022). Ethical and legal issues are seldom addressed. Rare 
exceptions are e.g., contributions on ethical issues surrounding algorithmic content 
moderation (Gorwa et al., 2020) and ethical-legal implications of new laws to fight 
disinformation (Ivanova, 2019; Nagasako, 2020; Radu, 2020). Additionally, there is a 
lack of research evaluating preventive measures for government agencies. More inter-
disciplinary research is needed that equally discusses technical, ethical, and legal issues 
in the prevention of disinformation (Piccolo et al., 2021). We address this shortcoming 
and focus on an ethical-legal discussion of measures taken by government agencies, 
especially government agencies ensuring the safety of citizens. 

To do so, we first briefly present our definition of disinformation. Thereafter, we 
present the methodology and results of a systematic review synthesizing the current 
state of IS research on disinformation prevention measures. We then discuss the iden-
tified measures from an ethical and legal perspective, focusing on democratic states, 
and Germany, specifically. Finally, we then propose open questions for future research 
on the prevention of disinformation campaigns from an IS, ethical, and legal perspec-
tive, and synthesize our findings in a brief conclusion. 

2 Definition of Disinformation 

IS research often uses the terms misinformation, disinformation, fake news, and rumors 
interchangeably (Kapantai et al., 2021). However, there have been attempts at a clearer 
distinction based on the dimensions of falseness, harm, and the intention to deceive 
(Allcott & Gentzkow, 2017; DiFonzo & Bordia, 2007; Fallis, 2009; Wardle & De-
rakhshan, 2017). For example, rumors are understood as “unverified and instrumentally 
relevant information statements in circulation that arise in contexts of ambiguity, dan-
ger or potential threat, and that function to help people make sense and manage risk” 
(DiFonzo & Bordia, 2007). Furthermore, Wardle & Derakshan (2017) conceptualized 
both misinformation and disinformation as false information, with disinformation being 
deliberately shared to cause harm. This aligns with Fallis (2009) who defined disinfor-
mation as “misleading information that is intended to be (or at least foreseen to be) 
misleading”. Fake news could be considered a subset of disinformation focusing on 
news articles “that are intentionally and verifiably false and could mislead readers” 
(Allcott & Gentzkow, 2017). In this article, we focus on disinformation because it offers 
a particular challenge for prevention, as it is created to mislead and cause harm. 



3 Systematic Literature Review 

3.1 Method 

To find out which measures IS literature suggests preventing the spread of digital dis-
information, we conducted a systematic literature review (Webster & Watson, 2002). 
We selected the following databases for our search: (1) AIS eLibrary and (2) litbas-
kets.io (based on SCOPUS). While the former yields a comprehensive set of AIS con-
ferences, the litbaskets.io interface provides access to 847 relevant to IS to obtain jour-
nal articles (Boell & Wang, 2019). Hence, this selection of databases offered a compre-
hensive review of the IS literature. We obtained the relevant articles from the databases 
using a keyword search, followed by forward and backward searches. 

 The following search string was specified for the literature retrieval: abstract:((pre-
vent* OR counter* OR block* OR debunk* OR prebunk* OR combat*) AND (misin-
formation OR disinformation OR "fake news" OR infodemic)). Test searches indicated 
that further synonyms (e.g., rumor or hoax) did not improve the relevance of the re-
trieved articles. We defined the following inclusion and exclusion criteria to assess the 
relevance of the search results based on a manual assessment of the title and abstract: 
(1) The article describes one or more measures to prevent digital disinformation and (2) 
the measure described must possess a preventive character (i.e., it must not be applied 
after disinformation is already spread). We excluded articles with a focus on (1) factors 
contributing to the spread of disinformation and (2) the technical implementation of 
detection algorithms. The query resulted in 70 articles (no duplicates were found) of 
which eleven articles remained after applying the inclusion and exclusion criteria. Sub-
sequently, we performed forward and backward searches (vom Brocke et al., 2015; 
Webster & Watson, 2002), resulting in a final set of 18 relevant articles. 

3.2 Results of Measures to Prevent Digital Disinformation in the IS Literature 

Our qualitative analysis adhered to the concept-centric literature synthesis according to 
Webster and Watson (2002). We employed an inductive approach that led to four di-
mensions along which we synthesized the literature. Articles including more than one 
prevention measure were assigned to every corresponding concept. Table 1 depicts the 
concept matrix. 

Table 1. Concept matrix. 

A
ct

or
 

Government 
agencies 

(Eccles et al., 2021; Seo et al., 2021; Vemprala et al., 
2021) 

Platform oper-
ators 

(Amoruso et al., 2020; Cao et al., 2015; Eccles et al., 
2021; Figl et al., 2020; Gimpel et al., 2021; Hasan & Sa-
lah, 2019; Jeong et al., 2020; Jin et al., 2016; Kim & Den-
nis, 2019; Ng et al., 2021; Nguyen et al., 2020; Ozturk et 
al., 2015; Wang et al., 2021) 

Individuals (Eccles et al., 2021; Seo et al., 2021) 



Media and 
journalists 

(Chen et al., 2020; Eccles et al., 2021; Narayan & Attili, 
2021; Saad et al., 2019; Seo et al., 2021) 

A
ut

om
at

io
n 

Partially (Amoruso et al., 2020; Cao et al., 2015; Eccles et al., 
2021; Hasan & Salah, 2019; Jin et al., 2016; Kim & Den-
nis, 2019; Narayan & Attili, 2021; Nguyen et al., 2020; 
Ozturk et al., 2015; Seo et al., 2021) 

Manually (Chen et al., 2020; Eccles et al., 2021; Gimpel et al., 2021; 
Jeong et al., 2020; Ng et al., 2021; Saad et al., 2019; 
Vemprala et al., 2021; Wang et al., 2021) 

A
dd

re
ss

ee
 

Creator (Cao et al., 2015; Chen et al., 2020; Eccles et al., 2021; 
Hasan & Salah, 2019; Wang et al., 2021) 

Multiplier (Amoruso et al., 2020; Cao et al., 2015; Eccles et al., 
2021; Figl et al., 2020; Gimpel et al., 2021; Hasan & Sa-
lah, 2019; Jeong et al., 2020; Jin et al., 2016; Kim & Den-
nis, 2019; Narayan & Attili, 2021; Ng et al., 2021; Ngu-
yen et al., 2020; Vemprala et al., 2021; Wang et al., 2021) 

Audience (Cao et al., 2015; Eccles et al., 2021; Figl et al., 2020; 
Gimpel et al., 2021; Hasan & Salah, 2019; Jin et al., 2016; 
Kim & Dennis, 2019; Narayan & Attili, 2021; Ng et al., 
2021; Nguyen et al., 2020; Vemprala et al., 2021) 

Ty
pe

 

Policy (Jeong et al., 2020) 
Technical (Amoruso et al., 2020; Chen et al., 2020; Hasan & Salah, 

2019; Jin et al., 2016; Kim & Dennis, 2019; Narayan & 
Attili, 2021; Ng et al., 2021; Nguyen et al., 2020; Ozturk 
et al., 2015; Saad et al., 2019; Wang et al., 2021) 

Social /  
psychological 

(Eccles et al., 2021; Gimpel et al., 2021) 

Education (Eccles et al., 2021; Seo et al., 2021) 
Debunking (Cao et al., 2015; Vemprala et al., 2021) 
Moderation (Figl et al., 2020; Ng et al., 2021) 

 
Firstly, we distinguished the prevention measures according to the actors. Most preven-
tion measures are designed for the platform operator with only a few measures proposed 
for implementation by government agencies. Moreover, journalists and media outlets, 
or individual users are suggested to act. Secondly, there are differences in the degree of 
automation. Although there are no completely autonomous measures, many can be ex-
ecuted partially automatically. Conversely, certain measures require manual execution. 
Thirdly, we discovered that the measures differ in terms of whom they address. Re-
spectively, we distinguish between initial creators, multipliers, and audience of disin-
formation. Creators initially post disinformation and multipliers are users who play a 
role in its diffusion while the audience is reached by the information without spreading.  

Finally, we summarized the type of measure into six groups. The first group com-
prises policies and regulations enacted by the platform operator such as the introduction 



of an “activity-capping policy” intended to reduce harmful actions (Jeong et al., 2020). 
The group of technical measures includes algorithms (e.g., identification of the disin-
formation’s origin (Amoruso et al., 2020)), changes in the structure of the platform 
(e.g., source ratings (Kim & Dennis, 2019; Ng et al., 2021), identity verification (Wang 
et al., 2021), displaying counter information (Jin et al., 2016; Ozturk et al., 2015), lim-
itation of forwarding postings (Ng et al., 2021)) and additional information systems that 
inhibit the diffusion of false information (e.g., blockchain-based solutions (Chen et al., 
2020; Hasan & Salah, 2019; Narayan & Attili, 2021; Saad et al., 2019)). Moreover, we 
observed measures addressing social and/or psychological levels (e.g., emphasizing so-
cial norms (Gimpel et al., 2021), psychological inoculation (Eccles et al., 2021)). Ad-
ditionally, we found measures aimed at improving users’ media literacy in dealing with 
false information (e.g., Seo et al., 2021). In contrast, measures with a debunking char-
acter provide information that directly corrects specific false information (e.g., Cao et 
al., 2015; Vemprala et al., 2021). Lastly, moderating measures comprise efforts to mark 
false information or to delete respective postings (e.g., Figl et al., 2020; Ng et al., 2021). 

4 Discussion 

Only few measures are proposed specifically for government agencies. Firstly, gov-
ernment agencies can create and conduct educational programs to teach digital media 
literacy (Eccles et al., 2021; Seo et al., 2021). Secondly, they can engage in debunking 
false information (Vemprala et al., 2021). However, government agencies could take 
further steps that are not explicitly designed for them. Specifically, they could incorpo-
rate the psychological inoculation theory in the creation of their content and in media 
literacy training (Eccles et al., 2021). Similarly, they could create content that highlights 
descriptive and injunctive social norms (Gimpel et al., 2021). Further, government 
agencies could draw upon technical support, e.g., by using social bots to debunk and 
provide content automatically (Hofeditz et al., 2019) or to improve education with me-
dia literacy on false information with a chatbot (Kocur et al.,2023). Given computa-
tional facilities, they could employ algorithms to trace down the origin of a specific 
false information and place debunking messages strategically (Amoruso et al., 2020). 
Beyond this analytical step, government agencies could take the initiative to provide 
additional information systems to support or enable prevention measures. Our literature 
review reveals the ability of blockchain technology to verify the authenticity of content 
(Chen et al., 2020; Hasan & Salah, 2019; Narayan & Attili, 2021; Saad et al., 2019). 

In sum, government agencies have options for preventing the spread of digital dis-
information, but few measures are explicitly designed for them. However, it is im-
portant to reflect these ethically and legally – aspects that IS literature often neglects.  

4.1 Ethical Discussion of Government Measures against Disinformation 

In pluralistic democracies, the public sphere, including social media, performs im-
portant functions (Puppis, 2014): Public debates inform citizens, enable them to de-
velop political interests, and to translate these into the political sphere (Habermas, 2022; 



Warren, 2017). Publicly voiced opinions and information can expose governmental 
deficits. This enables citizens to control political institutions (Loh, 2021). A democratic 
state must thus ensure that the opinion-forming process can take place without major 
distortions (Habermas, 2022; Heesen, 2021) and must safeguard the freedom of speech, 
opinion and expression, access to relevant and reliable information, freedom of the 
press, independence of the media, and the right to privacy (Reporters without Borders, 
2018). Interference in public communication by government agencies requires a special 
degree of justification and is only legitimate if the functioning of the public sphere is 
seriously endangered. Digital disinformation campaigns – by governments, the private 
sector, or political groups – can cause such serious disruptions (Farkas, 2018; Giusti & 
Piras, 2021; Tenove, 2020). They distort opinion formation through false or misleading 
information (Brown, 2018). They also impede the translational function of the public 
sphere by “morally denigrat[ing] certain groups” (McKay & Tenove, 2021), helping 
others gain disproportionate attention, or discouraging victims e.g., of deepfakes from 
political participation (Pawelec, 2022). Disinformation also leads to a loss of trust in 
public agencies (European Parliament, 2021; Wardle, 2019). In so doing, it inhibits the 
media and civil societies’ ability to control and criticize governmental actions. 

Therefore, the challenge for democratic states and government agencies is to contain 
the harmful effects of disinformation without undermining democratic values like the 
freedom of speech, of information, and of the press, and privacy rights. In fact, civil 
liberties were originally developed as defensive rights against the state (Plattner, 1999), 
and there is always a danger that the state will use its power and resources to suppress 
unpopular opinions (Kaul, 2022). The literature frequently advises educational and em-
powering measures to improve citizens and state employees’ digital media literacy and 
critical faculties (Apuke & Omar, 2021; Eccles et al. 2021; Seo et al., 2021; Vese, 
2022). This aligns with the democratic concept of free and equal citizens participating 
in the political process, and it is an important task for democracies to encourage their 
citizens to become well informed and critical (Kellner & Share 2007). However, one 
strategy of disinformation actors is to assert that they are the ‘real’ critical thinkers who 
decry state policies and ideologies. Thus, for Jarvis (2017), “our problem isn't ‘fake 
news.’ Our problem is trust”. People tend to believe right-wing populists because “of a 
lack of basic trust in liberal institutions” (Mounk, 2017). Therefore, educational strate-
gies should include why certain media and agencies can be trusted more than others 
(e.g., due to (self-)regulation, institutional standards, established scientific and journal-
istic methods), and how to identify trustworthy sources. Government security agencies 
themselves can increase citizens' trust through trustworthy communication. Such com-
munication by public authorities is fair, responsible, transparent, appreciative, empow-
ering, and reliable (Gabel & Krüger, 2020). This also holds true if psychological inoc-
ulation becomes part of media literacy trainings by government agencies. People should 
agree to it beforehand, and government agencies should be transparent. The highlight-
ing of descriptive and injunctive social norms is, however, problematic: In democra-
cies, government agencies can communicate laws, regulations, and democratic norms, 
but they should be cautious when promoting social behaviors. It may be perceived as 
patronizing and disadvantage groups, e.g., if users are encouraged to report disinfor-
mation (Gimpel et al., 2021), this could increase reports of certain minority opinions. 



Debunking (e.g., publishing corrections) by government agencies can directly coun-
ter disinformation. In a democracy, this must not undermine the public opinion-forming 
process (requirement of objectivity, no exaggerated evaluative tendency, see Ferreau 
(2020) and the legal perspectives). In any case, agencies must create transparency about 
the source of information. There is also the risk that debunking will be abused for prop-
aganda or to discredit and suppress legitimate opinions with state resources and author-
ities. Fact-checking institutions should therefore be independent (Ferreau, 2020). 

As a technical measure, government agencies can employ detection algorithms to 
identify disinformation automatically. However, monitoring citizens’ communication 
may violate privacy and data protection, requiring special justification. In addition, cit-
izens may feel restricted in their freedom of expression: The mere uncertainty as to 
whether disadvantages could arise from automated monitoring can reduce political par-
ticipation (Loh, 2021). Besides, automatic detection should be transparent and the af-
fected must be able to appeal against potential false positives. Social bots could also 
automate debunking and informing the public. Bots operate on a large scale and are 
widely used by states and political groups to influence public opinion (Woolley, 2020). 
Their use is highly controversial. Arguments range from ideas on how “good” bots can 
counter misinformation to a complete ban on bots used by states (Ferreau, 2020).  

4.2 Legal Discussion of Government Measures against Disinformation 

The use of technical measures to detect and prevent disinformation raises several legal 
issues (Milker, 2018). The evaluation of these in this paper, considering the sovereignty 
of European nation states, can only refer to the German legal system and German legal 
literature. Here, the focus is on the German Basic Law, the foundation of a functioning 
democratic constitutional state, as this is the standard against which state action by the 
government agencies focused on in this project is to be measured (Starck, 2005; 
Schmidt-Jortzig, 2009). Especially where social bots are used by government agenices, 
a violation of various German Basic Law may ensue. Above all, the right to freedom of 
expression, protected by Article 5 (1) of the German Basic Law, which guarantees in-
dividuals the right to express themselves (publicly) according to their individual views, 
can be violated (on this already in the previous (ethical) section; Bethge, 2021; Müller-
Franken, 2013). Whether a statement is protected or not depends on whether it is con-
sidered a value judgment or a statement of fact (Holznagel, 2018; Starck/Paulus, 2018). 
Intentionally made, untrue statements of fact as well as value judgments, which sole 
purpose is to defame another person, do not fall within the remit of protection of Art. 5 
sec. 1 GG (Schulze-Fielitz, 2013; Starck/Paulus, 2018 and Hillgruber, 2016). All other 
statements fall within the scope of freedom of expression (Holznagel, 2018).  In addi-
tion to protecting freedom of expression, this fundamental right also protects the free-
dom to form opinions, i.e. the right to obtain information from all publicly accessible 
sources (Bethge, 2021; Schmidt-Jortzig, 2009; Starck/Paulus, 2018; Kloepfer, 2005).  

The prevention of disinformation by governmental agencies may infringe the free-
dom of expression in different ways. It is commonly accepted, that the mere dissemi-
nation of information by the state to its citizens – e.g., regarding a roadblock due to an 
ongoing protest – does not amount to an infraction of freedom of opinion (Tschorr, 



2020).  However, debunking by publishing corrections by the government agencies may 
violate freedom of expression if it relates to a specific person and his or her previous 
statement that differs from the state's communication content, as it may lead to stigma-
tization of that person, which in turn may affect social reputation (Schoch, 2011). 

Based on those distinctions, different requirements must be met by the government 
agencies. Where a basic law is violated, the reservation of the law (Art. 20 sec. 3 GG) 
requires that the government agencies may only act, where it was enabled to do so by 
an Act of Parliament (Grzeszick, 2021; Kokott, 2004). In the context of debunking, the 
state must further adhere to the principles of neutrality, objectivity, and correctness 
(Tschorr, 2020; Starck/Paulus, 2018; Battis/Edenharter, 2022; Masing, 2012; Ingold, 
2017; on the requirement of objectivity see in the previous section). More recent case 
law found debunking by the government agencies to be a functional equivalent of the 
“classic” violation of a basic right, if it equals such in its aim and effects (Schoch, 2011; 
Ingold, 2017). As well as regarding the use of social bots an infringement must be 
considered separately against the background in each individual case - under consider-
ation of the problematic content and its ability to affect the basic rights of individuals. 

It must further be taken into account, that debunking by the government agencies 
aims to enable independent opinion forming and participation in social matters – how-
ever without formative influence by the governmnet agencies (Tschorr, 2020; 
Starck/Paulus, 2018; Kloepfer, 2005; Müller-Franken, 2013; Hillgruber, 2016; Masing, 
2012). If and to what extent this can be realized by using social bots must be analyzed 
critically. Especially when considering that the state uses its own far-reaching social 
media accounts, this may be regarded as an infringement on the citizens’ freedom to 
voice an opinion (Milker, 2018). The same applies, where government agencies correct 
statements made by third parties using social bots (Sachs, 2021). However, violations 
of the freedom of expression may be constitutionally justified. This is determined by 
the principle of reasonableness, whereby a violation of freedom may be acceptable if it 
is suitable, necessary, and appropriate to achieve a legitimate aim (Kotzur, 2021; Bat-
tis/Edenharter, 2022; BVerfGE 65, 1 (54)). In addition, the agencies must openly de-
clare the use of social bots (Laude, 2021) and limit its action to the person who poses a 
threat to public safety and order (Goldhammer, 2021; Herzog, 2006).  

5 Open Research Questions 

 Based on our systematic review of IS research on disinformation prevention as well 
as the ethical and legal discussion above, we outline key questions for further research. 

5.1 IS Research Questions Regarding Measures against Disinformation 

From an IS perspective, the questions of how disinformation spreads on social networks 
and what content and network characteristics can be used to automatically detect disin-
formation are of particular interest. Nevertheless, the scientific literature lacks more 
detailed analyses to identify (influential) spreaders to prevent the dissemination pro-
cess.  While previous studies also revealed that personal dispositions such as the user’s 



online trust, self-disclosure, or fear of missing out are positively associated with inten-
tionally sharing fake news (Talwar et al., 2019), it remains an open question what and 
how further information about a user can be automatically inferred from their historical 
and behavioral social media data to predict likely spreaders of disinformation. Further-
more, the question arises as how to address these users appropriately. 

Moreover, countering disinformation raises the fundamental question of which de-
sign elements can encourage users to engage critically with the information. However, 
while there are promising results demonstrating the effectiveness of fact-checking flags 
(Gaozhao, 2021), there are also conflicting results (Moravec et al., 2019) which sug-
gests that further research is required. In addition, labeling assessments made by pro-
fessional fact-checkers or through crowdsourcing have been found to be equally influ-
ential (Gaozhao, 2021) but the question of the acceptance and influence of automated 
fact-checking, e.g., by bots, remains unanswered. With respect to social bots, Guzmán 
Rincón et al. (2022) included them as spreaders in simulation environments to analyze 
and educate in behavioral patterns of disinformation for decision making, but the au-
thors address the need to deepen various analyses and to complement this educational 
simulation model. In this regard, it remains of interest to not only examine how gov-
ernmental agencies can strategically employ social bots to spread verified information 
but also how bots can be integrated in an educational simulation environment to support 
decision-making processes by also evaluating the accountability of algorithmic deci-
sion-making. In doing so, further research questions such as how psychological strate-
gies can be implemented to reach social media users should be considered. 

5.2 Ethical Questions Regarding Measures against Disinformation 

There is a broad debate about disinformation harming democracy (for a summary 
thereof see McKay & Tenove (2021). Likewise, observers fear that measures to counter 
disinformation can also negatively affect democracy (Vese, 2022; European Parlia-
ment, 2021). Government agencies thus need more research as to whether they should 
counter specific pieces of disinformation or not. We raise fundamental ethical questions 
that government agencies should always consider anew and context-specifically when 
countering disinformation. More case-specific research – e.g., in form of best practices 
– is needed to help government agencies with these fundamental questions. 

The first question for government agencies is who gets to decide what counts as 
disinformation. Are automated algorithmic decision-making mechanisms suitable here, 
or do humans ultimately have to decide? The second question is how actors can distin-
guish disinformation from legitimate expressions of opinion in a pluralistic society. 
Next, they must decide whether a specific piece of disinformation restricts the demo-
cratic functions of the public sphere or whether it is merely an expression of pluralism 
and the freedom of opinion in the “marketplace of ideas” (Mill, 1859). A functioning 
deliberative democracy should be able to withstand some false or misleading statements 
because it “filters out and discards the worst ideas” (Mansbridge, 1999). Such state-
ments may even serve a function, e.g., by raising the tensions that motivate political 
debates (Mouffe, 2005). In any case, decision-makers must communicate their deci-
sions transparently, and in a way that allows those affected to appeal against them. 



To decide whether to counter disinformation, actors need to conduct a context-sen-
sitive evaluation in each case to determine potential value conflicts. Open questions are 
how can decision-makers balance value conflicts between the functioning of the public 
sphere, freedom (including free speech), security, privacy, personal expression, and 
transparency? E.g., may they restrict freedom rights in the name of security when false 
information endangers life? Under which circumstances would this be justified? Do 
they consider broader dimensions, such as balancing individual and collective interests? 
The fundamental question here is how government agencies can strengthen the resili-
ence of the open society against disinformation without sacrificing the principle of tol-
erance that is central to liberal democracies. Finally, beyond considering citizens’ de-
fensive and protective rights, citizens should also be enabled to use the digital space 
productively in the sense of informational self-determination and empowerment. 

5.3 Legal Research Questions Regarding Measures Against Disinformation 

After a view over the German Basic Law, which sets the ground rules for government 
agencies’ action, it can be said that the constitutional state should be a guarantee for 
freedom on the one hand, but also for security on the other (Starck, 2005). The individ-
ual’s freedom finds its limits where it inappropriately curtails another’s. The German 
state is granted a monopoly of force to meet this security objective (Papier, 2017; Her-
zog, 2006). Though, this objective may not run counter to the liberal and freedom-
guaranteeing function of the state. The state must thus limit itself (Kloepfer, 2005; 
Volkmann, 2004). For the sake of a functioning democratic constitutional state, the 
source of voluntary loyalty to the law must be located and, if necessary, strengthened, 
or at least prevented from weakening. To bring about such acceptance of the laws and 
the rule of law among the population, reliance is placed on the communicative reason 
of the individual, derived from communicative action (Habermas 1998; Hill, 1988). 

If society relies too strongly on the government agencies’ duty to protect in the fight 
against and prevention of disinformation campaigns, it will come at the expense of the 
citizens’ self-responsibility.  A central question (from an ethical and legal perspective) 
is therefore how much individual responsibility should be transferred to the state in 
dealing with disinformation campaigns. The goal in preventing disinformation, includ-
ing the tools used (e.g., social bots), should not be to limit the individual’s autonomy, 
but to enhance it (Mafi-Gudarzi (2019); “self-defensive democracy” as called by Bayer 
et al. (2021); also “informational self-determination“ as in the previous (ethical) sec-
tion; Müller-Franken, 2013; Hillgruber, 2016; Masing, 2012), 2016; Masing, 2012) 

A first and controversial (German) national approach to deal with disinformation is 
the passage of the Network Enforcement Act (Netzwerkdurchsetzungsgesetz = 
NetzDG). This legislation is to be used to fight against criminal fake news and hate 
speech on social media networks (BT-Drs. 18/12356): Social network providers are 
obligated to produce an effective and transparent procedure to deal with illegal content. 
Content, which is obviously illegal, must be removed within 24h, other illegal content 
within 7 days acc. to the NetzDG. This approach is criticized for shifting the responsi-
bility to ensure public order onto private social networks (Guggenberger, 2017; Dank-



ert, 2018). Another important point of criticism is, that it gives rise to the risk that con-
tent containing opinions are deleted by provider “preventatively” as the NetzDG stipu-
lates high monetary fines but simultaneously very short time frames for deletion (Pa-
pier, 2017; Rostalski, 2017). Thus, even with the passage of the NetzDG, the state runs 
the risk that it opens the scope for invasive infringement of the basic rights of users and 
the creation of a “censorship authority” (Guggenberger, 2017). This must be considered 
when creating means to fight disinformation campaigns. Following on from this, the 
Digital Services Act (DSA, COM (2020) 825 final) of November 16, 2022, is intended 
to contribute to a safe, predictable and trustworthy online environment at European 
level from February 17, 2024, by imposing due diligence obligations and liability ex-
clusions for intermediary services such as online platforms. This includes, for example, 
a Europe-wide uniform design of procedures for reporting and prompt removal of ille-
gal content, as well as additional due diligence requirements for very large online plat-
forms and search engines. The focus is on a form of regulated self-regulation by plat-
form operators in which the role of state actors in action against illegal content remains 
an indirect one, for example through the preferential treatment of reports from various 
(also state) actors when they are qualified as "trusted flaggers" (Article 19). 

6 Conclusion 

This article identified measures government agencies can apply to counter digital 
disinformation campaigns based on a systematic literature review of IS research. It then 
discussed these measures from an ethical and legal perspective. Due to the nature of 
systematic literature reviews, our study has some limitations. Subjective decisions re-
garding the selection of databases, keywords, and exclusion criteria may have resulted 
in a neglect of relevant articles. Furthermore, the ethical discussion on democratic states 
and the legal discussion focusing on German law cannot be directly applied to other 
political and legal systems. Lastly, further research is needed to apply our findings to 
real-world disinformation campaigns, tracing their origin and spread and discussing 
government agencies’ responses combining IS, legal, and ethical perspectives. 

Notwithstanding, our paper contributes to a nuanced discussion of measures against 
disinformation in IS research, but also in practice, with a focus on government agencies. 
As shown, the literature discusses only few preventative measures explicitly designed 
for government agencies, so there is a need for more research on measures against dis-
information suitable for government agencies. From a technical view, open research 
questions include how psychological insights can be used to, e.g., strategically employ 
social bots for educational purposes, to spread verified information or counter disinfor-
mation. From an ethical and legal perspective, government agencies must contribute to 
a safe, predictable, and trustworthy online environment at the national, but also the 
European level and strengthen the self-defensive democracy. At the same time, they 
must consider the risks that countering disinformation may constitute an invasive in-
fringement of users’ basic rights and create a censorship authority. Government agen-
cies thus need to balance value conflicts between the functioning of the public sphere, 
freedom, security, privacy, and personal expression. 
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