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Abstract. Labeled data is crucial for the success of machine learning-based arti-
ficial intelligence. However, companies often face a choice between collecting 
few annotations from high- or low-skilled annotators, possibly exhibiting differ-
ent biases. This study investigates differences in biases between datasets labeled 
by said annotator groups and their impact on machine learning models. There-
fore, we created high- and low-skilled annotated datasets measured the contained 
biases through entropy and trained different machine learning models to examine 
bias inheritance effects. Our findings on text sentiment annotations show both 
groups exhibit a considerable amount of bias in their annotations, although there 
is a significant difference regarding the error types commonly encountered. Mod-
els trained on biased annotations produce significantly different predictions, in-
dicating bias propagation and tend to make more extreme errors than humans. As 
partial mitigation, we propose and show the efficiency of a hybrid approach 
where data is labeled by low-skilled and high-skilled workers. 

Keywords: annotators, machine learning models, bias, labeling. 

1 Introduction 

The phrase “data is the new oil” was coined already in 2006 by Clive Humby. It has 
ever since been confirmed by the area of big data and AI, which learns decision making 
capability from data (Rodrigues & Pereira, 2018; Schneider et al., 2022). Especially, 
labeled data has proven useful in the context of supervised learning enabling a variety 
of applications (Hötter et al., 2022; ; Saravanan & Sujatha, 2018). Data labeling is the 
process of assigning labels to raw data. It is essential for supervised machine learning 
as it provides the necessary information on the ground truth of a data instance for train-
ing algorithms to recognize patterns and make accurate predictions. 



 
 

 While unlabeled data is often abundant, data labeling can be costly, since humans typ-
ically do it. Humans bare potential biases, alone poor quality data can have a negative 
impact on the annotator's performance (Cabrera et al., 2014). 
 Furthermore, human characteristics such as biased decision-making can adversely af-
fect data quality (Barbosa & Chen, 2019; Ding et al., 2022; Hube et al., 2018; Kafkalias 
et al., 2022). Since personal characteristics and experiences can influence how annota-
tors label data, the skill level of annotators can also influence labeling behavior. For 
example, highly qualified annotators may have a stronger opinion and thus tend to label 
data in a more extreme way. In contrast, less qualified annotators may tend to label data 
more cautiously and thus show a tendency towards the middle. In turn, machine learn-
ing models trained on such data can exhibit poor performance, e.g. increasing noise in 
the data can result in decreasing model accuracies (Caiafa et al., 2020; Barbosa & Chen, 
2019; Geva et al., 2019; Zhang et al., 2014; Zhu & Wu, 2004). While there is rich 
literature on crowdsourcing and biases of annotators, the impact of biases originating 
from low-skilled and high-skilled annotators on model performance has received only 
limited attention (e.g., Snow et al., 2008; Wassem, 2016). So far, results have been 
inconclusive showing that non-expert annotations can outperform expert annotations 
(Waseem, 2016), can yield acceptable data quality (Irshad et al., 2014; O'Neil et al., 
2017; Warby et al., 2014; Zhang et al., 2020), show only little differences to expert 
annotations (See et al., 2023) or get outperformed by experts (Snow et al., 2008). This 
calls for additional investigation to understand how biases impact overall performance. 
There is also a lack of works that analyze how data biases are reflected in model pre-
dictions in multi-class settings, where different types of errors might have different 
consequences. As an example, a website classifier misclassifying an adult site as a chil-
dren’s entertainment site is much more harmful than misclassifying it as a gambling 
site. Similarly, failing a student that should have passed has different implications than 
letting a student pass that should have failed (Schneider et al., 2022). With the steadily 
increasing influence of AI on more and more critical areas, the relevance of the training 
data, which determines the origin of the tendencies and the performance of such sys-
tems, increases. With the previously mentioned increasing need for labeled data, the 
effects of potential biases of annotators must be investigated in order to avoid the de-
velopment of potentially harmful systems as early as possible. In this work, we are 
particularly interested in understanding: 

 
RQ1: How do biases of high-skilled annotators differ during labeling from biases of 
low-skilled annotators in text sentiment classification tasks? 

 
RQ2: To what extent do biases in annotated training data lead to biases in predictions 
of ML models and how can these biases be mitigated? 

 
That is, we aim to understand if machine learning models amplify biases in data, 
dampen them or shift one bias to another. All the evidence so far points to the existence 
of bias in annotations provided by different groups and its negative effect on model 
performance but to our best knowledge, very few of the existing studies have looked 



 
 

into its subsequent propagation into model predictions, i.e., whether biases in annota-
tions are reflected in predictions. Therefore, we set out to find evidence in support of 
this statement by comparing crowdsourced annotations provided by low- and high-
skilled annotators. As another (minor) difference to most of the existing studies we 
segregate annotators based on their apparent skill level on the task at hand, whereas 
prior compared experts and non-experts or people from different demographic groups. 
Finally, we also discuss the mitigation of biases.This question is of high practical rele-
vance, since companies can impact data biases through their choice of annotators, i.e., 
crowd workers. They can employ high or low skilled workers in typical crowdsourcing 
settings, e.g., by demanding a certain level of education of crowd workers. To answer 
our question, we employ an empirical approach. This seems well-suited in the context 
of machine learning, since machine learning models are notoriously difficult to under-
stand (Meske et al., 2022) making a deductive approach challenging. That is, despite 
significant efforts in the research community to explain machine learning models, many 
challenges remain (Meske et al., 2022). 

We explore the presence of biases in crowdsourced annotations and investigate 
whether these biases are the same for low- and high-skilled annotators. We also provide 
empirical evidence to understand to what extent biases and errors in annotations are 
transferred to ML models. Finally, we show that biases can be reduced by using a mix 
of high- and low-skilled workers. Thus, our work has tangible implications for practi-
tioners facing the choice of what skill level of workers they should demand. However, 
in this paper, we provide findings of our work in progress for one common task in 
machine learning, i.e., annotation of textual data with sentiments, using a state-of-the-
art model in NLP, e.g., a transformer-based deep learning model. 

The paper is structured as follows. We start with the background and related work 
on the topics of crowdsourcing in machine learning research, comparing annotations 
from different sources and training models with biased data. This is followed by a de-
scription of the methods we used to derive our analysis, a summary of our results and 
finally the conclusions drawn and an outlook for future research. 

2 Background and Related Work 

2.1 Crowdsourcing in Machine Learning Research  

In the context of machine learning, crowdsourcing has a multitude of application areas, 
namely data generation, model evaluation and debugging, hybrid intelligence systems, 
and behavioral experiments (Vaughan, 2018). For data generation purposes, 
crowdsourcing is seen as a quick and efficient way to annotate large amounts of data, 
which could in turn be used to train supervised machine learning models. Although 
crowdsourcing alleviates the problem of data quantity, there are questions regarding the 
quality of the data. Annotations or labels collected might be noisy due to spammers 
providing arbitrary labels to maximize their financial gains (Eickhoff et al., 2012), an-
notators’ malicious behavior (Wang et al., 2013), and cognitive biases (Eickhoff, 2018). 



 
 

In this paper, we adopt the definition of biases as annotators’ cognitive biases, i.e., sys-
tematic deviation patterns in thinking from the rational causing systematic errors 
(Haselton et al., 2015).  In addition to potential malicious data biases, Liu et al. (2021) 
found that demographic groups of annotators show similarities in biases within their 
group and differences across different groups. Meaning different unconscious factors 
of annotators can influence their labeling behaviour and therefore be the origin of biases 
that transfer into the data. In recent years, various ways to get around this issue have 
been studied, including label aggregation techniques (Jagabathula et al., 2014; Zhang 
et al., 2016), designing tasks and incentive schemes to induce high quality answers (He 
et al., 2013; Radanovic et al., 2016), and training models with noisy labels (Cordeiro & 
Carneiro, 2020; Han et al., 2018; Lee et al., 2022; Nomura et al., 2021; Rodrigues and 
Pereira, 2018). Most works on label aggregation techniques have been based on the 
general expectation-maximization (EM) framework proposed by Dawid & Skene 
(1979), although simple majority voting has also been shown to perform robustly in 
some cases (Saab et al., 2019; Van Atteveldt et al., 2021). 

2.2 Comparing Crowdsourced (Non-Expert) and Expert Annotations 

Evaluating the quality of crowdsourced annotations is seen as standard practice before 
using them in downstream applications. To do so, it is common to measure the inter-
annotator agreement using some statistical measure such as Krippendorff’s alpha 
(Hayes & Krippendorff, 2007). Snow et al. (2008) evaluated the quality of non-expert 
annotations and compared them to expert annotations for five natural language tasks. 
They found that across all tasks, between 4 to 10 non-expert annotations are required 
to match an expert annotator’s performance and for a particular task, a supervised ma-
chine learning model trained with non-expert annotations can outperform one trained 
with expert annotations, indicating the presence of a strong bias in individual labelers. 
Waseem (2016) compared expert and non-expert annotations collected for a hate 
speech labeling task and showed that non-expert annotators are more likely to label 
items as hate speech compared to experts. Comparing the performances of downstream 
classification models trained on these annotations, it was found that models trained on 
expert annotations showed superior performance. Long et al. (2021) showed that non-
expert annotations from crowdsourcing services could have negative effects on a su-
pervised machine learning model’s performance. The study of Shakeri Hossein Abad 
et al. (2022) supports these findings by showing a fall of at least 8% across all perfor-
mance measures when using non-expert annotations. Barbera et al. (2020) looked at the 
task of content truthfulness assessment and explored how the adopted response scale 
and annotators’ own bias affect their responses. Their results showed that annotators 
tend to be biased towards their beliefs, i.e., items aligned to their political beliefs were 
marked as truthful more often. These studies hint at the difference in annotation behav-
ior between experts and non-experts. They also suggest that machine learning models 
trained on either expert or non-expert annotations might vary performance-wise. 



 
 

2.3 Training with Biased Data 

Binns et al. (2017) conducted empirical experiments in the context of content and 
showed that the classifiers trained on men-annotated labels are less sensitive to women-
annotated labels and vice-versa. Similarly, Al Kuwatly et al. (2020) investigated anno-
tator bias by training hateful content classifiers on annotations provided by groups seg-
regated by demographic features such as gender, age, education and first language. The 
results show that except for gender, all other demographic features considered had a 
significant effect on the predictions, e.g., classifiers trained on annotations provided by 
native English speakers demonstrate significantly better performance in classifying per-
sonal attack comments compared to those trained on non-native speakers-provided an-
notations. Geva et al. (2019) explored annotator bias in three natural language tasks by 
training models either with or without annotator identifiers as features and found that 
model performance is superior in the former case, indicating that models could use the 
additional information to better replicate annotators’ behavior. Moreover, models 
trained from a pool of annotations provided by certain annotators were also found to 
perform poorly when tested on data provided by another subset of annotators. 

Existing studies have therefore shown the effects of demographic characteristics and 
domain knowledge by annotators on the accuracy of the resulting models. However, 
our primary area of interest lies in investigating the transmission of bias, stemming 
from the labeling procedure of the training data to the corresponding machine learning 
models. 

3 Methodology 

Ultimately, we aim to empirically analyze how biases in data impact model predictions 
using multiple datasets and multiple machine learning models. In this paper, we use 
one dataset and one machine learning model to gather findings by tackling the problem 
of sentiment analysis in the realm of natural language processing (NLP) using a state-
of-the-art deep learning model. 

For our analysis, we utilized a dataset of crowdsourced annotations for weather tweet 
sentiment analysis collected through Crowdflower. The tweets, which have been pre-
sented to the annotators have a ground truth label collected from domain experts outside 
the crowdsourcing setup, meaning a total of 102 experts were involved in the ground 
truth labeling process. The raw dataset contains 1,000 tweets, and each tweet was an-
notated by 20 annotators to be classified into one of the following classes based on their 
sentiment: (1) Negative, (2) Neutral, (3) Positive, (4) I can’t tell and (5) Tweet not 
related to weather condition. Previous research has shown that having many sentiment 
classes is a challenging task for machine learning models (Bouazizi and Ohtsuki, 2019), 
which is why we decided to remove the last two classes from the dataset in order to 
achieve a respectable performance from our subsequent classifier. After removing the 
last two classes, our final dataset contains 763 tweets and 13,484 annotations. The class 
distributions for the tweets and annotations are provided in Table 1. It can be seen that 
both the tweets and annotations are fairly evenly distributed between the three classes. 



 
 

Table 1. Distribution of tweets and annotations 

Class No. of tweets No. of annotations 
Negative 271 4,668 
Neutral 261 4,486  
Positive 231 4,330  

 
 
We classified the 102 annotators into low- and high-skilled annotators based on their 

annotation performance as measured by the average weighted F1 score, which indicates 
the skill, and the number of tweets they annotated, i.e., for high-skilled workers we also 
demanded a minimum amount of experience. Figures 1 and 2 illustrate the distributions 
of the annotators based on these two variables. For our purposes, we intended to have 
at least 30 annotators in both groups in order to enable reliable statistical tests for our 
subsequent analyses and ultimately set a minimum value of 0.8 for the average 
weighted F1 score and 60 for the number of annotated tweets for an annotator to be 
classified as highly skilled. This led to 31 high-skilled annotators and 71 low-skilled 
annotators. 

 
 
 

To measure overall biases in the annotations, we utilized the concept of normalized 
entropy in information theory (Shannon, 1948), the formula for which is given below. 
 

𝐻 =	−	%𝑃(𝑥!) log" 𝑃(𝑥!) ,
"

!#$

 

 
Where H is the normalized entropy with values in [0,1], i denotes the outcome class 

and ranges from 1 to 6, n is the number of possible outcome classes and P(x_i) is the 
probability of observing the outcome of class i. Meaning P(x_i) equals the relative fre-
quency with which the annotator at hand contributed to the different types of existing 
errors. A value of one indicates no bias and a value of 0 large bias. If the annotators 
were not biased, according to our previous definition, we would expect that their errors 
in confusing classes are uniformly distributed, i.e., there is no tendency to make certain 

Figure 2. Annotators’ number 
of answers distribution 

 

Figure 1. Annotators’ F1 score 
distribution      



 
 

types of errors more commonly than others. In our context, this is best illustrated with 
the help of the confusion matrix shown in Table 2. There are 6 types of errors that can 
occur. If the error probabilities are equal then the number of errors made for each error 
type is proportional to the number of observations belonging to the true class. Consider 
an unbiased annotator who errs in 10% of their annotations. If they were to annotate 
300 tweets made up of 160 negative, 100 neutral and 40 positive tweets, they would 
make 16, 10, and 4 errors for the three classes, respectively. Since there are two error 
types per true class, the errors would also have to be equally distributed between the 
two types, i.e., 8 Type 1 and Type 2 errors each, and so on. Dividing the numbers of 
errors made by the number of observations belonging to its true class, e.g., 8/160 (Type 
1 and 2), 5/100 (Type 3 and 4) and 2/40 (Type 5 and 6), we get equal values for all error 
types and normalizing the values such that they sum up to 1 leads to the error probabil-
ities. Calculating the entropy from the error probabilities in this case would lead to a 
value of 1. If the annotator in question were somewhat biased, e.g., more prone to mak-
ing Type 1 errors than Type 2, the number of Type 1 errors might be higher than that 
of Type 2 – 12 vs. 4. In this case, the entropy would be equal to 0.976. Hence, the lower 
the entropy of an annotator is, the more biased their annotations are. 

Table 2. Example confusion matrix for the dataset 

 
True Class 

 

Predicted Class 

  Negative     Neutral  Positive 

Negative - Type 1 Type 2 
Neutral Type 3 - Type 4 
Positive Type 5 Type 6 - 

 
 
For each high-skilled annotator, we calculated their error probabilities and entropy 

on the tweets they annotated. As our results are dependent on the dirstibution of ground 
truth labels among the different annotator groups, we evenly dispensed the true classes 
across them. To provide a fair comparison, i.e., to ensure the overall number of correct 
labels is very similar for low- and high-skilled workers, we created ensembles of non-
skilled annotators and aggregated their annotations through majority voting. The num-
ber of non-skilled annotators ensembles was chosen to equal the number of high-skilled 
annotators. The number of annotators in each ensemble is set to be the fewest possible 
as such so that their aggregated annotation achieves a comparable F1 score to that of 
the corresponding high-skilled annotator (difference < 0.03). The error probabilities 
and entropies of the ensembles of low-skilled annotators were then calculated in the 
same way. To find out whether the annotations of the two groups exhibit bias, we con-
ducted a one sample t-test with the population mean set to the entropy of the raw anno-
tations (0.9885). This procedure was chosen to find out whether there is no significant 
difference between the mean entropy of the high-skilled annotators’ (ensembles of low-
skilled annotators’) annotations and the raw annotations’ entropy. Finally, we ran Kol-
mogorov-Smirnov tests on the following variables to further investigate two scenarios: 
 



 
 

• Entropy of the high-skilled annotators’ vs. ensembles of low-skilled annota-
tors’ annotations should indicate if1: there is no bias-wise difference between 
the high-skilled annotators and the ensembles of low-skilled annotators. 

• Error probabilities of the high-skilled annotators vs. ensembles of low-skilled 
annotators should show if2: high-skilled annotators and ensembles of low-
skilled annotators are prone to the same types of errors, i.e., there is no signif-
icant difference in probabilities across all error types. 

 
To investigate the propagation of annotation bias into model predictions, we fine-

tuned smallBERT (Devlin et al., 2019) for 20 epochs with the learning rate set to 1e-4 
to classify the tweets using three different sets of annotations as training data: (1) ag-
gregated annotations from all high-skilled annotators, (2) aggregated annotations from 
all low-skilled annotators and (3) half of the tweets annotated by high-skilled annotators 
and the other half by low-skilled annotators. For each of the 30 annotators sets (of each 
skill level), we trained a separate model. We used 5-fold cross-validation and recorded 
the cross-validated accuracies and error probabilities on the predictions. Lastly, we ran 
pair-wise Kolmogorov-Smirnov tests to compare the error probabilities across all error 
types for the three annotation sets, with the goal to investigate if: there is no significant 
difference between the three models’ predictions in terms of error probabilities. 

4 Results and Discussion  

The t-test results for the detection of biases are presented in Table 3. For both low- and 
high-skilled annotators, biases are detected at a 1% significance level, meaning that 
both groups tend to make certain types of errors more often as opposed to having equal 
probabilities for all types of errors. Comparing the two groups, no statistically signifi-
cant difference is found, suggesting that low- and high-skilled annotators exhibit about 
the same level of bias. It is intuitive to think that ensembles of low-skilled annotators 
show less bias due to the aggregation of annotations, i.e., different biases “cancel”. 
However,  biases within the group of low-skilled workers exist. Low-skilled workers 
picked the “Neutral” and “Positive” labels slightly more often than their high-skilled 
counterparts, while the opposite applies to the “Negative” label. The overall distribution 
of replies of low and high-skilled workers is given in Table 4. 

Table 3. One sample t-test results for bias detection 

Group  Mean entropy +/- std t-statistic p-value 
High-skilled annotators  0.714 +/- 0.179 -8.42 2.13e-9 
Ensembles of low-     
skilled annotators 

 0.719 +/- 0.157 -9.36  2.07e-10 

    



 
 

 
Table 4. Distributions of annotations from low- and high-skilled workers 

 
Class 
 

No. of annotations 

High-skilled annotators    Low-skilled annotators 

Negative 1,896 (36.8%) 2,590 (31.1%) 
Neutral 1,707 (33.1%) 2,961 (35.5%) 
Positive 1,550 (30.1%) 2,780 (33.4%) 

 
 

 

 
 

 
 
Figure 3 shows the distributions of error probabilities for annotations provided by 

high-skilled and low-skilled annotators. The results show that in general, high-skilled 
annotators demonstrate large variances across all error types, i.e., a certain annotator A 
might be highly susceptible to Type 1 error and not to other error types. For another 
annotator B high susceptibility to Type 3 error might be observed. In contrast, ensem-
bles of low-skilled annotators seem to be relatively consistent with regard to the errors 
they make, in that Type 1 and 6 errors are the most common by far and only small 
variances are observed. The latter is a consequence of aggregating outcomes of multiple 
workers.  

While it might be tempting to attribute the irregularities of errors as a regression to 
the mean, i.e., towards “Neutral”, it is not the case because having “Neutral” as the 
aggregated annotation for a certain tweet is only possible if the majority of the annota-
tors actually answered ”Neutral” and not when “Positive” and ”Negative” annotations 
are observed in equal measure. Instead, it might be attributed to the tendency of low-
skilled annotators to choose the “safe” answer in order to minimize large errors in an 
estimate. That is, in our case the error is maximal if “Positive” and “Negative” are con-
fused. Choosing “Neutral” avoids such large errors. This tendency is also apparent from 
the distributions of annotations from the two groups shown in Table 4, where low-
skilled workers have a slight preference for neutral labels. 

Figure 4. Distributions of error probabili-
ties for classifiers trained on the low- and 

high-skilled annotation sets 

 

Figure 3. Distributions of error probabilities 
for low- and high-skilled annotators 



 
 

Table 5. KS-test results for the annotators’ error probabilities 

Error type Statistic p-value 
Type 1 0.484 0.001* 
Type 2 0.258 0.256 
Type 3 0.452 0.003* 
Type 4 0.452 0.003* 
Type 5 0.194 0.615 
Type 6 0.677 4.62e-7* 

 
The Kolmogorov-Smirnov test results for comparing the error probabilities between 

low and high-skilled workers are shown in Table 5. The probabilities of Type 1, 3, 4 
and 6 errors between high-skilled and low-skilled annotators are significantly different 
(at 1% significance level). As is evident in Figure 3, high-skilled annotators tend to 
make Type 3 and 4 errors more often than low-skilled counterparts, while the opposite 
is true for Type 1 and 6 errors. Based on this evidence, it could be argued that high-
skilled annotators are more confident in their judgment than low-skilled ones, leading 
the former to choose the ”Negative” and ”Positive” labels more often than the latter, 
although erroneously in some cases. This is in line with the findings of Hube et al. 
(2019), which state that annotators with strong opinions tend to provide non-neutral 
options more often, leading to biased annotations. These behavioral tendencies might 
have their origin in the way experts and novices approach topics and problem solving 
tasks, as Haerem & Rau (2007) stated that experts predominantly rely on deep struc-
tures of the problem and novices on the surface structure. We can also rule out the 
possibility of this finding being an artifact of the data, as Table 4 shows that in general, 
high-skilled annotators annotate tweets as “Positive” less often compared to low-skilled 
annotators. 

 

Figure 5.  Distributions of error probabilities for classifiers trained on the low-, high-skilled 
and mixed sets of annotations  

 



 
 

Table 6. KS-test results for the model predictions’ error probabilities 

 
Error 
type 

 

Predicted Class Low vs. Mixed High vs. Mixed 

Statistic p-value Statistic p-value Statistic p-value 

Type 1 0.9 5.78e-13* 0.533 2.93e-4* 0.633 5.79e-6* 
Type 2 0.567 8.74e-5* 0.433 0.007* 0.3 0.135 
Type 3 0.567 8.74e-5* 0.367 0.035 0.333 0.071 
Type 4 0.367 0.035 0.233 0.393 0.333 0.071 
Type 5 0.867 8.25e-12* 0.667 1.28e-6* 0.567 8.74e-5* 
Type 6 0.233 0.393 0.267 0.239 0.167 0.808 

 
Results of the empirical experiment on classifiers are summarized in Figure 4, Figure 

5 and Table 6. First of all, it can be seen that the trends of the error probabilities (Figure 
4) are consistent with the ones shown in Figure 3 – classifiers trained on high-skilled 
annotators’ annotations produce Type 3 and 4 errors in their predictions more often 
than those trained on annotators provided by low-skilled annotators, while the latter 
group of classifiers is more susceptible to Type 1 and 6 errors. Although the Kolmogo-
rov-Smirnov test results show that only the differences in Type 1 and Type 3 errors are 
detected at 1% significance level, the overall trend remains consistent when comparing 
the means of the error probabilities. This is while both classifiers exhibit almost the 
same level of accuracy: 0.71 +/- 0.01 (low-skilled) vs. 0.72 +/- 0.01 (high-skilled). 
Based on these results, it can be concluded that biases in annotations are reflected in 
model predictions to a considerable extent, indicating that caution should be exercised 
when gathering crowdsourced annotations for training models. It is also interesting to 
see that the model makes extreme errors, i.e., Types 2 and 5 confusing “Positive” and 
“Negative” much more often than humans. We attribute this to the fact that the classifier 
is trained on few data and on a specific usecase in contrast to humans, i.e., humans have 
a more-fine granular understanding of sentiment (and language) originating from sim-
ilar tasks and other domains (a broughter knowledgebase) reducing the likelihood of 
large errors. From Figure 5, it can be seen that the mixed annotation strategy has an 
averaging effect on the error probabilities – across all error types, the error probabilities 
of these classifiers are in between the values exhibited by the classifiers trained on the 
other two annotation sets. In applications where avoiding any extreme error probability 
is desirable, the results indicate that implementing a mixed annotation strategy might 
help machine learning models to produce more balanced, hence less biased, predictions. 

5 Conclusion and Future Work 

We have shown that both low- and high-skilled annotators exhibit certain biases in their 
annotations. Although there is no evidence of significant difference regarding the extent 
of bias between the two groups, it was found that they are susceptible to different types 
of errors. Assuming the same number of errors, high-skilled annotators tend to avoid 
the “Neutral” label and provide polarized annotations instead, whereas the opposite is 



 
 

true for low-skilled annotators. By training classifiers on biased annotations, we found 
evidence that biases in the annotations also manifest in model predictions, calling for 
caution when training models on crowdsourced annotations and different costs are at-
tached to the various types of error. In particular, classifiers tended to show more ex-
treme errors than found in human data, i.e., confusing sentiments of opposite sentiment. 
As partial mitigation, practitioners might employ a mix of low- and high-skilled work-
ers to minimize biases in models as an ex-post optimization approach. 

Our results provide a first glance at the presented issue, as they are based on a single 
dataset and classifier limiting the generalizability of our findings. We plan to conduct 
similar experiments using further datasets from different tasks and classifiers. In addi-
tion, we want to examine different annotator groups e.g. selecting them prior to their 
annotation task based on their experience and expertise in a task specific field. Further-
more, we want to look into mitigation strategies and measure their effects to further 
validate our mentioned mixed annotation strategy with possibly other datasets. We hope 
to contribute to the information systems research community by providing a concise 
but thorough overview of the propagation of biases into ML model predictions. 
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