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Interpretable Input-Output Hidden Markov Model-
Based Deep Reinforcement Learning for the

Predictive Maintenance of Turbofan Engines ⋆

Ammar N. Abbas1 , Georgios C. Chasparis1 , and John D. Kelleher2

1 Software Competence Center Hagenberg, Austria
{ammar.abbas, georgios.chasparis}@scch.at

2 ADAPT Research Centre, Technological University of Dublin, Ireland
{john.d.kelleher}@tudublin.ie

Abstract. An open research question in deep reinforcement learning is
how to focus the policy learning of key decisions within a sparse domain.
This paper emphasizes on combining the advantages of input-output
hidden Markov models and reinforcement learning. We propose a novel
hierarchical modeling methodology that, at a high level, detects and
interprets the root cause of a failure as well as the health degradation of
the turbofan engine, while at a low level, provides the optimal replacement
policy. This approach outperforms baseline deep reinforcement learning
(DRL) models and has performance comparable to that of a state-of-the-
art reinforcement learning system while being more interpretable.

Keywords: Deep Reinforcement Learning (DRL) · Input-Output Hidden
Markov Model (IOHMM) · Predictive Maintenance · Interpretable AI

1 Introduction

Predictive maintenance can be categorized as (i) Prognosis: predicting failure
and notifying for replacement or repair ahead of time (Remaining Useful Life
or briefly RUL is usually used as a prognosis approach, which is the estimation
of the remaining life of equipment or a system until it becomes non-functional
[20]); (ii) Diagnosis: predicting the actual cause of failure in the future through
cause-effect analysis, or (iii) Proactive Maintenance: anticipate and mitigate the
failure modes and conditions before they develop [6]. While proactive maintenance
captures the root cause of potential failure, predictive maintenance performs an
overall data analytics to be able to ensure scheduled maintenance. In this paper,
the aforementioned questions will be investigated in the context of predictive
maintenance of turbofan engines [4,18].
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Reinforcement Learning (RL) is a natural approach to solving time series-
based stochastic decision problems, such as predictive maintenance [21], and
has recently shown promising results. RL systems learn by interacting with
the environment and can learn in an online setting without having the data
set beforehand [22]. However, when the key policy decision learned by an RL
agent is relatively rare in a data set (such as the decision of when to change the
equipment before failure while maximizing its use), the policy can be dominated
by irrelevant phenomena, resulting in inefficient training. At the same time, the
derived optimal policy does not provide interpretations or the root cause of the
failure, and therefore keeps humans out of the loop with limited collaborative
intelligence. Furthermore, in real-world industrial environments, RL learns directly
from the observed raw sensor data that does not provide information about the
unobserved hidden factors responsible for the decision-making of the system such
as its health, which can limit the RL agent to learning an optimal policy.

An Input-Output Hidden Markov Model (IOHMM) [2,17] is a form of Bayesian
Network that involves probabilistic inference of latent variables. An IOHMM
extends the standard HMM model by integrating the dependencies of various
covariates (inputs) to the initial, transition, and emission probabilities [1]. It can
overcome the challenges faced by RL through (i) learning unobserved states and
interpretations based on those hidden states, (ii) combining multiple correlated
sensor data, (iii) defining the state of the system and its hierarchical distribution
based on its different levels of operation (normal, starting point of failure, close
to failure, etc.), and (iv) dimensionality reduction based on the number of latent
states that reduces the size and complexity of the raw data [24]. To address the
need for a more direct and specialized data-based optimization, while maintaining
the interpretability of the derived policies, we propose an unsupervised hierarchical
modeling technique that combines a high-level IOHMM with a low-level Deep
Reinforcement Learning (DRL) methodology for predictive maintenance.

Hierarchical modeling is a solution towards the sample-efficient RL, which
decomposes the enormous long-horizon state space into several specialized short-
horizon tasks. In the first step, the IOHMM prefilters large amounts of non-
relevant data generated during the normal running of the equipment and detects
the state at which failure is imminent. In the second step, the DRL agent learns
a policy on equipment replacement conditioned on these (close to failure) states.
Our experimental results indicate that the proposed state-/event-based approach
with dynamic data pre-filtering has comparable performance1 to prior work that
trains RL agents directly on the full data set, hence increasing the training
efficiency. Lastly, it allows for more explicit interpretability of the derived policies
by learning the latent state space. Specifically, the IOHMM learns the hidden
state representation of the system (xt) and the DRL constructs the state-action
pair modeling of the environment (st, at).

To evaluate our approach, we use the NASA Commercial Modular Aero-
Propulsion System Simulation (C-MAPSS), turbofan degradation data sets [4,18].

1 performance indicates the ability to suggest replacement before failure with the use
of the maximum usable life as well as with the least number of failed equipment
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These data sets record the output from several engine units with multivariate
time series sensor readings and operating conditions discretized based on the
flight cycles within a run-to-failure simulation. The following subsets of these
data sets will be used in this paper: FD001 with 1 operating condition and 1
failure mode; FD002 with 6 operating conditions and 1 failure mode; FD003
with 1 operating condition and 2 failure modes; and, DS01 with ground truth
degradation values.

Structure: Section 2 provides the literature review. Section 3 frames predic-
tive maintenance as an RL problem. Section 4 proposes the novel methodology.
Section 5 explains the experimental setup. Section 6 provides the interpretability
aspect of the proposed methodology. Finally, Section 7 compares the proposed
architecture with the baseline and previous work.

2 Related Work

There have been several RL methodologies developed to optimize maintenance
decisions. For this task, the effectiveness of an explainable adaptive event-driven
RL strategy is shown in [13,15,16] where such agents can be deployed under
situation-dependent adaptations. RL in industrial applications as a predictive
maintenance strategy is shown in [11,14] where the model learns from both its
own experience through environment interaction as well as from the human
experience feedback. The work reported in [14,21] used turbofan engines [18] as
their case study for optimal maintenance decisions and discussed the limitations
of prior work. In particular, they highlight that prior work is often limited to
estimating the RUL of a system, giving no cause-effect relationship between the
failure and the components of the equipment.

In this paper, we take the Bayesian particle filtering approach (Monte Carlo
simulation combined with DRL) proposed in [5] as the representative of the
state-of-the-art DRL for industrial maintenance and use it as a benchmark for
our work. In this benchmark methodology, sequential Monte Carlo simulation is
used to map the raw sensor data into latent belief degradation states [21], and it
is over these latent belief states (rather than the raw sensor data) that the deep
reinforcement agent learns a policy for equipment maintenance.

Given the need for interpretable decisions, researchers have also investigated
the use of the Hidden Markov Model (HMM) for predicting the RUL of turbofan
engines. Recent research has demonstrated the effectiveness of HMMs both
towards the interpretation of fault points in terms of a correlation between a
sudden decrease in RUL and transition of HMM state, as well as in terms of
predicting a failure event and degradation path [8,9]. In addition, the effectiveness
of Input-Output HMMs (IOHMMs), which are a more generalized version of
HMM, has been explored for the diagnosis of failure, prognosis, health status,
and monitoring of RUL of industrial components [10,19]. The effectiveness of
online HMM estimation-based Q learning that converges to a higher mean reward
for the Partially Observable Markov Decision Process (POMDP), where certain
variables are hidden (not directly observable), is mathematically proven by [25].
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Literature Gap and Research Contributions: The majority of the
research on predictive maintenance using RL focuses on the prognosis based
on the estimation of RUL from multivariate raw sensor readings. However,
the interpretability of the faults of the machine (at the equipment level) is
missing. Furthermore, realistic environments often have partial observability,
where learning from raw data might lead to suboptimal decisions. Additionally,
RL encounters learning inefficiency when trained with limited samples and in an
online setting [7]. In this paper, a novel methodology is proposed for maintenance
decisions and interpretability that is based on DRL. At a high level, an IOHMM
is designed for detecting imminent-to-failure states, while at a low level, a DRL is
designed for optimizing the optimal replacement policy. Furthermore, we present
a comparative analysis with prior work that demonstrates the effectiveness of
the proposed methodology in terms of both performance and interpretation.

3 Framing Predictive Maintenance as an RL Problem

In this section, the decision-making problem associated with optimal predictive
maintenance is framed as an RL problem.

3.1 Environment Dynamics and Modeling

The DRL framework for predictive maintenance proposed in [14] considers three
actions as a general methodology for any decision-making maintenance model;
hold 2, repair, and replace. The constraints can be the maintenance budget, and
the objective function can be the maximum uptime of the equipment. We propose
a general framework for modeling such environments with state transitions
based on the actions selected under stochastic events (uncertainty of failure, and
randomness of replacement by new equipment) at any state, as illustrated in
Figure 1. Although the general framework presented in Figure 1 includes three
actions (hold, replace, and repair), the data sets used in the experiments reported
in this paper do not include data on repair actions and so for these experiments,
the action space consists of just two actions (hold or replace).

Fig. 1. Dynamics of the model of the environment
2 The action of hold means that the agent neither suggests to replace nor repair and

the system is healthy enough for the next operating cycle.
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3.2 Reward Formulation

For the maintenance decision having only replacement or hold actions, a dynamic
reward structure has been formulated as shown in Equation (1) from [21]. In this
equation cr is the replacement cost, cf is the failure cost, t is the current cycle,
Tj is the final (failure) cycle, and rt is the immediate reward.

rt =


0, at = Hold & t < Tj ,

− cr
t , at = Replace & t < Tj ,

− cr+cf
Tj

, at = Hold & t = Tj ,

− cr+cf
Tj

, at = Replace & t = Tj .

(1)

3.3 Evaluation Criteria

To evaluate the performance of the RL agent, these numerical values were chosen:

Cost The average optimal total return (Q̃∗) serves as a numeric value used and
compared with the upper and lower bounds of cost for such conditions [21].

Ideal Maintenance Cost (IMC) serves as the lower bound and the ideal cost
in such maintenance applications. It is the incurred cost when the replacement
action is performed one cycle before the failure, as shown in Equation (2). In this
equation N denotes the number of equipment used for evaluation, E(T ) is the
expected failure state of the equipment.

ϕIMC ≈ N · cr
N · (E(T )− 1)

≈ N · cr∑N
j=1 (Tj − 1)

(2)

Corrective Maintenance Cost (CMC) serves as the upper bound and the maximum
cost in such maintenance applications. It is the incurred cost when the replacement
action is performed after the equipment has failed as shown in Equation (3).

ϕCMC ≈ (cr + cf )

E(T )
≈ N · (cr + cf )∑N

j=1 Tj

(3)

Average Optimal Cost (Q̃∗) is the average cost that the agent receives as its
performance on the test set as shown in Equation (4). In this equation r(s, a)
denotes the immediate reward as formulated in Equation (1), Q∗(s′, a′) denotes
the optimal action value of the next state-action pair, and γ is the discount
factor.

Q̃∗(s, a) =
1

N

∑[
r(s, a) + γmax

a′
Q∗ (s′, a′)

]
(4)

Average Remaining Useful Life (R̃UL) before replacement It quantifies;
how many useful cycles are remaining on average when the agent proposes the
replacement action. Ideally, it should be one according to our defined criteria.
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4 Proposed Methodology (SRLA)

The proposed hierarchical methodology integrates an IOHMM and a DRL agent.
Within this hierarchical model, the purpose of the IOHMM is to identify when
the system is approaching a desired (in our case: failure) state. Once the IOHMM
has reached this failure state, the DRL agent’s task is to optimize the decision on
when to replace the equipment to maximize its total useful life. This IOHMM-
DRL model allows for state- or event-based optimization. This further allows
for a more efficient DRL training, since the training data set is restricted to the
imminent-to-failure states. Figure 2 illustrates the proposed model which we
name Specialized Reinforcement Learning Agent (SRLA).

Fig. 2. Specialized Reinforcement Learning Agent (SRLA).

The DRL training and optimization process is relatively standard. We use
Deep Learning (DL) as a function approximator that generalizes effectively to
enormous state-action spaces through the approximation of unvisited states [3]
as shown in Equation (5). In this equation Li denotes the loss function, yi is the
TD target; which is the sum of the observed one-step reward and the discounted
next Q (action) value conditioned on the current state and action, Q(s, a) is the
estimation of the Q value of the current state-action pair parameterized by θ.

Li (θi) = Ea∼µ

[
(yi −Q (s, a; θi))

2
]
;

yi := Ea′∼π

[
r + γmax

a′
Q (s′, a′; θi−1) | St = s,At = a]

(5)

At a high level, an IOHMM is used, where the objective of training optimiza-
tion is to identify the model parameters that best determine the given sequence of
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observations conditioned on the given input. In the context of industrial settings,
these inputs are the operating conditions that heavily influence the state of the
system and control the system’s behavior. Parameter γ is the vector defining the
probability of being in each hidden state at a particular time xt = Si; given the
input U , the observation sequence Y , and the parameters of the trained model λ
(initial state, transition, and emission probability matrices conditioned on the
input (U) as well), as shown in Equation (6). Parameter δ from Equation (7) in
this context is used to predict the health degradation state sequence of the equip-
ment, where the last cycle of each equipment determines the failure state. The
inference algorithm for the SRLA is described in Algorithm A.1 of Appendix A.

γt(i) = P (xt = Si | U, Y, λ) (6)
δt(i) = max

x1,··· ,xt−1

P [x1 · · ·xt = i, Y1 · · ·Yt | U, λ] (7)

4.1 Interpretability with IOHMM

Beyond the performance considerations of the model, the IOHMM component
provides a level of interpretability in terms of identifying failure states, the
root cause of failure, and stages of health degradation. Based on the state
sequence distributions predicted by the IOHMM from Equation (7), each state of
a particular event can be decoded, such as the failure mode or degradation stage,
as shown in [8]. To discover the most relevant sensor readings corresponding to
these failure states that triggered the IOHMM to predict such a state, feature
importance is performed that leads to the root cause failure analysis. Raw sensor
readings are used as the input feature for the model and IOHMM state predictions
are used as the target. After fitting the model, the importance of each sensor can
be extracted for each IOHMM state. Apart from the failure event hypothesis, it
is necessary to measure the health state of the equipment at different points to
generate an alarm for the user when the equipment reaches a critical point of its
lifetime. The interpretations are based on the critical points along the equipment
degradation curve as shown in Figure 3 and the range of observed IOHMM states.

Fig. 3. Health degradation curve of equipment, taken from [12]
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5 Experimental Setup

The two baseline systems defined in this paper are distinguished and designed
by varying each of these four stages: (i) input, (ii) feature engineering, (iii) RL
architecture, and (iv) output. The summary of the training parameters is shown
in Appendix A.1 of Appendix A.

Baseline 1: Sensor Data + Operating Conditions: (i) Raw sensor data
and operating conditions as the input, (ii) Standard normalization as the feature
extraction module, (iii) DNN as the RL architecture, and (iv) Action policy
at the output. It is used to set the failure cost to be used for the rest of the
experiments.

Baseline 2: Sensor Data + Operating Conditions + IOHMM: (i) Raw
sensor data and operating conditions as input, (ii) MinMax normalization and
IOHMM as the feature engineering module, (iii) RNN as RL architecture, and (iv)
Action policy, RUL estimation, and unsupervised clustering and interpretation
based on events at output; as shown in Figure 4. Its significance is to determine the
optimal number of IOHMM states to be used in the experiments. Implementation
of IOHMM is done through a library [23]. This baseline uses the output of the
IOHMM (probability distribution) as the input to the DRL agent, whereas SRLA
uses the raw data as the input to the DRL agent during the state of specialization.

Fig. 4. IOHMM posterior probabilities as the input to DRL.

5.1 Setting the Hyperparameters for the Models

This section describes the experiments used to determine the hyperparameters
(i) cost of failure (cf ) and (ii) number of IOHMM states. The effectiveness of the
architectures has been evaluated as described in Section 3.3. The data set used
for this part of the experiment is FD001, which is split into an 80:20 (train:test)
ratio.

Calculating the cost of failure The reward function (Equation (1)) for the
RL agent requires the specification of cost of failure (cf ) and cost of replacement
(cr). However, the NASA C-MAPSS data set does not specify these parameters.
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To fix these values, we train Baseline 1 using a range of different cf , while fixing
cr and then comparing and identifying the cf that minimizes the average of
total optimal cost per episode (Q̃∗). cr is fixed (100) and the comparison is
based on the different cf values of 25, 500 and 1000, as shown in Table 1. It
was observed that as cf increases, Q̃∗ becomes closer to the ideal cost, and, at
the same time, the number of failed units decreases to 0%. However, the agent
becomes more cautious, suggesting replacement action earlier in the lifetime of
the engine; thereby, increasing the average remaining cycles. In the context of
predictive maintenance of safety-critical systems, it is more important to avoid
failure at the expense of replacing equipment a few cycles before its remaining
useful life. Therefore, cf of 1000 was chosen for the rest of the experiments.

Calculating the number of hidden states Baseline 2 was used to find the
number of states of the IOHMM model that maximizes the likelihood of our
state space and the performance of the DRL through an iterative process. We
evaluated the performance of the model as the number of states varied between
10, 15, and 20 states. The model trained through IOHMM gives the posterior
probability distribution for every state as shown in Equation (6), which is then
fed as an input to the DRL agent to be able to learn the optimal maintenance
(replacement) policy. The experiment was carried out on the test set using the
failure cost of 1000 and with the same parameters as the previous experiment for
a better evaluation. 15 states of the IOHMM showed better performance results
than the rest, and so in the rest of our experiment, we use 15 as the number of
states for IOHMM model.

Table 1. Comparative evaluation and hyperparameter search.

Failure
cost

Avg
Q* IMC CMC R̃UL

Failed
units

Baseline 1
25 0.54 0.45 0.56 2.4 45%
500 0.61 0.45 2.68 7.5 5%
1000 0.49 0.45 4.92 7.0 0%

Baseline 2
IOHMM
states

10 0.54 0.45 4.92 24.2 0%
15 0.49 0.45 4.92 6.8 0%
20 0.53 0.45 4.92 20.2 0%

6 Experiment 1: Interpretations Based on Hidden States

Data sets FD001, FD003, and DS01 are used in this section using the IOHMM
for event-based hypothesis and state interpretations. The experiments performed
here are to address the question of whether the introduction of the hidden states
can help towards interpretability.
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6.1 Interpretability - Failure Event Hypothesis

Due to the unavailability of the ground truth for other state mappings in FD003,
just the failure states (last cycle state) were mapped in this experiment. Each
failure state in the dataset is annotated with one of the 2 failure modes (HPC
and fan degradation); however, the ground truth for the engines corresponding
to which failure mode is not provided. Analyzing the failure states revealed two
IOHMM states that corresponded to the failure event, which might be based on
the two failure modes. To validate this hypothesis, the analysis was repeated
with FD001, where there is only one failure mode defined in the description of
the data set, and this analysis showed that only one IOHMM state was observed
to be the failure state for each engine. This suggests that it is possible to map
IOHMM states to failure events within the health state of the equipment.

Using the feature importance methodology described in Section 4.1, features
(sensor readings) with a relatively higher score (based on feature importance)
were selected from each class (failure states depicted by IOHMM). Further, the
corresponding actual sensor information and description were extracted from
[18] as described in Table 2. From the background information from the sensor
descriptions, it was observed that the sensor importance for the two different
IOHMM states showed a concrete failure event interpretation that corresponded to
the failure described in the data set (HPC and Fan degradation), as hypothesized
in Table 3.

Table 2. Feature to sensor description.

Feature Sensor Description
5 P30 HPC outlet pressure
8 epr Engine pressure ratio
10 phi fuel flow : HPC pressure
13 BPR Bypass ratio

Table 3. Sensor importance to failure event.

IOHMM
state

Important
sensor
reading

Failure event
hypothesis

(interpretation)
9 BPR Fan degradation
14 P30, epr, phi HPC degradation

6.2 Interpretability - State Decoding and Mapping

The second version of the NASA C-MAPSS data set [4] was used here to evaluate
the state interpretability of IOHMM throughout the engine life, a subset of which
is shown in Figure 5, where the red trend represents the IOHMM state prediction
based on Equation (7). The data set has the ground truth values of the engine’s
state per cycle, the Boolean health state value is represented by the blue line with
state 1 being healthy and 0 being unhealthy, the RUL is represented by the yellow
line, and the green curve represents the health degradation curve. Based on the
reference health degradation curve from Figure 3, and the range of IOHMM states
observed during those conditions, we were able to associate different IOHMM
states with different equipement conditions as shown in Table 4.
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Fig. 5. State decoding and mapping for data set DS001.

Table 4. Interpretability of the IOHMM state to equipment conditions.

Equipment condition IOHMM states
Normal equipment 0 - 2
Potential fault point of equipment 2 - 4
Failure progression 4 - 6
Fault point of equipment function 6 - 7
Failure 7

7 Experiment 2: Comparison of SRLA with Prior Work

Data set FD002 is used in this experiment for the comparative evaluation with
baselines and prior work [21].
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7.1 Comparative Evaluation and Results

As seen in Section 6.2, the IOHMM can align its states and state transitions with
the relevant health states of the engine; however, the definition and alignment of
the states were not fine enough to replace the engine with just one cycle before the
failure. Therefore, DRL is used to refine the granularity after state distribution
based on IOHMM, resulting in a hierarchical model. To evaluate the performance,
the results are compared with the two baseline systems and the Particle Filtering
(PF) based-DRL (Bayesian particle filtering) framework proposed by [5]. In their
experiments [5] used 80 engines as the training set and 20 as the test set out of
260 engines. However, the engines were selected randomly; therefore, an exact
comparison with the average agent cost could not be made. Therefore, the ratio of
the Ideal Maintenance Cost (IMC) to the average agent cost (Q̃∗) was compared
in Table 5. As shown, Baseline 2 performs better than Baseline 1 and SRLA
outperforms baseline systems and has a comparative performance with the PF +
DRL methodology with the added benefits of interpretability.

Table 5. Comparison of the proposed methodology with baseline systems and [21].

Methodology Q̃∗ IMC CMC IMC/Q̃∗ Failure R̃UL Interpretations
Baseline 1 6.87 0.64 7.02 0.09 90% 2.6 No
Baseline 2 0.77 0.64 7.02 0.83 0% 23.0 Yes
PF + DRL [15] 2.02 1.93 20.80 0.96 0% - No
SRLA 0.69 0.64 7.02 0.94 0% 6.4 Yes

8 Conclusion and Future Direction

In this paper, a new hierarchical methodology was proposed utilizing the hidden
Markov model-based deep reinforcement learning allowing the functionality of
interpretability in the stochastic environment along with defining an optimal
replacement policy and estimating remaining useful life without supervised
annotations. Therefore, such a model can easily be used in industrial cases where
the annotation of the fault type is difficult to obtain and the human supervisor
in the loop can help define the state distribution according to the event-based
analysis. To test the effectiveness of the model, the NASA C-MAPSS (turbofan
engines) data sets versions 1 and 2 were used. It was compared with baseline
models and prior work of Bayesian filtering-based-deep reinforcement learning to
evaluate the performance. Our results indicate that the IOHMM-DRL framework
outperforms the baseline DRL systems and has performance comparable to the
Bayesian filtering DRL approach, with the added benefits of interpretability and
a less complex system model. In the future, the proposed hierarchical architecture
of IOHMM-DRL will be applied to other open data sets along with real-world
case studies to measure its robustness.
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A Algorithms and Training Parameters

Algorithm A.1 Specialized Reinforcement Learning Agent (SRLA)
STEP I: IOHMM Training
Input:
n: number of hidden states
Y : output sequences
U : input seauences
Output: λ: model parameters (initial, transition, and emission probability)

STEP II: Viterbi Algorithm (IOHMM Inference)
Input: λ, U , Y
Output: δt(i) = maxx1,··· ,xt−1 P [x1 · · ·xt = i, u1 · · ·ut, y1 · · · yt | λ]

STEP III: DRL Training
Input:
δs: specific event (such as failure)
St: ut + yt
Enviroment Modeling
Deep Reinforcement Learning
Output: Q̂*(St, At)

STEP IV: SRLA Inference
Input: λ, Q̂*(St, At), St: (Ut, Yt)
Step II, Interpretations Based on Hidden States
δ → Specialized state (Xs) → Us, Ys

if St in Xs then
Q̂*(st, at)
Environment Model

else
at = do nothing (hold)

end if
Output: Q̂*(δt, st, at)

A.1 Training Parameters

The summary of the DL framework within the RL architectures is as follows: (a)
Deep Neural Network (DNN) consisting of a total of 37,000 training parameters
and fully-connected (dense) layers with 2 hidden layers that have 128 and 256
neurons, respectively, with ReLU activation. (b) Recurrent Neural Network (RNN)
consists of 468,000 training parameters and fully connected (LSTM) layers with 2
hidden layers having 128 and 256 neurons, respectively. The output layer consists
of the number of actions the agent can decide for decision-making with linear
activation. The parameters of the DRL agent are as follows: discount rate = 0.95,
learning rate = 1e-4, and the epsilon decay rate = 0.99 is selected with the initial
epsilon = 0.5.
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