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Nonlinear two-dimensional water waves with
arbitrary vorticity

Delia Ionescu-Kruse* Rossen Ivanov'

September 13, 2023

Abstract

We consider the two-dimensional water-wave problem with a gen-
eral non-zero vorticity field in a fluid volume with a flat bed and a free
surface. The nonlinear equations of motion for the chosen surface and
volume variables are expressed with the aid of the Dirichlet-Neumann
operator and the Green function of the Laplace operator in the fluid do-
main. Moreover, we provide new explicit expressions for both objects.
The field of a point vortex and its interaction with the free surface is
studied as an example. In the small-amplitude long-wave Boussinesq
and KdV regimes, we obtain appropriate systems of coupled equations
for the dynamics of the point vortex and the time evolution of the free
surface variables.

1 Introduction

The study of rotational flows of an inviscid incompressible fluid with free
boundary is of high theoretical and practical interest (e. g., the evolution
of surface waves on the ocean, their approximation by model equations and
by computer simulations, the dynamics of wave interactions). The vorticity
is the key quantity in the analysis of the fluid motion. The description of
the dynamics of rotational ideal fluid flows with a free boundary in two
dimensions is of fundamental significance. In this paper we concentrate
on the governing equations (expressed in terms of the appropriate surface
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and volume variables). We provide a general description of the intricate
interaction between the rotational motion in the bulk of the fluid and the
surface motion. The Dirichlet-Neumann operator and the Green function
of the Laplace operator in the bulk of the fluid play a very important role
in the mathematical formulation of the nonlinear system of equations. We
note that the Green function in this case depends on the moving boundaries
of the domain, that is, the free surface of the fluid.

The problem of the Hamiltonian formulation of the hydrodynamic equa-
tions plays an important role in the water-wave theory and has a long history.
A significant theoretical development has been made by Zakharov in his 1968
paper [33]. He reformulated the problem of irrotational waves in deep water
as a Hamiltonian system where the velocity potential for the irrotational
flow and the surface elevation are the canonically conjugate variables that
constitute the dynamics: in fact, it suffices to know the boundary values
of the velocity potential at any particular time and the shape of the free
surface in order to recover the flow throughout the fluid region at that time.
The Hamiltonian functional can be conveniently expressed through the sur-
face variables with the help of the non-local Dirichlet-Neumann operator,
which takes boundary values of a harmonic function and returns its nor-
mal derivative. The Dirichlet-Neumann operator also allows for a straight-
forward derivation of various long-wave approximations of the water-wave
problem, see Craig and Groves [12]. Irrotational flows with free surfaces
have been studied from a Hamiltonian point of view also by Miles [28] (see
also Milder [29]), Benjamin and Olver [3] and many others. Zakharov’s
ideas for irrotational waves in deep water have been generalized in various
directions by several authors. Wahlén [32] provided a Hamiltonian formu-
lation for surface waves of finite-depth water with constant vorticity using
the nearly-Hamiltonian formulation of Constantin, Ivanov and Prodanov [7].
The formulation also involves the Dirichlet—-Neumann operator.

The two-dimensional two-layer irrotational gravity water flows with a free
surface and interface possesses a Hamiltonian formulation too, this has been
shown by Craig, Guyenne and Kalisch [13] (using the results from [2] and
[12]). For two layers with constant vorticity in each layer, the Hamiltonian
approach has been extended by Constantin, Ivanov and Martin [6]. For
stratified two dimensional periodic water flows with piecewise constant vor-
ticity, accounting for Coriolis effects in the equatorial f-plane approximation
does not hinder the Hamiltonian description of the governing equations, see
Ionescu-Kruse and Martin [20], Constantin and Ivanov [5]. We mention that
additional complexity is introduced when water-waves are propagating over
a non-flat bottom (see, for example, Craig et al. [14], Compelli, Ivanov and
Todorov [8], Compelli et al. [9], and the references therein).

In the case of an arbitrary, rotational flow, Lewis et al. have introduced in



[24] non-canonical Poisson brackets and they have shown that the equations
of motion for incompressible flows with a free boundary having surface ten-
sion are Hamiltonian relative to this structure. The method used in [24]
for obtaining the Poisson bracket is to pass from canonical brackets in the
Lagrangian (material) representation to the non-canonical brackets in the
Eulerian (spatial) representation. The non-canonical variables in [24] are
the velocity vector field and the free surface, the Hamiltonian functional is
given by the total energy. However, this formulation is in terms of a de-
generate Poisson bracket which greatly complicates the diagonalization of
the bracket and the introduction of canonical variables. In addition, in the
infinite-dimensional case the Poisson bracket is defined usually only for a
specific class of functionals, often called admissible functionals. The fact
that one picks out a special class of functionals is related to the fact that
usually one does not provide the infinite dimensional phase space with the
structure of a smooth manifold and therefore one cannot just speak of C'*°-
functions on this phase space. The choice of this class of functions and
the definition of their functional derivatives is very subtle matter and there
is no simple recipe describing how to choose these objects in our infinite
dimensional system with its free boundaries. If the infinite dimensional con-
figuration space is the diffeomorphism group of a compact oriented smooth
n-dimensional manifold with smooth boundary, a situation which appears in
the mathematical modelling of an ideal fluid which completely fills a vessel
with smooth boundary, Ebin and Marsden constructed rigorously a struc-
ture of manifold for this configuration space in [18]. Configuration manifolds
for ideal fluids with free boundaries have been introduced at a formal level
in [24]. The Poisson bracket is defined only for the admissible functionals.
In order to verify the Jacobi identity on all triples of admissible functionals,
one has first to check that the bracket of two admissible functionals is again
an admissible functional. This difficulty of non-closure of the class of admis-
sible functionals under the operation of taking Poisson brackets, was first
considered by Soloviev in a series of papers (see, for example, [30], [31]).

In 1859 Clebsch derived the equations of motion in an inviscid, incompress-
ible fluid by a variational principle. The variables introduced by Clebsch,
which appear from his original representation of the fluid velocity field and
called by some authors Clebsch potentials (for a summary of the basic facts
from the two important Clebsch papers [4], see for example, Lamb [22],
§167), have the remarkable property of being canonical variables, they en-
able one to represent the equations of motion for ideal hydrodynamics in a
Hamiltonian form. Having canonical variables one can easily calculate the
Poisson brackets between any physical quantities and one also succeeds in
writing down a variational principle. The choice of Clebsch variables is not
unique and it is also difficult to assign a physical meaning to them (see,
for example, the discussion in Benjamin [1], §7 and the references therein).



A variational formulation of this type has been put forward by Cotter and
Bokhove in [10].

Due to the difficulties outlined above, in this paper we concentrate on
the equations for the rotational fluid with a free surface, rather than on
the Hamiltonian description of the problem. After the preliminaries and
notations in Section 2, we reformulate the nonlinear equations of motion
with the aid of the Dirichlet-Neumann operator and the Green function of
the Laplace operator in the bulk of the fluid in Section 3. If the flow is
irrotational, then the velocity can be expressed as the gradient of a scalar
field, namely the velocity potential. According to Weyl-Hodge theory (see
[18] for a summary and references), the velocity field decomposes uniquely
as the sum of the gradient of the velocity potential ¢ and a divergence free
vector field which is tangent to the free surface. We denote by r the stream
function of this divergence free vector from the unique Weyl-Hodge decom-
position and by £ the restriction of ¢ to the free surface n. For a nonconstant
vorticity w(z, z,t), evolving according to the vorticity equation, we recast
the free boundary water-wave problem in terms of the variables &, r, n and
w. The evolution in time of these variables is described by equations, involv-
ing the Dirichlet-Neumann operator and the Green function of the Laplace
operator in the bulk of the fluid. For both structures we provide explicit
expressions, (59), (65), respectively. As an illustration of the general set-
ting, the small-amplitude long-wave scaling regime is studied in Section 5,
and the corresponding expression for the Dirichlet-Neumann operator is ob-
tained (95) and compared with the Craig-Sulem [15] expression as a power
series expansion in terms of the free surface variables. In the next Sections,
the field of a point vortex and its interaction with the surface is studied as
an example. In small-amplitude, long-wave regimes, the appropriate Green
function for the point-vortex problem is the Green function on an infinite
strip. Alternative expressions of the Green function on an infinite strip,
constructed by different methods - the method of images, the method of
conformal mapping or the method of eigenfunction expression - are avail-
able in standard books on partial differential equations, see, for example,
Marchioro and Pulvirenti [25], Yu.A. Melnikov and M.Y.Melnikov [27] and
the references therein. We obtain an alternative form of the Green function
on the strip, that is, (106). Finally, in the Boussinesq and KdV propagation
regimes, by assuming that the point vortex does not move under the action
of its own field, we arrive at the systems (121), (133), respectively, for the
point vortex and the surface variables. The motion of the point vortex is
influenced by the free surface and the flat bottom. In the evolution of the
surface variables, we observe the presence of the vorticity and of the vertical
derivative of the Green function evaluated on the free surface. It is interest-
ing to note that even in the simplified case of an unperturbed KdV soliton
travelling above the vortex, its trajectories are bounded in time and their



shape depends on the depth at which the point vortex is located.

2 Preliminaries

We consider a two-dimensional inviscid incompressible fluid in a constant
gravitational field. Let x and z be the horizontal and vertical coordinates,
respectively. The fluid domain

Q, = {(z,2) eR*: —h < z < n(z,t)}
is bounded below by a flat rigid bottom
B = {(z,2) €eR?*: z = —h}
and above by the free surface
Sy = {(z,2) eR?: z = n(z,b)},

which we assume to be the graph of a function, see Fig. 1. Let (u(z, z,t), v(z, 2,t))
be the velocity field.

&2

z=n(x,t)

Figure 1: The fluid domain.

The motion of the ideal fluid with a constant density p set to 1, is
described by Euler’s equations

U + UUy + VU = — Py

in Q, (1)
Vp + UV + VU, = — P, — (g



where p(z, z,t) denotes the pressure, g the constant gravitational accelera-
tion in the negative z direction, and the incompressibility condition

Uy + v, = 0 in Q. (2)

Complementing the equations of motion are the dynamic and the kinematic
boundary conditions

P = Patm on Sn (3)
v =1 + ung on S, (4)
v =0 on B, (5)

with patm the constant atmospheric pressure at the free surface.
We define now the scalar vorticity of the two-dimensional flow by

w(z,z,t) = u, — v, in Q. (6)

Taking the curl of Euler equations (1), we get the evolution of the vorticity
in time

wi + uwy, + vw, = 0 in Q. (7)

Irrotational flow occurs when w is zero everywhere, constant non-zero vor-
ticity corresponds to a linear shear flow and non-constant vorticity indicates
highly sheared flows. Throughout this paper we consider rotational flows of
arbitrary nonconstant vorticity.

3 Equations of motion reformulated with the aid
of the Dirichlet-Neumann operator and the Green
function in the free boundary domain

For two-dimensional flows, the incompressibility condition (2) ensures the
existence of a stream function 1 (z, z,t) - determined up to an additive term
that depends only on time - by

u = 1/127 v = —%- (8)

Taking into account the kinematic boundary conditions (4)-(5), the stream
functions satisfies

d
%7/)(33777(33775)»& = - on Sna (9)

and

Yz(x,—h,t) = 0 on B. (10)



If the flow is irrotational, then the velocity can be expressed as the gradient
of a scalar field, V; one refers to ¢ as the velocity potential. In our case,
according to Weyl-Hodge theory (see [18] for a summary and references),
the velocity field decomposes uniquely as

(8)
=@ + 1, = z
U ® T P (11)

—~
=

V =@z — Ty = —Yy

where ¢(x, z,t) is the velocity potential, and (r,, —7;) is a divergence free
vector field, which is tangent to the free surface ;. The unit outward normal
to the free surface is

1

e ) (12)
Thus, the function r(z, z,t) has to satisfy the following condition
d
re + 1M =0 = %r(x,n(x,t),t) =0 on S, (13)
By (11),
w= Ar = Ay in Q) (14)

and the function (¢ — ) is the harmonic conjugate of the function ¢.

We will concentrate on waves with decay and so we assume that the functions
r(z,z,t), n(x,t), p(z, z,t) are fast-decaying functions as |z| — oo, for all ¢,
and on the boundaries we take

r(z,n(x,t),t) = 0 on S, (15)

r(z,—h,t) = 0 on B. (16)
Let us now write the Euler equations (1) in terms of the functions ¢, r, and

. With (11) and (14) in view, we get

T
1 L
\Y (wﬂr 2\V¢|2+p+gz> = ( et U ) : (17)

Tzt + UW

From the vorticity equation (7) and the incompressibility condition (2), we
have

et + uw = —8;1 [(ra + vw)y] (18)

and thus (17) becomes

1
V(64 GITUF ok gz 4 07 [t vl) =0 (19)



Hence, at each instant ¢,
1 _
o+ GIVU 4+ gz O [ — wib]
is constant throughout the fluid domain ©,. By (3), the pressure at the free

surface is the constant atmospheric pressure, thus, by evaluating at the free
surface! the expression above, we obtain that

1
(p)s + VUL + gn + [0, [ra = wibn]]g

is constant on S,. We absorb into the definition (11) of ¢ a suitable time-
dependent term so that, on S,

1 _
(pr)s + §|V¢|§ +ogn + (07 [ra — wipa]]g= 0, (20)
or in the form
1 2 1 2
(pt)s + §|VSO|S + §]V7’|5 + (Perz — T202)s
+gn + (07 [ra — wibe]]g= 0. (21)

Summing us, in terms of ¢(x, z,t), r(x, z,t), n(x,t), fast-decaying functions
as |x| — oo, for all ¢, we have the following equations

Ap =0 in €,
Ar = w in
1 _

(p)s + SIVUls + gn + [0 [z — wi]]g= Oon 5,
meo= el = Y| e = e = e e = VI Veeno on Sy (99

rey + rme = 0 on 5,

r=0 on S

p, =0 on B

r =0 on B.

Given initially an arbitrary vorticity w, with the evolution equation
Wi = YeWwy — Yy in Qm (23)

we will recast the problem (22) in terms of the variables &, r, 7 and w, where
& is the restriction of ¢ to the free surface,

&(z,t) = p(x,n(x,t),t) on S,. (24)

"'We use subindex S for evaluations at the free surface.




We introduce the Dirichlet-Neumann operator GG associated to the domain
Q,, given by (see [11])

GE:= V1413 (Ve)s-n, (25)
and hence we can write the forth equation in (22) as
ne = G§¢ on S, (26)
From (22), the function ¢ satisfies the boundary value problem
Ap = 0 in €
=0 on B (27)
e =& on 5,

We take a basis of elementary harmonic functions in the strip —h < z <
H, where H=const is the upper bound of 7, satisfying the first boundary
condition in (27), that is

or(z,z) = A(k) cosh ((z + h)k)eikz. (28)

Then, we consider a subclass of solutions to (27), regular in the strip —h <
z < H, given by

o(z,2) = ! /OO [Ql(k‘) cosh ((z + h)k)} ek df, (29)

™ —00
for a suitable choice of 2((k), for example,
A(k)| < Ce ¥ 4 >h+H >0, C>0 const. (30)

The existence and uniqueness of the solutions to the boundary value problem
(27) is studied, for example, in [23].
We introduce the operator

D=—-id,, O0,=iD, 0;'=-iD, D '=io;", (31)

and taking into account that for an arbitrary function f(z) the operator
e®P | with a € R, applied to f is e*P f(z) = e % f(z) = f(x —ia), we
have

e—(z—i—h)Deikm _ eik[m—l—i(z—i—h)] _ eikme—(z—l—h)k‘ (32)

Hence, the function ¢ in (29) can be written as

¢(z,2) = cosh ((z+ h)D) /Oo lQL(k:) &k gk, (33)

o T



where the operator

h)%D? h)*D*
cosh((z+h)D) =1 + (2 +2') + (2 +4') + .. (34)
By the second boundary conditions in (27), we have

o 1 )
&(z) =:cosh((n+h)D): / —A(k) e dk,
o T
thus, we get

¢(z,2z) = cosh ((z+ h)D)[: cosh ((n+ h)D) : ]_1 £, (35)

where : cosh ((n + h)D) : is the normal ordering of the operator
cosh ((n + h)D), that is, in its expression

h)2D? h)*D*
:cosh (n+h)D) : =1 + (77+2!) + (77+4!) t o (36)

first are the powers of the function n(z,t) + h which depends on x and then
the powers of the derivative operator D.

Let us focus now on the other boundary value problem

Ar = w in €,
T 0 on B (37)
r =0 on S,

We seek to solve this problem by using a Green function, that is, the solution
I'(x,x0) to the problem

AT
I‘_

d(x—x0) in (38)
0 on BUS,,

where ¢ is the Dirac delta function, x = (z,2) € Q, and xo = (zo, 20)

is a fixed point in €2,. Then, by Green’s representation formula (see, for
example, [19]), the solution to the problem (37) can be written as

rx) = A w /Q I'(x,x0) w(xp) dxo. (39)

In order to construct the Green function I'(x,x) for our domain 2, C R?,

we use the fundamental Green function I'g(x,x0) in the whole plane, that
is, the function which satisfies the equation

AT,

S(x —xp) in R?

10



for any point xo € R?. This function has the expression (see, for example,

[19])
To(x,x0) = yo In ((m —20)% + (2 — 20)2). (40)
We set

I(x,x0) = To(x,x0) — F(x,x%0), (41)

where §(x,X¢) is a harmonic function in €, so that the Green function I
satisfies the boundary condition in (38), that is,

AF =0 in

"
§ = Tol(x,—h,x0) on B (42)
g = FO(xvn(xvt)7X0) on 577'

Similar to the assumptions made in relation to the boundary value problem
(27), we now assume the existence of a subclass of solutions §(x, x¢), regular
in the strip —h < z < H.

With the help of the operator D defined in (31), (32), we write the general
solution to the above equation into the form

F(x,x0) :e(z+h)D/ Mei’“ dk + e(z+h)D/ Meilm dk.
oo 2m oo 27

From the boundary conditions in (42) we get

/ .A(l;;rxo) kT dl = — % [: sinh ((n + h)D) :] - To(z,n,%0)
% B : e(ﬁ"rh)D : Fo(.%', _h7X0)

+ = [tsinh ((n+ h)D) ]

/oo Bk, %0) jikz g, _ L [ sinh (9 + R)D) :] " To(a, 7, %)

[: sinh ((n + h)D) :}_1 e FRID o (2, —h, x0).

N

Finally, we conclude that
F(x,x0) = sinh ((z + h)D) [: sinh ((n + h)D) : - To(z,n,%0)

+ %ef(erh)D [: sinh ((n + h)D) :]_1 c MDD T (2 —h, x0)

— %e(”h)D [: sinh ((n + h)D) :]_1 ce (D T2, —h, x)

= sinh ((z + h)D) [: sinh ((n + k) D) :] - To(z,n,%0)
— :sinh ((z —n)D) : [: sinh ((n + h)D) -] - Lo(z, —h,xp).

11



Therefore, the Green function (41) has the expression

I'(x,x9) =To(x,%x9) — sinh ((z + h)D) [: sinh ((77 + h)D) :] ! To(z,n,%0)

+ :sinh ((z — 77)D) : [: sinh ((77 + h)D) :] ! To(z, —h,x0),
(43)

and

r(x) = /Q I'(x,x0) w(xg) dxp. (44)

"
From (11), (31), (35), (44) and the relation
D~ 'sinh ((2 + h)D) = sinh ((z+h)D)D ™,
we obtain that
vle2) = [ Tlxxa) wixo) dxo
y
1

+ i sinh ((z + h)D) [: cosh ((n+ h)D) :] " &. (45)

Therefore,
Ve = /Q Iy (x,%0) w(xg) dxg
—sinh ((z + h)D) D [: cosh ((n + h)D) :] e (46)
Yy ¢ = (/Q I (x,%x0) w(xo) dx0>s

n

— :sinh ((n+h)D) : D [ cosh ((n+ h)D) :] ¢ (47)

¥, = /Q ', (x, x0) w(xo) dxo

n

+i cosh ((z+ h)D)D [: cosh ((n + h)D) :] e (48)

(o

= (/Q I, (x,x0) w(xo) dx0>s

n

s

+ 4 :cosh ((77 + h)D) : D [1 cosh ((77 + h)D) :]_15

:(/Q I'.(x,%0) w(xo) dXo)g + &

n

— 1) : sinh ((7] + h)D) D [: cosh ((77 + h)D) :]_lf (49)

12



In view of the forth equation in (22), from (26), we have

Va —GE, (50)

S+m%

s

that is,

</Q,7 Iy (x,%x0) w(xg) dXO)S + 17:,3(/% I, (x,x0) w(xo) dXO)S

+ n2&s — :sinh ((n+ h)D) : D [: cosh ((n + h)D) :]_1 13

— 72 :sinh ((n+ h)D) : D [: cosh ((n + h)D) :]715

= o€y — (1 +n2) sinh ((n + A)D) : D [: cosh ((n+m)D) ] '€, (51)
where, by the fifth equation in (22), the sum of the above integrals is zero.

We underline the fact that the Green function in (43) depends explicitly on
the free surface 7. From (44), the evolution equation in time for the function
r is

ri(x) = R(z, z), (52)
where

R(x,z):= /:: /_7:350775) [Ft(x,xo) w(xg) + I'(x,x0) wt(xo)] dzo dzxg
. o0

/_ I'(x, o, n(wo,t)) w(zo,m(0,t)) Me(wo,t) do

(23)£(26) /Q [Ft(anO) w(X()) +F(XaX0) (wzowzo - wzowxo)} dXO
" /_ (%, 30, 1(x0, £)) w(ao, (z0,1)) GE(wo) dzo.  (53)

From (43), and by (I'g):(x,%x¢) = 0, for x¢ fixed in the fluid domain, the
time derivative of I', which depends explicitly on 7, is
(26)
Li(x,x0) = Tp(x,x0)m = T'y(x,x0) G¢(x). (54)

It remains to look at the evolution equation for ¢ and at the Bernoulli
relation on the free surface, that is, the third relation in the system (22).
First, by differentiating (24) with respect to = we get

& = (pa)s + (¢2)s, (55)
and from (25), we have the system

(pz)s + (p2)snz = &

13



The system (56) can be solved as

()5 = 137 (6 —mcE) -
(p2)s = 5 Jrln% (Gé + nxéx)-
On the other hand, taking into account (35),
(¢2)s = :sinh ((+h)D) : D [:cosh (p+h)D) ] "¢ (58)

Therefore, by (57), we obtain the following formula for the Dirichlet-Neumann
operator in terms of the free surface and the flat bottom

G¢ = — &y + (1+n2) :sinh ((n+ h)D) : D [: cosh ((n+ h)D) ](1 57)
59

formula that agrees with (51). In Section 5, we will compare the above new
explicit expression for the Dirichlet-Neumann operator with the commonly
used one as a Taylor series [11, 12, 15], see the formula (95).
Differentiation (24) with respect to t we get

& = (pr)s + (p2)sm,
and in view of the third relation in the system (22),
1 2 -1
ft = (sz)S e — §’V”¢\s —gn — [81 [ Tzt — wwx]]s' (60)

According to (26), (52) and (57), we obtain

“ = 1n+£ng Gt g (GO (G0 —5lvels —am
- [8;1 [R:(z,2) — UwaHS. (61)

For the last term above we can calculate

%[[8;1[rzt — will]g] = (s = (wea)s + [ (e — wea)lgne
WL )5 — (ran)sme + wsn. (62)

Summing up, we have proved that:

Theorem 1 For an arbitrary vorticity w(x, z,t), the nonlinear governing
equations for the wave-vorticity interactions, can be written in terms of the

14



variables w(x, z,t), r(z, z,t), n(x,t) and {(x,t), in the following way:

W = P, — Yy m Qn
ro=R(r,) in 9,
n = G on S

t N éa: 1 9 ! (63)
& =10t (69 (G —5IVls —gn

+ oot [mﬂ%x(m, 2)

.- Rz(az,z)’S - wS(Gg)] on S,
where
v = [ Tl wixo) dxg
+i sinh ((z+h)D) [: cosh ((n+h)D) ] "¢ (64)
I(x,x0) = To(x, o)

— sinh ((z 4+ h)D) [: sinh ((n + h)D) - To(z,n,x0)
+ :sinh ((z —n)D) : [: sinh ((n + h)D) :] - To(z, —h,x0)

(65)

To(x,x0) = % In ((:L’ —z0)? + (2— zo)Z) (66)
Yy = /Q Iz (x,%0) w(xo) dxo

— sinh ((z + h)D)D [: cosh ((n + h)D) :] e (67)

Uz

.= (/Q I (x,%x0) w(xg) dXO)S

n

— :sinh ((n+ h)D) : D [: cosh ((n + h)D) ] e (68)

v, = /Q T, (x, x0) w(x0) dxo

n

+i cosh ((z+h)D)D [: cosh ((n + h)D) :}_15 (69)

(C®

:(/Q I, (x,%x0) w(xo) dXo)S + &

n

S

— 1 2 sinh ((n+ h)D) : D [: cosh ((n + h)D) :]_1§ (70)
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Rie.2) = [ [(GEOT x0) wlx) +T0x0) (hiony — i)y

n

+ [ Tlxan.ntan)) wleo,n(r) GEao) doo (71)
GE = — s + (1+02) :sinh ((n+h)D) : D [: cosh ((n + h)D) :](1 g)
72

4 Point vortex

In this section we suppose that the vorticity in the problem comes from a
point vortex submerged beneath the free surface. Let us consider that

w = wix—q) = w(r—q)i(z— q), (73)

where w* is a constant and q = (¢1(t), ¢2(t)) € Q, the position of the point
vortex. Then,

w = w (= 0@ = a)dz— @i~ @ —a)d(z—a)i)  (T4)

and the first equation in (63) becomes

(jl = wz _
A (75)
(j2 = ﬂ)w

x=q

By (64), (67) and (69) we get

Y(x,z) = w'T(x,q)+14 sinh ((z + h)D) [: cosh ((77 + h)D) :] 715 (76)
Yr = w'Ty(x,q) —sinh ((z + h)D)D [: cosh ((n + h)D) :] e (77)

Y. = w*T;(x,q) +i cosh ((z+h)D)D [: cosh ((n+ h)D) :] e (78)

Hence, the equations (75) become

q.l = W*FZ(X7q) x=q
+i [cosh ((z4h)D)D [: cosh ((n + h)D) :] - 4 _
=1 (79)

qé = - w*rx(xa q)
x=q

+ [sinh (= +R)D) D [+ cosh (5 + W) D) ] ' ¢] —
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Close to the vortex, that is, x — q, the Green function (65)-(66) diverges
as a logarithm. We accept, as in [25, 26], that there is no self-interaction.
By assuming that a single vortex does not move under the action of its own
field, in the system (79) we will exclude the singular terms.

The third equation in (63) is not affected by the vorticity.
Let us look what becomes the expression of the function R from (71)

R(z,z) = w'ml'y(x,q)

+ W*/ I'(x,xq) [%05(360 — q1)8'(20 — @2) — ¥2,0' (x0 — q1)6(20 — g2) | dx0

Qy

o [ D, 20, 1(20)) 520 — 41)5(n(0) — 42)GE(o) dvo.

—0o0
Taking into account the fact that the point vortex can not be on the free
surface, the last term above is zero, then,

R(z,2) = w'nly(x,a) +w* (= T (%, @) (@) = T(%, @) 05()
o+ Ty (%, @)1ga (@) + T (%, @)y, (a))
= WLy (,a) + " (= Ty (6, @) (@) + Ty (5, @) (@)
T oty (x, @) + 0" (T (6, @)da + Ty, (6, @) ). (80)
By the third equation in (63), the second equation in (63) takes the form
re = wThy(x,q)GE+ w* (Fql (x,q)¢1 + Ty, (x, q)q'g) in €. (81)

From (73), and the fact that we do not allow point vortices on the free
surface, we get wg = 0. Thus, the forth equation in (63) becomes

6 = " (G8) - (GE) — 51Vl —on

BT A e
-1 .
+ 07 [eRale, )| = Ra(@2)| | on S, (82)

Concluding, the system for the surface variables and the point vortez is

G = i[cosh ((z + h)D)D [: cosh ((77 + h)D) ;}_1 f} g

& = [sih((z+ WD) cosh ((n + 1)D) ] ']

x=q
Z j;ém) (83)
& =5 gy L (o) (qe) - Lvull -

L > 1+ 72 gl VWi 9N

-1
+ 07 [meRa(e,2)|

B Rz(x,z)‘s}
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where

R(z,2) = wTy(x,q) GE+w" (Dy (x, @)1 + T, @)dz)  (84)

Pxa) = (@ —a) + (- a))
— sinh ((z + h)D) [: sinh ((n + h)D) :] ! To(x,n,q)
+ :sinh ((z —n)D) : [: sinh ((n + h)D) :] - Lo(z,—h,q) (85)

1

Yz §

(86)

¢ = w T, (x, q)‘s— :sinh ((n+ h)D) : D [: cosh ((n + h)D) |~

(oF

= w'T,(x, q)‘s +i:cosh ((n+ h)D) : D [: cosh ((n+ h)D) :]_15
(87)

S

5 Small-amplitude long-waves approximation

For the propagation of long waves, we will study the equations (83) under
the assumption that their wavelength A is much bigger than the total depth
of the undisturbed water h. We denote by 6 = % Thus, for the wave number
k= 27” we have k = O(J). Because the operator D has k as eigenvalue (i.e.

Det*® = kei*®) we have D = O(J). By Taylor series expansion we have

(z+ h)3D3

sinh ((z+h)D) = (z+h)D + 5

+ 089, (88)

(z+ h)2D?

cosh ((z+h)D) = 1 + )

+ O@5Y). (89)

In our analysis, we also consider that the waves have a small amplitude of
order e. For n € O(e), we make the approximations

sinh ((n + h)D) sinh(n D) cosh(h D) + cosh(n D) sinh(h D)

~ n D cosh(h D) + sinh(h D) (90)

and

cosh ((n+ h)D) = cosh(n D) cosh(h D) + sinh(n D) sinh(h D)
~ cosh(h D) + nDsinh(h D). (91)
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Therefore,

1 1

ssinh ((n+ 0)D) ;| [: (3 Dcosh(h D) + sinh(h D) i
= [: [n D coth(h D) 4 1] sinh(h D) :]
= [sinh(h D)] "' [: (n Dcoth(h D) +1) 2]~

= [sinh(h D)] 7" [: (1 + nDcoth(h D)) :]~
1
sinh(h D) (

1
1

1

1 —nDcoth(h D)) (92)

~
~

and

[: coshi (5 + h)D) :] " ~ [+ (n Dsinh(h D) + cosh(h D) :]
= [: [nDtanh(h D)+ 1] cosh(h D) :]71
= [cosh(h D)] ™" [: (n Dtanh(h D) + 1) :]_1

~ coshth)(l —n D tanh(h D)). (93)

Further on, by ignoring the terms of order O(n?) , we get

:sinh((n+ h)D) : D [: cosh ((n+ h)D) 1]71

~ (sinh(h D) + n D cosh(h D)) D (1 —nDtanh(h D))

1
cosh(h D)
=D tanh(hD) — D tanh(hD) 5 D tanh(hD) 4 nD? (94)

and thus, the expression (72) of the Dirichlet-Neumann operator becomes

G¢ = —nyé, + (Dtanh(hD) — D tanh(hD)n D tanh(hD) + nD*)¢ + O(n?)

D (Dp) - (D€) + D tanh(AD)¢ + nD%¢ — D tanh(hD)n D tanh(hD)E + O(n?)

=D tanh(hD)¢ + (DnD — D tanh(hD)n D tanh(hD))é + O(n?) (95)
We recognize here the first two terms
G¢ = Dtanh(hD)¢

and
GW¢ = (DnD — Dtanh(hD)n D tanh(hD))E

from the Taylor series expansion of the Dirichlet-Neumann operator [11, 12,
15].
Next, by considering the expansion

tanh(hD) = hD — %h?’D?’ + O((hD)?), (96)
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we get
G¢ = DhDE — %Dh?’D?’f + DnD¢é + O(n?,n(hD)?, (hD)Y), (97)

that is,
CE = ~hEee — W — (&) + O, 6%, (98)

We approximate the terms from the first and the second equations in (83)
by the following expressions

cosh((z + h)D) D [: cosh ((n + h)D) ] "
~ (z +h)2D?
~ (1+ 2 > cosh(h D)

~ (14 S p (s (1 p(ap - )
+

(1 —n D tanh(h D))

2
O(D?), (99)

6 ) Coshzh D) (1 — 5 Dtanh(h D))

~ np(1+ EEE) (1 E7) (1= p(n0 - 7))

~ (z+ h)D* + O(D%). (100)

Therefore, these two equations become

G = ga:(‘]l)

G2 =— (g2 + h)&e(q1), (101)

that is, the point vortex moves only because of the presence of the free
surface and of the flat bottom. The leading-order equations for the system
(101) are

g =0 the point vortex stays at rest
: - (102)
g2 =0 a1(t) = q1(0), g2(t) = g2(0).

Similarly, we find for (86) and (87)
Ve |
Ve

= w'Ty(x, q)‘s + (7 + h)&ea(z) (103)

= W' TL(x, Q)| + & (@)
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In small-amplitude, long-wavelength regimes, the appropriate Green func-
tion for our point-vortex problem is the Green function on the infinite strip
{—0 <z <00, -h < 2z < 0}. Alternative expressions of the Green
function on an infinite strip, constructed by different methods - the method
of images, the method of conformal mapping or the method of eigenfunction
expression - are available in standard books on partial differential equations,
see, for example, [25, 27] and the references therein. By the method of im-
ages one obtains an infinite product representation of the Green function for
the Dirichlet problem on an infinite strip [27]

n=0o0

1 (x —20)% + (2 — 20 — 21 h)?
r =—1 . 104
o) A nn_l_[oo (z —20)? + (2 + 20 + 20 h)? (104)

By the method of conformal mapping, the following Green function is ob-
tained [27]

1 . coshZ(x —x0) —cos 7(z — 20)

I'(x,x0) = (105)

—In .
4m  cosh 7 (x — o) — cos 3 (2 + 20)

By taking n = 0 in (65)-(66), we obtain an alternative form of the Green
function on the infinite strip {—co < z < 00, —h < z < 0}, that is,

1
I'(x, %) :E{ In ((93 —w0)? + (2 - Zo)2>
— sinh ((z + h)D) [sinh (hD)] “'In ((x —x0)% + zg)
+ sinh (z D) [sinh (hD)] “'In <(m —x0)? + (h+ zo)z)}
(106)
For the following calculations, we will choose the expression (105) of the
Green function

1 . cosh¥(x—q1)—cosT(z—q2)
I'(x,q) = —1In h h . 107
(x.q) 4m cosh §(x —q1) —cos 7(z + q2) (107)

We see that far away from the point vortex, that is, |x — q| — oo, we have
I'(x,q) — 0, and close to the vortex, that is, x — q, the Green function
diverges as a logarithm. By accepting, as in [25, 26], that there is no self-
interaction, the above formula and the derivatives

sin (% 2) sin (¥¢2) sinh ¥ (z — q1)

1
La(xq) = 2h [cosh %(w —q1) — cos %(z — qQ)] [cosh %(x —q1) — cos %(Z + qz)]
I(x.q) 1 sin (%q2) [cos (Fq2) — cosh I (z — q1) cos (F2) |
S 2h [cosh T (z — 1) — cos F(z — q2)] [ cosh F(z — q1) — cos T (2 + g2)]
(108)
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apply everywhere x # q.

In the system (103), we need the expressions of I;(x, q)‘s and I',(x,q) o

and further, in the fifth equation of (83), we need the expression

VoIS = (s

S = @ (e i)l )
+ (n+ h)*E,(x) + E(x)
—+ 2&)*(77 + h)fx:cl—‘z (X, q) ’S

+ 20‘)*51(1')1—\2()(7 q)’

G HYe

(109)

o
For a free surface n of order ¢, the functions I';(x, q) ‘S =T.(x,n,q1,q2) and

I.(x,q) = I'.(x,7n,q1,q2), have the following Taylor series expansions

F:E(xv 1541, Q2) = Fw(xv 07 q1, QQ)+77sz(x70a q1, q2)+ = Fx(l',(), QI7Q2)+O(€)

Fz(wvn; q1, Q2) - FZ(JL‘, 07 q1, QQ)+77FZZ('%'1 07 q17QQ)+"' = FZ(LU, 07 q1, Q2)+O(€)
From (108), we get
Ip(,0,q1,¢2) =0
sin % (110)
2h (cosh 7”(”:;‘11) — coS L,?)

Fz(x707QI7Q2) == -

therefore,

Io(x. @) = O()

(111)
I.(x.q)| = Io(. 0,01, ) + O(c).

The z-derivative of the velocity potential on the free surface does not
get an extra factor of §, since the € order of the velocity remains unchanged.
Thus, &, € O(e) and &, € O(ed). We make the notation

u:=¢& € O0(e) (112)
thus,
Uy = & € O(e6). (113)

In what follows we consider the wave propagation regime with e ~ §2 which
usually leads to the Boussinesq and KdV propagation regimes.

The magnitude of the vortex strength in this regime depends on the vortex
depth and some estimates are made in the Appendix.
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In view of (111), (113), (146) or (147), we make the approximation
IVols = (w*)°T(2,0,q1, 42) + 2w & (@)L= (2,0, 1, 2) + € (2)
= [w"T(,0,a1, ¢2) + &u(2)] . (114)

For the Green function (107) the derivative with respect to 7 is zero, thus,
the function R(z, z) in (84) have in this case the expression

T\’,(ZL‘, Z) =w" (th (Xv q)QI + FtI2 (X, Q)(j?)
O (1, () — (2 + W (@) ). (115)

The fifth equation in (83) becomes

1 *
£t+§ [OJ Fz(l', 07 q1, q2) + gw(l')]2 + an

— ot [anz(l‘,Z)‘S - R.(z, z)’s} =0, (116)

equation that, using also (112), we write as

Lo
ut+{2[w Fz(anaCILQQ)""u]Q} +g77££

xT

- T]Q;Rx(:c,z)’s + Rz(:r,z)‘s —0. (117)
From (115),

Rw(xa Z) =w" (Frql (Xa Q)u(QI) - (Q2 + h)rqu (Xa q)’v‘x(Ql))

(118)
R (2,2) = & (Tagy (%, @)u(01) = (g2 + 1)l (5, Dua(a1) ).

For the Green function (107), the expressions of the second derivatives with
respect to z and z, are obtained further from (108). Then, we need to
evaluate these expressions on the free surface. By writing the Taylor series
expansions of these functions for a free surface n of order e, we get after
calculations

Fﬂh (X, CI) g = 0(6)
T sin 742 ginh TE-a)
I (%,9) s~ o2 . g 5+ O(e?)
(cosh Lz;ql) — cos %)
(119)

Lo ()] | = 00

r  1—cos ™2 cogh TE—a)
Ly (x,q)| = 55 b b +0().

s 2k (cosh Lx}:ql) — cos LZQ)
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In view of (112), (113), (119), (146) or (147), we make the approximation
w*m  sin T2 sinh @
92
zh (COSh Lm;ql) — cos %)

w*m 1 —cos 52 cosh @

2h? ( -

“Ra(w,2)| + Rale,2)| = 5 (1)

— (g2 +h)

uz(q1)
cosh 7%(:0;!11) — cos %)2 :

(120)

Summing up, from (98), (101), (110), (117) and (112), (120), we obtain in
the regime € ~ 62, the following system for the dynamics of the point vortex
and the evolution of the free surface variables

(jl = u(ql (t), t)
g2 = —(g2 + h)uz(q1)
1
ne + huy + ghgumx + (nu), =0

2

in 7492
S1n 7

1
U +gNe + = |U— w*
2 2h <cosh ngql) — oS LZQ)

. (121)
w*m sin T2 sinh w (@)
2h? m(x—q1) g2 2
(cosh ==~ — cos T)
1 — cos ™2 cosh T#-9)
+(g2 + h) L b —w(qr) p =0.

T(r—q1) Tq
<cosh 7 cos )
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6 Derivation of the perturbed KdV equation

For 1, u, w* € O(e) (see the appendix), 1, Uy € O(€6), Upaz, (M) € O(e26),
let us introduce for the last two equations in (121) the scaling

1
N + hug + egh?’uzm + e(nu), =0
2

1 . sin %
U +3gne +e€ B u—w
2h <COSh Lr}:ql) — cos %‘12)
X
* sin 792 ginh E-a1) (122)
—eos h b u(a)

2 2
2h (cosh 777(:0;%) — cos %)

g2 m(x—q1)
h

1 — cos 7 cosh

+(q2 + h)
<cosh Lz;‘“) — cos %12)

211;]5((]1) =0.

Next, for describing running waves in one z-direction with the speed
¢ = gh, (123)

we move from the (z,t)-frame to the (X, T)-frame, where the characteristic
variable X and the slow time T are defined by

X=x—ct, T=c¢t. (124)
In terms of these variables, we have
836 = ax, 8t = GaT — Cax, (125)

and the equations (122) become

1
enr —cnx + hux + e§h3uXXX +e(nu)x =0

2
1 . sin L}f?
eur —cux +gnx +eq 5 |[U—w —
2 2h (Cosh Lx;ql) — Cos %’2) N
w*T sin T2 sinh @ (126)
— € 2h2 - 2 u(ql)
(COSh Lx;‘“) — cos ”qu>
1 — cos ™22 cogh TE-a1)
+(g2 + h) h sux(q1) p =0,

7T(:E—q1) o Tq2
(cosh == —cos )
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with & = z(X,T). From the first equation, we get

h 1 h? 1
Nx = —Ux +e-nr+e—uxxx +e—(nu)x, (127)
c c 3¢ c
which yields
h
n=-_u + O(e). (128)

We substitute (127) into the second equation of (126). Due to (123), the
leading order terms with ux cancel out and we get

h3
ur + gﬁT + LuXXX + g(7711)X
c 3¢ c
2
1 sin T2
+ ¢ = |Ju—wt b
2 2h (cosh Lx;ql) — oS %)
X
w*T sin 72 sinh @ (129)
o h 7@—a) gz )\ ua)
COS — 7 COS 7
1 — cos ™2 cosh TE-a)
+(q2+ h) h h 2’v‘X(Q1> =0,

7T(:E—q1) . Tq2
(cosh == —cos )

where all terms are of the same order. With (128) and (123) in view, by
keeping only the leading order terms in (129), we obtain

2

2

ch 1 sin ”qu

2ur + —uxxx +9 5 [u—w - +u?
3 2 2h (cosh Lm;ql) — oS L}?)
X
W sin T2 ginh TE@—a1)
- 2h2 W(};_ ) L 2 u(ql)
(cosh o ) _ cos L}‘?)
1 — cos T2 cosh TE-1)
+(q2 + h) A b ux(qi) p = 0.
<COSh Lm;ql) — oS L}‘f’)
(130)
This is a perturbed KdV equation.
If w* = 0, we have the standard KdV equation,
ch? 3
ur + ?uXXX—i—Z(uz)X = 0. (131)
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We return now to the original variables (124)-(125) and the equation (130)
becomes

ch?
U + cu, + e?umz
2

1 sin T2 1

+e — |lu—w* h + —u?
2h (cosh Te—a) _ oo m) 2
R h N
w*T sin T2 sinh @ (132)
— € 4h2 2 u(ql)
(cosh @ cos ﬂgQ)
1 — cos WZQ cosh @
+(q2 + h) suz(q1) p = 0.

T(r—q1) Tq
<cosh - Ccos )

Without the scaling written explicitly, we get the following perturbed KdV
equation for u(x,t) coupled with the dynamic equations for the point vortex

(q1(t), q2(t))

U + cuy + 6 uxxz
2

sin W;? N 1u2
h m(z—q) mp) 2
cos - cos T i
m w(z—q1)
sin sinh —5 w(qr) 139
Coshﬂz W _ cos m)Q (133)
h
1 — cos ™2 cosh T@=a)
+(g2 +h) g b —ug(q) p =0

(cosh 77r(m;m) coS WZQ)
g1 =u(qi(t),1)
G2 = —(q2 + h)uz(qi(t),t).

7 Vortex motion influenced by an unperturbed
KdV soliton

The coupled system (133) is quite complicated and deserves a proper nu-
merical investigation. However, some features could be revealed by the
simplification that the soliton on the surface travels unperturbed above the
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vortex. The exact KAV soliton has the expression (see, for example, [16])

Ach? K2
3cosh? [K (z — o — (1 + 3h2K2) ct)]’

u(z,t) = (134)

where xg and K, called the soliton parameters, are constants. Then, the
last two equations in (133) can be written as

. 4ch?K?
N7 Scosh? (K (q1 — w0 — (1+ 2h2K2) ct)]

8ch? K3 sinh [K (q1 — 20— (1+ 2p2K2) Ct)] (135)
G2 = (g2 + h) 3

3cosh® [K (q1 — o — (1 4+ 2h2K?) ct)]

Without loss of generality, we can take zg = 0, which corresponds to a
change of variables g1 — q1 — xg. Thus, the trajectories of the point vortex
are described by

. 4ch?K?
M= 3 cosh? (K (q1 — (1 + 2h2K2?) ct)]

Beh? K sinh [K (¢ — (1 + 5h*K?) ct) | )
go = (g2 +h) 3

3cosh® [K (g1 — (14 2h2K?) ct)]

The first equation of the above system can be integrated and the conserva-
tion law implicitly provides the solution,

2h 2hK tanh [K (q1(t) — (1 + 2h*K?) ct)]
q1(t) + —=——====arctan = const.
V3 —2h2K? V3 —2h2K?
(137)

for 3 — 2h2K? > 0. According to our assumptions, K 2h? is of order ¢, thus
3 —2h?K? > 0 indeed. Moreover, since ¢ is of order €, and (1 + %hQKQ) c
is of order 1, it follows that gi(t) — (1 + 2h*K?)ct — Foo as t — +oc.
Therefore, if we go to the limits ¢ — +oo in (137), and take into account
that at these limits tanh — F1, we get

4h

2hK
q1(00) — q1(—o0) = marctan [3_2}12](2] 5 (138)

that is, the trajectories are bounded, the range of change being the above
finite value.

By using Maple, we plot in Fig. 2, Fig. 3 and Fig. 4, the graph of ¢;
versus t, the graph of ¢ versus ¢, and the graph of ¢; versus ¢o, that is, the
point vortex trajectories, respectively. In all the pictures, we take h = 10m,
g = 9.81m/s? and the initial condition ¢;(0) = 0. The initial condition for g
takes different values: ¢2(0) = —0.1 (green), ¢2(0) = —6 (red), g2(0) = —9.9
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Figure 2: The evolution in time of ¢, with the initial condition ¢;(0) = 0
and h = 10m, in the cases: (a) K = 0.Im~!; (b) K = 0.05m .

(blue). For the pictures in (a) we consider K = 0.1m™!, that is, a stronger
soliton compare to the pictures in (b) drawn for K = 0.05m ™.
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Figure 3: The evolution in time of go, with the initial condition ¢2(0) = —0.1
(up, green), g2(0) = —6 (in the middle, red), ¢2(0) = —9.9 (down, blue) and
h = 10m, in the cases: (a) K = 0.1m~!; (b) K = 0.05m ™",

It is now reasonable to ask how the surface waves are affected by the vor-
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tex. They are governed by a KdV-type equation with variable coefficients
and a source. This problem of course needs a proper numerical and ana-
lytical investigation, however our experience with similar equations (KdV
with variable coefficients, reflecting variable bottom, [8, 9, 21]) indicates the
following probable effects on an incoming KdV “exact” soliton. First, the
soliton parameters such as amplitude and velocity could change, and second,
a birth of a new soliton(s) may happen as well. These processes are usually
accompanied by some energy loss in the form of radiation waves.

We mention also that the problem of surface-vortex interactions has been
studied by different methods by Curtis and Kalisch in [17].

8 Discussion

We have explored the wave motion in a fluid domain with a free surface and a
flat bottom of finite depth without any restrictions on the vorticity field. As
expected, the governing equations in this case can not be split into separate
sets of equations for the free surface and the fluid volume. Due to the non-
constant vorticity field there is always an interaction between the surface
and body of the fluid and the equations are mathematically complicated.
Nevertheless, we have argued, that the equations could be in a relatively
compact and manageable form by the means of the Dirichlet-Neumann op-
erastors and Green’s functions for the fluid domain. We have derived an
expression for the Green functions which allows subsequent expansions for
specific propagation regimes.

There are some challenging outstanding problems of purely mathemat-
ical nature, such as the symmetry of the Green function as well as the
connection between the different representations of the Green function.

The complete Hamiltonian formulation of the problem is of fundamental
importance for the water-wave theory and we intend to come back to this
problem in the near future.

We have illustrated the arising system of evolutionary equations by the
example of a point vortex. Then this example has been further simplified
for the Boussinesq and KdV regimes. The detailed further study of such
systems will require numerical simulations and will be performed in follow-
up publications.
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Appendix: About the strength of the vortex

Since the range of localization of the surface variables u, n and the point
vortex is different, and a direct comparison would be misleading, let us
now compare the average values of the energy of both the surface wave and
the surface motion due to the vortex over some interval, say the interval
[0, A], where the wave amplitude, for example, has its maximum (since we,
nevertheless consider a solitary wave). The kinetic energy of the surface
wave, Fp, on average, is equal to its potential energy, Fsy (by absolute value)

1 e
E; = / wdr, Ey:= — g 2dz, (139)
2X Jo

respectively. The energy of the motion, due to the vortex at the surface
z = 0, could be approximated by

~ (W*)Q e 2
By~ (Fx(x> q) + Fz(xa CI)) d. (140)
2\ —0o z=0
For simplicity, we take
1
I'(x,z) = e log ((:13 — q1)2 +(z— q2)2), (141)
and in view of the formula ffooo Igdﬁ = ﬁ, we get for the right hand side

in (140) the expression

(w*)? /oo dr (w*)?

8BAT2 | (m— )2+ @2 8ATqa|’

hence,

()2
i~ —-—". 142
v (142)

On the other hand, Es is proportional to a?, indeed, if n = acos(k(z — ct))
for example, which is the expression in the linear case,

1 [y 2m(x — ct) ga’®
Ey~ — Za?cos? | ) dp = Z— 143
2 2)\/0 Rt e ( A T (143)
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where we used the formula fOA cos? (M) dr = % Comparing (142) and
(143) yields
2mAga?|qa| (w*)? 27\ a2 |gof
*\ 2
(@) h gh3 " h (h) h (144)

We introduce a parameter, related to the depth of the vortex, denoted by

_
ol

Thus, if © € O(1), that is, the point vortex near to the bottom, then, for
€~ 02,

(145)

(JJ*

hv/gh

If u € O(9), that is, the point vortex is close to the free surface, then,

€ 0(5?). (146)

w*
hv/gh

Therefore, the vortex strength which would make an impact on the equa-
tion, corresponding to the Boussinesq and KdV regimes, depends on the
vortex depth and has approximate orders as in (146) and (147).

€ O(6%) = O(e). (147)
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Figure 4: Vortex trajectories at different depths, with the initial conditions
¢1(0) = 0 in all cases, ¢2(0) = —0.1 (up, green), g2(0) = —6 (in the middle,
red), ¢2(0) = —9.9 (down, blue) and h = 10m, in the cases: (a) K = 0.1m™!;
(b) K = 0.05m~!. The trajectories are extended for both positive and
negative t.
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